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MIXED MODELS
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In this thesis, an automatic, default, fully Bayesian model determination strategy for GLMMs
is considered. This strategy must address the two key issues of default prior specification
and computation.

Default prior distributions for the model parameters, that are based on a unit information
concept, are proposed.

A two-phase computational strategy, that uses a reversible jump algorithm and implementa-
tion of bridge sampling, is also proposed.

This strategy is applied to four examples throughout this thesis.
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Chapter 1

Introduction

1.1 Bayesian Inference

1.1.1 Bayes’ Theorem

Suppose y is a n X 1 vector of responses with joint probability density function (pdf), f(y|0),
which depends on the k x 1 vector of unknown model parameters, @ € O, where © C RF
is known as the parameter space. In Bayesian inference, both y and @ are considered to be
random variables, so € has a probability distribution with pdf, f(@). Their joint pdf can be
written as

f(y,0) = [(y|0)f()

Equating (1.1) and (1.2) gives

f(y|0)£(0)
f(y)
f(y|0)f(0)

Jo f(y10)f(6)d6

In the case of a discrete-valued 8, replace the integration in the denominator of (1.3) by a
summation. The identity (1.3) is known as Bayes’ theorem. Note that the denominator of
(1.3) does not depend on 6, so Bayes’ theorem can be rewritten as

f(Oly) < f(y|0)f(0). (1.4)

The quantity f(y|@) is equivalent to the likelihood function. The quantity f(@) is the pdf
of the prior distribution which reflects our knowledge of @ prior to observing the data, y.
The quantity f(@|y) is the pdf of the posterior distribution of @|y, which reflects our up-
dated knowledge of @, having observed the data, y, and combined the information from the

f@ly) =

(1.3)



data with the information from the prior distribution, using Bayes’ theorem. Using this
terminology, (1.4) can be written as

posterior o likelihood X prior.

1.1.2 Posterior Inference

Posterior inference can be undertaken either in an informal way; by the way of summary
quantities, e.g. mean, mode, variance, etc, or in a formal way; by way of making optimal
decisions based on minimising posterior expectations of appropriate loss functions.

Summary quantities of the posterior distribution of 8|y can be found via the posterior pdf,
f(8]y). For instance, suppose g : © — R,

E(g(0)ly) = / 4(0)/(6]y)do,

S}

gives us the posterior expectation of a function, g(@), of the parameter 6. Setting ¢(0) = 6;,
gives us the posterior mean of the jth component of 6.

Another useful summary is a probability or credible interval, which is the Bayesian equivalent
of a classical confidence interval. A 100(1 — «)% probability interval for the jth component,
6;, of @ is the interval (a,b) such that

Pla<6; <bly)=1-a.

Similarly, we can calculate the specific posterior probability that @ lies in some set 2 C O,
ie.

PO € Qly) = / £(6ly)d.

This is the Bayesian equivalent of a classical hypothesis test.

Formally, we may want a point estimate, é(y) or 0, of the parameter 0. The decision-
theoretic approach is to minimise the posterior expectation of an appropriate loss function.
Consider estimating the jth component, 6;, of 8 using the squared error loss function:

L(6;,0;) = (0; — 6,)*.
The posterior expectation of L(6;, 0~]) is
E(L(0;,0;)|y) = E(62]y) — 20,E(0;]y) + 6.

This is minimised at the posterior mean, i.e. 0, = E(6;]y). Similarly, the absolute error loss
function, L(6;,6;) = |6; — 6|, results in 6; being the posterior median. The loss function

16,3, = 0, if |6, —6,] <9,
e 1, if |9j_éj|>67

for small 9, results in 9~j being the posterior mode.

2



1.1.3 Model Determination

The data-generating process is the complete description of a random process from which the
data, y, arise. The true data-generating process would only be known in the presence of full
information. In the absence of full information, there is uncertainty about the data-generating
process. This uncertainty is quantified by a statistical model, which is a set of data-generating
processes, expressed by the likelihood function, f(y|@) with @ € ©. In addition to f(y|@), a
Bayesian statistical model possesses a prior distribution with pdf, f(8).

In practice, we may be unsure about how to construct the form of the model and actually
propose several alternative models. There will be uncertainty amongst these models. To
overcome this we assume a single encompassing model. This is a union of all alternative
models. We now need to express our prior knowledge about the alternative models which we
do via prior model probabilities.

Suppose we have a set, M, of alternative models, where a model, m € M, has a likelihood
fn(¥10m) = f(y|0m, m) and a prior distribution with pdf f,,(0,,) = f(0,,|m) where 6,, €
©,,, and 0,, is a k,, x 1 vector.

The encompassing model is then the set of data-generating processes
{fn(¥|0m) : O € Opp,m € M},

with parameter 8 = (0,,, m) € © where

=[] {m}x 0O

meM

For Bayesian inference we require a prior distribution for 8 = (6,,, m) with pdf decomposed
as

f(0n,m) = f(0,|m)f(m)
= fu(On)f(m),

where f,,(0,,) is the prior pdf of 8,, conditional on model m. The quantity f(m) is the prior
model probability, where f(m) >0and ) . f(m) = 1.

Using Bayes’ theorem we can find the joint posterior pdf of 8,, and m:

10, mly) = 1W1Om ) Omlm)f(m)

f)
S (¥10m) fm(0) _ fm(y) ()
)iy 49
where the quantity f,,(y) is known as the marginal likelihood and is given by
Fal9) = [ Fn(¥160)10(61)8 (16)
Om

3



Note from the second part of the right-hand side of (1.5) that

fu)fm) - fu)fOm)
6 Somew Infm T Y) (1.7)

where f(mly) is known as the posterior model probability of model m € M. Again, Bayes’
theorem is used to update the prior model probabilities to the posterior model probabilities
in light of observing the data, y.

Therefore, we can extend the idea of posterior inference as described in Section 1.1.2 to that
of posterior inference under model uncertainty:

1. Evaluation of the posterior model probability, f(mly), for each m € M (Model Deter-
mination),

2. Evaluation and summarisation of the posterior distribution, f,,(0,,]y) of the parame-
ters, 6, of each model m € M (Posterior Inference).

Fisher (1922) stated that there are three aspects to valid statistical inference: a) model spec-
ification, b) estimation of the model parameters, and ¢) estimation of precision. Evaluation
of the posterior distribution of the parameters is equivalent to b) and ¢) of Fisher’s system.
Burnham and Anderson (1998) partition the model specification/determination aspect into
two parts: forming a set of candidate models and model selection. They go on to discuss
how the formation of a set of candidate models is “where the scientific and biological infor-
mation formally enter the investigation”. In this thesis, we assume the position that a set of
candidate models, M, has already been chosen.

Suppose we are comparing two models, 1 and 2, say, with posterior model probabilities f(1|y)
and f(2|y), respectively. Consider the posterior odds in favour of model 1

fAy) _ fAly) _ fOAE) _ fO) A (1.8)

1-f(ly)  f@ly) f@hy) 1-fQ1) L)
where f(1) and f(2) are the prior model probabilities of models 1 and 2, respectively. The

quantity fi(y)/f2(y) of the ratio of marginal likelihoods is known as the Bayes’ factor in
favour of model 1. So (1.8) can be written

posterior odds = prior odds x Bayes’ factor.

1.1.4 Prior Distributions

The prior distribution is a contentious issue in Bayesian inference. As defined in Section 1.1
it represents all of our knowledge about the model parameters, 8, prior to observing the data,

y.



There are two problems with this: 1) some critics of Bayesian inference argue that statistical
inference should be objective and personal opinions in the form of the prior distribution should
not be considered, and 2) what happens in the case where there is little prior knowledge?

The approach taken in this thesis is that we are in exactly the position of having little prior
knowledge. As a result of this, our goal is objective Bayesian inference. To achieve this, we
need to consider prior distributions which have a negligible effect on the posterior inference,
i.e. they are dominated by the likelihood. Box and Tiao (1992) and Kass and Wasserman
(1996) refer to these types of prior as reference priors, i.e. as a point of ‘reference’. However,
the term reference prior is used elsewhere in the literature to refer to a specific type of prior.
We use the term default prior. The resulting analysis is called the default analysis.

An obvious and natural default prior to use is the non-informative uniform prior, where
f(0) < 1. Therefore, f(O8]y) x f(y|@). Under this prior, the posterior mode of 8 is equivalent
to the maximum likelihood estimate of 8. However, there may not exist a proper prior with
f(8) o 1. Specifically, this is the case if any part of the parameter space, O, is unbounded. In
this case, Lindley’s paradox (see Section 1.1.5) applies and we cannot use the uniform prior.
Also, a uniform prior distribution for a parameter 8, will not necessarily be a uniform prior
distribution for a transformation of 6, say ¢ = h(@). We must, instead, use an informative
distribution which has a negligible effect on posterior inference as our default prior. The
construction of default priors is an active area of research for the practical application of
Bayesian methods.

It may well be the case that prior knowledge does exist and it is the opinion of some that
prior knowledge always exists and should be elicited into a prior distribution for . This
is, in itself, a non-trivial problem. Use of this type of prior results in subjective Bayesian
inference.

When considering a prior distribution it may be convenient to use a conjugate prior distri-
bution. A conjugate prior distribution has pdf f(@) € F, if the posterior distribution pdf
f(Bly) € F, i.e. the posterior distribution is from the same family of distributions, F, as the
prior distribution. Examples include:

2

1. Suppose y; S N(#,0?), for i = 1,...,n and where o2 is known. The conjugate prior

distribution for € is  ~ N(u, 7). Then

nt?y+o*u  o?r?
nr2+ 02 "'nr? 4 o2

0|y~N(

2. Suppose y; S Bernoulli(6), for ¢ = 1,...,n. The conjugate prior distribution for 6 is
0 ~ Beta(a, 3). Then
0y ~ Beta(a + ny, 5 +n — ny).



1.1.5 Lindley’s Paradox

Lindley’s paradox is best explained, initially, with a simple example which is adapted from
O’Hagan and Forster (2004, pg. 77). Suppose we have one observation, y, and we wish to
compare the following two models:

1.y ~N(0,0?),
2. y ~ N(0,0?%), where 6 ~ N(0, %),

where in both cases, 02 is known. Model 1 is completely specified, whereas Model 2 has an
unknown mean, ¢. In addition, suppose the following prior model probabilities: f(1) = p
and f(2) =1 — p. The posterior model probability of Model 1 is

f(Aly) = VA &P (_%) )

2 —
Fesp (45 ) + Az oo (—oti

— 1 as 2 = o0,

provided p # 0. So, regardless of the observation collected, the posterior model probability
of Model 1 will tend to 1 as the variance of the prior approaches infinity.

This result is not specific to this example and can occur in any situation where the prior
distribution becomes improper over part of the parameter space.

Lindley’s paradox means that we cannot simply choose a prior with f(0) o 1 when there is
weak prior information and model uncertainty.

In fact, the problem of specifying a prior distribution under weak prior information and model
uncertainty is deeper than this. The Bayes’ factor, in this situation, can be very sensitive to
the choice of prior distribution. When comparing two nested models, the Bayes’ factor for
the simpler model can be made arbitrarily large by choosing a large enough prior variance
for the augmented parameter.

This is the motivation behind default priors, i.e. informative prior distributions that have a
negligible effect on posterior inference but provide a consistent amount of information across
all models for us to undertake model determination.

1.1.6 Hierarchical Models

Suppose we have a model, where the joint pdf of the data, y, depends on the vector of
parameters, w. The prior distribution for w will, in general, depend on the vector of hyper-
parameters, A. If the prior distribution is completely specified then A are known. However,



in the case of a hierarchical model, X are unknown and, therefore, have their own prior dis-
tribution known as the hyper-prior. We can write the model parameters as 6 = (w, A)” and
decompose the prior pdf as

f(0) = flwA)
= SN N

Obviously, the hyper-prior can depend on a further vector of hyper-hyper-parameters or 2-
hyper-parameters with a 2-hyper-prior distribution. This hierarchy can be extended to a
v-hyper-prior.

1.2 Generalised Linear Mixed Models

Generalised linear mixed models (GLMMs) are useful when responses, which may be non-
normal, depend on a set of covariates and are correlated due to the existence of groups or
clusters. GLMMs are an extension of linear mixed models (LMMs) to non-normal responses
and an extension of generalised linear models (GLMSs) to correlated responses. A Bayesian
GLMM is a hierarchical model as described in Section 1.1.6.

GLMMs are often referred to as GLMs with random effects in the classical literature.

1.2.1 Specification

Let y;; be the jth response from the ith group where j = 1,...,n, and i = 1,...,G. Let
x;; and z;; denote the p x 1 and g x 1 vectors of regression and group-specific covariates,
respectively. These covariates are a subset of the available explanatory variables or products
of available explanatory variables. Let the total sample size be n = Zil n;. Conditional on
the ith group-specific parameters, u;, we assume that Yj; is independently distributed from
some exponential family distribution with density

YiiGis — b(Gij)
Q5 (¢)
where (;; is the canonical parameter, ¢ is the dispersion parameter, and a;;(), b(), and c()

are known functions. Define p;; = E(Y;;|u;) = b'({;;) as the conditional mean of Y;;. This is
related to the linear predictor, n;;, through

S (yijlu;) = exp + c(yij, 0) |

9(piz) = nij = ijﬁ + Zijuy, (1.9)

where ¢() is the link function, B8 is a p x 1 vector of regression parameters, and wu; is a g X 1
vector of ith group-specific parameters.

Suppose yi = (Yir, -+ Yiny) s Xi = (Xits oo Xin))'s Zi = (Zin, oy Zin))s M = Dty s Mim) ™
w; = (fit, ...y flin, )T, and that the link function is applied elementwise, then

g(p;) = X8 + Z;u,.

7



Suppose further that y = (yI,..,y&)", X = (X{,..,X0)", Z = diag(Zy,....,Zg), n =
(mf,...on)" w = (puf . pd)’, and u = ,ooyug)T, then (1.9) can be rewritten in

matrix form as

9(p) = XB + Zu
where ¢g() has been applied element-wise, i.e. g(p) = ( (1) s 9(lame )T

We make the assumption that the first columns of X; and Z; (if non-zero) are always formed
from a vector, of length n;, of ones. We also assume that the columns of Z; are a subset of
the columns of X;. We also adhere to the modelling principle that if a column of X; (or Z;) is
formed from the interaction between two explanatory variables, then those two explanatory
variables must have columns also in X; (or Z;).

We complete the specification of a GLMM with u; ~ N(0,D), for i = 1,...,G, where the
variance components matriz, D, is an unstructured ¢ x ¢ positive-definite matrix which
depends upon the %(q2 + q) x 1 vector of variance components, d. Suppose D* = I ® D,
where ® denotes the Kronecker product, then u ~ N(0, D*).

The group-specific parameters, u, are often referred to as random effects. 1f u; S N(0,D),

for i =1, ..., G, then this is known as an exchangeable random effect structure.

A GLM is a special case of a GLMM, where Z = 0 and n; = 1.

1.2.2 Likelihood for GLMMs

We define the first-stage likelihood function for a GLMM as

S Gij — b(Gy)
fylB.u,¢) =[] []exp {—y” ZJ(@ Lty d) | - (1.10)
=1 j=1 g

(Classical inference for GLMMs is based on maximising the integrated likelihood function

f(y|B3,D,¢) = f(y,u|B,D, ¢)du

RGa

= [ 618, u.0)f(uID)du (1.1)
RGq

to obtain the maximum likelihood estimates of 3, D, and ¢. The integrated likelihood

is sometimes known as the marginal likelihood but we refrain from using this as we have

already used the term marginal likelihood for (1.6). The model that results in integrating

out the group-specific parameters is known as the marginal model. The integrand in (1.11),
f(y,u|3,D, ¢), is termed the h-likelihood function by Lee et al. (2006).



1.2.3 Bayesian Inference for GLMMs

Let @ = (B7,u”,d”, )" be the k x 1 vector of model parameters, where

J— p+Gq+%q(q—|—1) +1 if ¢ is unknown
p+Gq+ 3q(qg+1) otherwise,

to align with the notation introduced in Section 1.1. To complete the specification of a
Bayesian GLMM we require a joint prior distribution for 8, with pdf decomposed as

f(e) = f(67u7d7¢)7
= f(Bld,¢)f(uld)f(d|)f(9),
= f(BID,¢)f(u[D)f(D|¢)f ().

The conditional distribution of the group-specific parameters, u|D, has already been speci-
fied, as part of the specification of a GLMM, as N(0,I¢ ® D). Therefore, it only remains to
specify a prior distribution for the remaining parameters, 3, D and ¢, with their joint pdf
decomposed as

f(B.D,¢) = f(B|D,¢)f (D) f(¢). (1.12)
The pdf of the posterior distribution of 3, u, D and ¢ is given by

f(B.u,D,¢ly) o< f(y|B,u,¢)f(BID,¢)f(ulD)f(Dlo)f(¢).
The pdf of the marginal posterior distribution of 3, D and ¢ is given by

f(B,D,gly) = f(B,u, D, ¢ly)du,

RGa

x f(yl8,D,9)f(BID,¢)f(Dl|o)f(e).

The model determination terminology introduced in Section 1.1.3 can now be applied to a
GLMM.

1.3 The Problem

In Section 1.1.3, we described the basic quantities required for model determination, which
we would like to apply to Bayesian GLMM determination. The integral in the denomina-
tor of (1.3), i.e. the marginal likelihood, is rarely analytically tractable, thus necessitating
computational methods to approximate the integral. However, the group-specific parameter,
u, often has large dimensionality if the number of groups, G, is large, thus the choice of
method for approximating the marginal likelihood or posterior model probability is critical.
We address this issue in Chapters 4 and 5.

Once a satisfactory method for computing an approximation to the marginal likelihood or
posterior model probability has been chosen, we then need to consider a default prior distri-
bution for 3, D, and ¢ for objective Bayesian model determination. We address this issue in
Chapter 3.



Essentially, the problem focused on in this thesis is to develop a default Bayesian model deter-
mination strategy which addresses the issues of computation and default prior specification
under weak prior information.

In the next Section, we introduce an example of a dataset that exemplifies the problems we
can encounter when we try to apply objective Bayesian model determination to GLMMs.

1.4 Turtle Data Example

We introduce an example of a dataset that a set of GLMMs can be applied to. This shows
the problem of model uncertainty amongst GLMMs and will be used as a running example
to illustrate the methodology introduced in Chapters 3, 4 and 5 .

The dataset termed the Turtle Data is analysed by Sinharay and Stern (2000) and Sinharay
and Stern (2005). It contains the survival status (0=died, 1=survived), birthweight (in
grams), and clutch (i.e. family) membership of 244 newborn turtles from 31 different clutches.
The researchers wish to determine whether there is a birthweight effect on the survival chances
of a newborn turtle, having accounted for the fact that the survival probability of a turtle
may be correlated with the survival probability of another turtle within the same clutch.
Suppose y;; and z;; are the survival status and the birthweight, respectively, of the jth turtle
in the ith clutch fori = 1,...,31 and j = 1, ..., n;. The clutch sizes, nq, ..., n3;, have minimum,
maximum and mean of 1, 18 and 7.9, respectively.

We assume that y;; ~ Bernoulli(y;;) where 7;; = g(u;;). We follow Sinharay and Stern (2005)
and use the probit link function, i.e. p;; = ®(n;;) so that g(ui;) = @ (). Let z;; = 2=
be the standardised z;;, where s® is the sample variance of the z;;s. We consider a total of
five possible models:

1. Nij = 517
2. nij = P+ Baxij,
3. mij = P14 u; where u; . N(0, 02),

4. iy = Bi + By + u; where u; < N(0, 02),

iid

5. Nij = (51 + U1i> + (ﬁg + u2i>xij where u; = (Uh‘, UQZ‘)T ~ N(O, D)

Models 1 and 2 are GLMs where the survival probability of a newborn turtle is independent
of the survival probability of turtles within the same clutch. Model 1 assumes that survival is
independent of birthweight, i.e. there is no birthweight effect, whereas Model 2 assumes that
there is a birthweight effect. Models 3, 4 and 5 are GLMMs where the survival of a newborn
turtle is assumed to be correlated with the survival of turtles within the same clutch, i.e.
there is a clutch effect. Model 3 assumes that there is no birthweight effect on survival.

10



Table 1.1: Dimensionality of the model parameters for the five models applied to the Turtle Data.

Model | Dimensionality of the
model parameters

1

2

33

34

67

Ui W N =

Models 4 and 5 assume that there is a birthweight effect on survival and for Model 4, the
clutch effect is the same for each turtle in the same clutch, whereas for Model 5, the clutch
effect depends upon the turtle’s birthweight.

The marginal likelihood is not analytically tractable for any of the five models and will need
to be approximated. Table 1.1 gives the dimensionality of the model parameters for each of
the models. We see that including the group-specific parameters significantly increases the
dimensionality of the resulting integral approximation.

Sinharay and Stern (2000) and Sinharay and Stern (2005) considered model determination,
with respect to computation only, between Models 2 and 4, i.e. determining whether or not
there exists a group-specific intercept.

In both papers, the integrated likelihood function is evaluated by using Simpson’s rule. We see
in Chapter 2 that this quadrature approach becomes impractical for ¢ > 1. They, therefore,
do not consider model determination including Model 5 since ¢ = 2, in this case. In this
thesis, we develop a model determination approach that can be used when ¢ > 1.

In both papers, a diffuse prior distribution was applied to the regression parameters, 3,
in Models 2 and 4. In Sinharay and Stern (2000), an inverse-gamma prior distribution,
IG(%, %), is applied to 02 in Model 4 and a Bayes factor of 3.25 is found in favour of Model
2. In Sinharay and Stern (2005) a prior distribution is applied to 0% in Model 4 with pdf

1

1) = g

and a Bayes factor of 1.273 is found in favour of Model 2.

Kass and Raftery (1995) give guidelines on how to interpret Bayes factors. In their interpre-
tation, a Bayes factor of 1.273 in favour of Model 2 is “not worth more than a bare mention”,
whereas a Bayes factor of 3.25 represents “substantial” evidence in favour of Model 2. We
see from this example the danger of applying arbitrary prior distributions to the parameters
of competing models. Sinharay and Stern (2000) and Sinharay and Stern (2005) were both
concerned with computation only, so were not attempting to define default priors for model
determination.

11



Chapter 2

Previous Work

2.1 Introduction

This chapter, on previous work on Bayesian model determination strategies for GLMMs,
is split into two parts: computation for GLMMs and default priors for GLMMs. The first
part will start by discussing the importance of computation in Bayesian inference, we then
describe some general computational methods and describe how these methods have been
applied to GLMMs in the literature. The second part on default priors will discuss some
default priors that have been applied to GLMMs and special cases of GLMMs, e.g. linear
models.

2.2 Computation for GLMMs

2.2.1 Introduction

In Section 1.1.3, we defined the two aspects of posterior inference under model uncertainty
as

1. Evaluation of the posterior model probability, f(m|y), for each m € M (Model Deter-
mination),

2. Evaluation and summarisation of the posterior distribution, with pdf f,,(8,,|y) of the
parameters, 8, of each model m € M (Posterior Inference).

To achieve 1., we either need to evaluate the marginal likelihood, f,,(y), of model m € M to
compute the posterior model probabilities, evaluate the ratio of marginal likelihoods (Bayes’
factors), fi(y)/fm(y) of models k,m € M, or evaluate the posterior model probabilities

12



directly. Typically, except for certain special cases, these require the evaluation of intractable,
possibly high dimensional, integrals by approximation. To achieve 2., we typically want to
evaluate quantities such as the posterior mean, posterior variance or posterior quantiles.
Again these require the evaluation of intractable integrals by approximation. Also in the
pursuit of 2., we may want to evaluate the posterior mode, requiring the maximisation of
fm(0.,|y) which, in general, will not be analytically tractable.

Ezxample

Suppose we have a binary response, y; ~ Bernoulli(p;) where

log( b )Zﬁ,
1 —p;

forv=1,...,n and g € R, giving a very simple logistic regression model. The likelihood is
then
11 oexp (By)

Suppose as a prior distribution for # we choose the normal distribution with mean p and
variance 02, i.e. 3 ~ N(u,0?). Therefore the posterior distribution has pdf given by Bayes’

Theorem ,
B8— n  exp(Byi
exp (_( 2;;) ) [Tim, 1+Z)((p?{ﬁ))
oo — )2 n  ex i
f—oo exp <_ (620;;) ) | 1+z)((ff(lg)) dp

The denominator of (2.1) is an intractable integral, and maximisation of the posterior pdf

f(Bly) o exp (—%) 1T, % is also an analytically intractable problem. B

f(Bly) = (2.1)

There exist two different approaches for approximating integrals: deterministic methods (also
known as numerical methods) and stochastic methods (known as Monte Carlo methods). In
this thesis, we make use of both types of approach. In Section 2.2.2, we describe some of the
deterministic methods we implement in this thesis.

Monte Carlo methods refer to a broad selection of methods for approximating intractable
integrals, by generating samples from the required distribution (usually the posterior dis-
tribution), and then forming sample averages to approximate the integral. For example,
suppose we wish to evaluate the expectation, u, of the random variable, § ~ II, where the
distribution, II, has pdf =(#), i.e.

u=E®0) = /@ or(0)do. (2.2)

Suppose that the integral in (2.2) is intractable. A Monte Carlo approximation, /i, to p is to
generate a sample, 01, ..., 0, of size n from the distribution II and then set



More generally, a Monte Carlo approximation, fi,, to pu, = E(g(8)) for some function ¢ :
© — R, is to generate 04, ..., 0, from the distribution, II, and then set

N
Hg = n Zg(ez>
=1

We can also approximate quantities such as the median or quantiles by their corresponding
sample quantities.

Obviously, to use these methods we need to be able to generate a sample from the required
distribution (usually the posterior distribution). Again, there exist Monte Carlo methods for
doing so and we describe some of these in Sections 2.2.3 and 2.2.4.

As discussed we also need to consider methods for maximising a function. As with approx-
imating integrals, there are deterministic and stochastic methods. In this thesis, we only
consider deterministic maximisation methods and these are briefly reviewed in Section 2.2.2.
For stochastic methods for maximising a function see, for example, Robert and Casella (1999,

Ch. 5).

2.2.2 Deterministic Methods

In this Section, we describe some deterministic methods for evaluating integrals and max-
imising functions that we implement in this thesis. We also highlight some of the limitations
of deterministic methods, and the cases where Monte Carlo methods are preferred.

Approximations to moments of functions of random variables

In 2.2.1 we described the Monte Carlo approximation to the expectation, p,, of the function,
g : © — R, of a random variable, 8, with pdf 7(0), i.e. , = E(g(0)). Suppose the mean
and variance matrix of 6 is m and X, respectively. We can use a first-order Taylor series
expansion of g() about m to derive deterministic approximations to E(g(0)) and var(g(@)).
Note that

dg(6)

9(6) ~ g(m) + (6 — m)" <27

6=m

Therefore the expectation of g(@) is approximated by

and the variance of g(6) by

46’

6=m

Obviously, we can use a higher-order Taylor series expansion to achieve higher accuracy.

14



Laplace method for approximating an integral

Suppose we wish to evaluate the intractable integral

/ 9(6)de, (2.3)
S

where the dimension of 0 is k.

We take the second-order Taylor series expansion of log g(@) about the value, m, which
maximises ¢(0), i.e.

1 0*log g(0)
log g(0) ~ log g(m) + = (6 — m)T —=—- 6 —m).
Note that the first-order term disappears since al%g(e)’ = 0. Therefore,
O0=m

9(8) ~ g(m) exp (—%(e —m)"V (6 - m>) ,

-1

where V = — £1089(0)

90007 , and

6=m

| (616 ~ g(m)2r) VI, (2.4)

Note that to implement (2.4), we need to have maximised ¢(@) to find m. This method of
approximating an integral is known as the Laplace method.

Typically, (2.3) is in the form of a marginal likelihood with ¢(8,,) = fi.(¥|0:m)fm(6.,) and
m representing the posterior mode. In this case, Tierney and Kadane (1986) state that
this method “will produce reasonable results as long as the posterior is unimodal or at least
dominated by a single mode”, and that this method has an error of order O(n™!) where n is
the sample size.

We present an alternative method for approximating the marginal likelihood where we re-
quire the maximum likelihood estimate as opposed to the posterior mode. Suppose now we
specifically wish to evaluate the marginal likelihood, f,,(y) = fem fm(¥10m) frn(01)dO,,, of
model m € M. The second-order Taylor series expansion of the log-likelihood, log f,,(y|0:m),
about the maximum likelihood estimate, ém, is

~ 1 N B N

—1
. 02 log fm (y|0m)

T . We assume that |0,, — ém| is small, then f,,(0,,) varies
mem 0m=0m,

where V,, =

slowly and can be approximated by the constant fm(ém) Therefore
; ; m 1
Jo(¥) = fun(Om) fn(y]0m) (27) 2 [ Vi |2 (2.5)
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O’Hagan and Forster (2004, pg. 180) state that this method also has an error of order O(n™!),
where n is the sample size.

The reason that both of these methods perform more accurately as the sample size increases,
is that the posterior distribution approaches normality as n — oo.

We use a form of the Laplace approximation in Chapter 5 to approximate the integrated
likelihood (1.11) of a GLMM where we replace the first-stage likelihood by a quadratic
approximation.

Quadrature

Quadrature is another name for numerical integration. We first consider the one-dimensional
integral

[— / " 4(0)d6.

Quadrature methods work by calculating ¢() at n points 6y, ..., 6,, and then using the resulting
g(01), ..., 9(0,) in some formula such as a weighted average

I= Z wig(0;). (2.6)

A simple quadrature method is Simpson’s rule. Here the interval [a, b] is divided into n equal

sub-intervals, ¢() is then evaluated at the mid-point of each sub-interval, and then equal

weights, w; = b_T“, are used, giving

A b—a

I, = Zg(a +(2i —1)(b—a)/(2n)), (2.7)

n

as the Simpson’s rule approximation to I. A potential problem with Simpson’s rule is that,
typically, the limits of integration may be a = —oo and/or b = oo. In practice, we can just
set very wide limits for a and b in (2.7) and assume that g() is negligible outside [a, b].

A quadrature method which takes advantage of approximate normality of g(6) is the Gauss-
Hermite rule which requires @ = —oo and b = oo. The n-point Gauss-Hermite rule uses
points 6y, ...,6, and weights wr, ..., w,, such that I = I if exp (g) g(0) is a polynomial of
order 2n — 1. Since we can approximate exp (g) g(0) arbitrarily accurately with a polynomial
of order 2n — 1, the accuracy of the Gauss-Hermite rule increases as n increases. Abramowitz
and Stegun (1965, pg. 924) contains tables of points and weights for different values of n.

Gauss-Hermite quadrature can be extended to approximate the p-dimensional integral

1= [ soy0,

=
(]

as



where N = []_, n;, and w; is the weight associated with the point ;. The rule (2.8) is
formed by applying the one-dimensional n;-point Gauss-Hermite rule in the ith dimension.
The weight w; = wy;,wsj,...wy;, is the product of the p one-dimensional weights.

Simpson’s rule can also be extended to p dimensions by applying the one-dimensional Simp-
son’s rule in each dimension.

The major drawback of quadrature rules is that they require [[}_, n; function evaluations
of g(), which becomes infeasibly large as p increases. For the high-dimensional integral
approximations that occur in GLMMs, quadrature methods are not a feasible set of methods.
However, for low dimensional integral approximations, quadrature methods can be very useful
(see, for example, Skrondal and Rabe-Hesketh (2004)).

Optimisation

In this Section, we briefly describe methods for maximising a function g : R* — R, i.e. finding
the value m € R* such that g(m) > ¢(0) for all @ € R*. Tt is generally easier to maximise
the logarithm of a function rather than the function itself, i.e. maximise h(8) = log g(8).

The best known technique for maximising a function is the Newton-Raphson method, or
dh(6)

10 and

simply the Newton method. It requires the vector of first derivatives, h(8*) = oo

the Hessian matrix H(6") = 32}5(99% . The algorithm for finding m is as follows
0-0"

1. Start at the initial value 6°.
2. Suppose the current value is 8, and set

01’—0—1 — 0@ . H(ez)flh(ez)

3. Repeat 2. to 3., unless the sequence 6°, ..., 8™ has converged, in which case, m = 8",

This method is derived by using the 2nd order Taylor series expansion of h(8) about m. The
sequence will converge rapidly to m provided 6° is sufficiently close to m. In fact, if 8° is
within the inflexion boundary about m, then convergence is guaranteed.

In this thesis, we will need to maximise a function when both the vector of first derivatives and
the Hessian matrix are available, and to do so we can use the Newton method as described
above. However, we also need to maximise a function where neither the vector of first
derivatives nor the Hessian matrix are available. In this case, we can use Quasi-Newton
methods where h(#) and H(@) are approximated at each iteration. From the output of a
quasi-Newton algorithm, we can obtain an approximation to the Hessian matrix evaluated
at m. For more details on quasi-Newton methods, see, for example, Fletcher (2000). The
Newton method and Quasi-Newton methods are readily implemented in many mathematical
and statistical software packages. For instance, the functions optim and nlminb, available
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in the statistical software package R (R Development Core Team (2009)), were used in this
thesis.

2.2.3 Random Number Generation

In Section 2.2.1, we briefly described how Monte Carlo methods can be used to approximate
integrals. We will discuss this further in Section 2.2.5, but we noted the assumption that
we can generate from the required distribution. In this and the next Section, we describe
methods for generating random samples (or approximately random samples) from probability
distributions.

Many methods exist in the literature for generating samples from standard probability distri-
butions. These include inversion and the ratio-of-uniforms methods, and are covered in, for
example, Gentle (1998). In this Section, we describe general-purpose methods for generat-
ing samples from arbitrary univariate probability distributions with log-concave pdfs. Being
able to generate from univariate distributions will become useful when we consider Gibbs
sampling in Section 2.2.4.

Rejection sampling

Suppose we wish to generate a sample from the distribution, II, with pdf 7(0) o« g¢(@).
Suppose we can easily generate from the sampling distribution, S, of the random variable, Z,
which has pdf s(z). Let g(z)/s(z) < A < 0o and U ~ UJ0, 1]. We may not be able to derive
sup(g(z)/s(z)), but we can derive an upper bound. Now

~ II.

z |u 9(2) _ foAg(z> s(u, z)du
f< < A5(2)> fR OAgg(zz>> s(u, Z)dudz’
9(0)
f@ g(6)de’
= 7(0).

So an algorithm to generate 6 from II is as follows:

1. Generate z from the sampling distribution, S, and u from UJ0, 1].

2. Ifu < Xifz), then set # = z, otherwise repeat 1. and 2.
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This method is known as rejection sampling.

The probability of accepting any pair (z,u) in rejection sampling is

(o= )

Therefore, the probability of acceptance is maximised by setting A = sup, g (g EZ§> In turn,

the probability of acceptance can be increased by choosing an s(z) that ‘mimics’ g(z) as

closely as possible, thus reducing sup,cp (gg ) Rejection sampling can actually be applied

for sampling in k& dimensions. However, as O’Hagan and Forster (2004, pg. 277) state “it
is difficult to obtain a sampling distribution s(z) for which the acceptance rate w
is not small”. Therefore, in practice rejection sampling is usually reserved for univariate

distributions.

Adaptive Rejection Sampling

Adaptive rejection sampling (ARS) is a method proposed by Gilks and Wild (1992) to gen-
erate from the univariate distribution, II, with pdf 7(6) = g(6)/ [, g(0)d#, where g(f) is

log-concave, i.e. if h(f) = logg(f) then dd];f) < 0 for # € ©. Also assume that © is

connected, and that g(#) is continuous and differentiable on ©.

ARS improves rejection sampling by, after each value is generated from the sampling distri-
bution, adapting S so that it ‘mimics’ II more closely. An optional squeezing function can
also be defined to give a quick rejection test. This feature attempts to minimise the number
of evaluations of g(#) which is assumed to be a computationally expensive process.

At every rejection, the first derivative of h(6) is computed at the point generated from S
and a tangent to h(f) is found. In between the intersections of the tangents, an upper
bound to h(0) is formed by the tangents. Therefore, S is formed from piecewise exponential
distributions by exponentiating the upper bound. To initialise the algorithm, we need a set
of at least two points along with the evaluations of h(6) and dh( ) at those points. Figure 2.1
shows the situation for three points, ¢;, 6, and 3. The underlymg distribution, II, in Figure
2.1 is a normal distribution.

For more details, including how to construct the optional squeezing function and the specific

algorithm, see Gilks and Wild (1992). For a similar method that does not require derivatives
of h(0) see Gilks (1992).

2.2.4 Markov Chain Monte Carlo

Markov chain Monte Carlo (MCMC) methods are a collection of general-purpose methods for
generating a sample from a complicated probability distribution which is known, generally,
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Figure 2.1: Upper hull for h(#) = log g() for a log-concave pdf, n(6) = g(6)/ [ g(8)de for r = 3.

— (o)
—— Upper Bound
Tangents

as the target distribution, which we denote II, with pdf 7(8) where @ € ©. In this Section,
we use notation and terminology which is used in the field of MCMC.

A discrete-time homogeneous Markov chain, 8°,0", ...,0" is a dependent sequence of values
which are defined by the transition kernel:

P(x,A) = P(8" € A|#' =x).

The transition kernel represents the probability of the next value, 8, belonging to the set
A C ©, when the previous value, 8°, was x. Similarly, the n-step transition kernel is defined
as

P*(x,A) = P(0"" € A|§" = x),
i.e. the probability of the nth next value, 8™, belonging to the set A, when the ith value is
x. The initial value of the chain is 8° and the distribution of the nth value, 8", is given by
P(6°, A).

We want to generate from the target distribution, II, so we require, for some n,

P"(0°,A) ~ P, (0 c A) = / 7(0)de, (2.9)
A

for all A C © and for any initial value, 8°. So regardless of the initial value, the distribution of

0" is approximately equal to the target distribution. The first step in satisfying this condition

is to ensure that the stationary distribution of the Markov chain is the target distribution,

i.e. if @ ~II, then 8" ~ II, or in terms of the transition kernel

Pﬂ(eeA):/

7(6)d6 = / P(0, A)r(6)d6, (2.10)
A S)
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for all A C ©. The condition (2.10) is difficult to verify for any particular transition kernel.
However, we can choose a transition kernel that satisfies the condition of reversibility for II.
Reversibility holds when (8°,8""') has the same distribution as the time-reversed (6"*, 8),
i.e. if the detailed balance equations:

PO € A6 cB) = / P(6,A)r(6)d6
B

— PO €B,O € A) — / P(6, B)r(6)d6,
A

hold for A, B C ©. If B = O, then the integral in the first line becomes (2.10) and, therefore,
reversibility implies that II is the stationary distribution.

A Markov chain is ergodic if

sup |[P"(6°, A) — P,(6 € A)| — 0, (2.11)
Ace

as n — oo. In other words, starting from an arbitrary initial value, 8°, the nth value in
the chain, 8", tends to be a value from the target distribution, I, as n tends to infinity.
This is a very important property for an MCMC sampler, since if we have n iterations (for
sufficiently large n) from an ergodic Markov chain with IT as its stationary distribution then
the approximation (2.9) can be justified by (2.11) (see, for example, O’'Hagan and Forster
(2004, pg. 263-264)).

A Markov chain is ergodic if it is irreducible, aperiodic and Harris recurrent.

A Markov chain is irreducible if, for any 8° and any A C © such that P.(6 € A) > 0,
there exists n such that P"(8°, A) > 0. So, regardless of the initial value, 8°, the chain can
eventually visit any region, A, of the parameter space, ©. Suppose C™(8") C O is the set
of all possible values of @™ that can be visited from an initial 8°. A Markov chain can be

reducible if for two different initial values, 8* and 8™, C™(0*) N C™(6™) = ().

A Markov chain is periodic with period d if it cycles between d disjoint subsets of ©. For
example, suppose there are two disjoint subsets C; and Cs, where 8" € C, implies 8! € Cs,
and @' € C, implies "™ € Oy, then the chain is periodic with period 2. A Markov chain is
apertodic if it is not periodic.

Let 14 be the number of visits of a Markov chain to the subset A C ©. A Markov chain is
recurrent if for any A C © such that Pr(0 € A) > 0, then E(n4) = oo. A Markov chain is
Harris recurrent if for any A C © such that P,(0 € A) > 0, then P(n4 = o) = 1. In other
words, a Harris recurrent Markov chain visits the subset A infinitely often, regardless of the

initial value.

The ergodic theorem for Markov chains states that, for an ergodic Markov chain, {8, ..., 0"},
I~
3" h(6') — En(h(6)).
i=1
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as n — o0, with probability one. In other words, if we have an ergodic Markov chain,
{6',...,0"}, with stationary distribution, II, we can approximate Ey(h(0)) = [, h(0)7(6)d0
by L3 | h(6") with large n.

Suppose we have a Markov chain, {6°,0",...,0", ..., 0"} with initial value, 8°. We retain,
for summary of II, the values {8, ..., 0"""} i.e. we discard the first ¢ values. The values
{90, ..., 0"} are called the burn-in phase. We are required to specify a value for ¢, for which,
effectively, the chain has become independent of the initial value, 8°. We can choose ¢ = 0,
if 8° is a representative value such as the mode of II. We discuss the value of ¢ further when
we consider convergence issues for the practical implementation of MCMC methods on page
26.

Metropolis-Hastings Algorithm

So far we have discussed some general properties of MCMC samplers. We now describe a
specific, but very flexible, MCMC sampler known as the Metropolis-Hastings algorithm. The
most popular of MCMC samplers: the random-walk algorithm, the independence sampler
and Gibbs sampling are all special cases of the Metropolis-Hastings algorithm.

The Metropolis-Hastings algorithm works by generating proposals from a proposal distri-
bution. These proposals are then accepted or rejected in such a way that the accepted
proposals form a sample from the target distribution. We provide an informal derivation of
the algorithm.

Suppose (8°,0*) is the random vector consisting of the current value of the chain, 8, and
the proposal, 8*. This vector has joint pdf

f(6',6%) = q(6",6") ("),

where ¢(0",0%) is the pdf of the proposal distribution, @, which is conditional on 8. If 6*
was automatically accepted and for reversibility to hold, the following condition should be
satisfied . ‘ '

q(0",0")m(0") = q(6%,0")m(0"). (2.12)
Now (2.12) is unlikely to hold, so we introduce the acceptance probability, «(.,.) < 1, such

that transitions from 0’ to 6* are accepted with probability a(@',0%), transitions from 6* to
0" are accepted with probability «(6*,6"), and

q(6°,0")a(6",0")7(6") = q(6*,0")a(0%,0")7(6"). (2.13)

Suppose ' ' '
q(6',0")m(0") > q(0*,0")m(0) (2.14)

and set «(6*,0") = 1, then

3
[Se)
*
=
(o)
\.*
Sa)
N
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Now, suppose that the inequality in (2.14) is reversed and (8", 0*) = 1, then reversibility is
ensured if A
- 0")q(0", 0"

«(6',0") = min [1, %] :
m(6")q(6",0")

In practice, it is usually the case that 7(8) = g(0)/ [, g(6)d@, where the normalising con-
stant, [, g(0)d is unavailable. However, it is clear that

(2.15)

m(6") _9(6")

(0" 9(6")
since [ g(0)d@ cancels out in both the numerator and denominator, and we can still evaluate

a(6',0%).

In summary, the Metropolis-Hastings algorithm proceeds as follows:

1. Choose an initial value, 6°.

2. Suppose the current value of the chain is 6°.

3. Generate a proposal, 8%, from the proposal distribution, Q, with pdf, ¢(6",.).
4. Calculate the acceptance probability, (6", 8%), according to (2.15).

5. With probability «(@’, %) accept the proposal and set the current value as "' = @*.
Otherwise, set the current value as 87! = @°.

6. Repeat steps 2. to 6.

The Metropolis-Hastings algorithm provides a general-purpose method of generating a sam-
ple from an arbitrary multivariate distribution where we may not have a normalised pdf.
O’Hagan and Forster (2004, pg. 267) state that a sufficient condition for ergodicity is that
q(0",8) > 0 for all @ € O.

We now describe some important special cases of the Metropolis-Hastings algorithm which
arise from particular choices of the proposal distribution.

Suppose the proposal distribution is symmetric about the current value of the chain, 6%, such
that 8* = 0" + €, where € is a realisation of some random variable whose distribution is
symmetric about 0 and does not depend on 6. In this case, ¢(6°,8%) = ¢(6%,0") and the
acceptance probability reduces to

(6',6%) = min {1, Z((z))] . (2.16)

A Metropolis-Hastings algorithm with this choice of proposal distribution is known as a
random-walk Metropolis-Hastings algorithm. We see from (2.16), that proposals to areas of
higher target density will always be accepted.
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Typically, the distribution of € will be normal with mean 0 and covariance matrix 3, i.e.
07160" ~ N(6',%).

The key issue in the implementation of the random-walk algorithm is the variance of the
proposal distribution, . For example, consider a one-dimensional example where 6* = 0 +¢,
and € ~ N(0,02). If 62 is small, then * will be close to ' and the acceptance probability
will be close to 1. Therefore, proposals will be accepted with high probability but the chain
will take a large number of iterations to fully explore the target distribution. On the other
hand, suppose o is large, then a lot of the proposals will be made in regions of low target

€

density and will be rejected.

This means that some tuning is required before we can run the Metropolis-Hastings algorithm
and save the accepted proposals. One way of tuning is to assess the acceptance rate of the
algorithm. Roberts and Rosenthal (2001) assess the efficiency of various Metropolis-Hastings
algorithms and state that for the random-walk Metropolis-Hastings algorithm “on smooth
densities, any acceptance rate between 0.1 and 0.4 ought to perform close to optimal”. They
also state that even low acceptance rates of order 0.1 “can be very close to optimal”. Gelman
et al. (1996) find that the optimal acceptance rate is approximately 23%.

Suppose the proposal distribution does not depend on the the current value of the chain, o',
so that ¢(€',0") = s(6"), then the acceptance probability simplifies to

a(6',6") = min [1, M] . (2.17)
m(6°)s(07)

A Metropolis-Hastings algorithm with this proposal distribution is known as the independence

sampler.

The performance of the independence sampler depends on how well the proposal distribution
‘mimics’ the target distribution. If the tails of the proposal distribution are light relative
to those of the target distribution, then a low number of proposals are made in the tails of
the target distribution, this leads to the chain compensating and becoming stuck at a tail
value when one is actually proposed. This is the same problem that impacts upon multi-
dimensional rejection sampling as discussed in Section 2.2.3. O’Hagan and Forster (2004,
pg. 271) state that, for these reasons, “the independence sampler is rarely the most efficient
MCMC sampler for any given problem”.

We now describe a very popular Metropolis-Hastings algorithm known as Gibbs sampling.
Let & = (04,...,0,,...,05)" be the k dimensional vector of parameters where the target
distribution has pdf, 7(@). Therefore, we have partitioned 8 into B blocks. Let 8, be the jth
block of k; parameters, so that Zle k; = k. Finally, let 6\; = (01,...,0;1,0;41,....,05)",
which is @ with the jth block, 8;, removed. The jth full conditional distribution, II;, of 8;
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has pdf

mi(0;) = 7(6;]6\;),

7T(01, ...,0]', '--703)
f@j 7T(01, ceey 0], ceey 03)d0j7
7T(01, ...,0]', ...,OB)

c(6\;)
Suppose the current value of the chain is 8° = (6, ..., 0;_1, 0;, 0§»+1, ...,0%)T and we propose
to just update the jth block. Therefore the proposal is 8* = (6, ...,0;_1,0;,0;“, 0T

which we generate from the distribution with pdf
q(0",0") = 7;(6;).
Consider the acceptance probability of the resulting Metropolis-Hastings algorithm

(01,05 _1,05,05 4 1,-,0%)

7(05,...,0,_1,65,0',,....0%)

i . 37+ c(6\;)
«(6',6") = min |1, P g \*] i i )
7_{_(92 el 01 02 91 )W(Bl,...ﬂjilﬂj,ewrl ..... %)
Ly ¥g=1 Y5 ¥j+1r 2 ¥ B c(6\;)

= 1.

Hence, by choosing a proposal distribution for 8; equal to the full conditional distribution, II;,
of 8, then the acceptance probability will always be one and all proposals will be accepted.

The Gibbs sampling algorithm is:

1. Choose an initial value, 6°.
2. Suppose the current value of the chain is 6°.

3. The next value of the chain, 8, is obtained in the following way:

0" is generated from IT; with pdf 7(6,|65, ..., 0'5)
65" is generated from Il with pdf (62|07, 65, ..., 6%)

6’ is generated from II; with pdf =(6;|67™,...,0:71,6" . ..., 0%)

0?1 is generated from Ilp with pdf W(93‘9§+1> o 9?}1).

4. Repeat steps 2. to 4.

Step 3. is known as a scan of the Gibbs sampling algorithm.

The only drawback of Gibbs sampling is the difficulty in generating a value, 0;“, from
the full conditional distribution of 8, (known as updating 6;) since these are, typically, not
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available. We can use a general Metropolis-Hastings step to update 8; and this is known as
the Metropolis within Gibbs algorithm. Alternatively, if we partition 6 so that 8; is scalar,
i.e. 8; = 0;, then we can use the method of adaptive rejection sampling described in Section
2.2.3 to generate a value from the univariate full conditional distribution, provided 7;(6;) is
log-concave.

Gibbs sampling is the most popular MCMC sampler in applied Bayesian statistics for gener-
ating a sample from the posterior distribution. Two possible reasons for this are conditional
conjugacy and conditional independence.

If the block, 8, is conditionally conjugate then the full conditional distribution of 6; will
belong to the same family as the prior distribution of 8; and will be, presumably, easy to
generate from. This can be the case for the variance components matrix, D, in a GLMM
and will be discussed further in Section 2.2.7.

Conditional independence occurs in hierarchical models (which GLMMs are a subset of).
Suppose f(y|€) =[], f(y,16;) and f(6]¢) =[], f(0;|¢), then the posterior distribution of
the 6;’s will be conditionally independent given ¢. This is the case for the group-specific
parameters, u;’s, in a GLMM.

Due to these reasons, there exist off-the-shelf software packages such as BUGS (Bayesian
inference Using Gibbs Sampling) and JAGS (Just Another Gibbs Sampler) which can produce
a sample from the posterior distribution without the user having to specify the method used
to generate from the full conditional distributions. The ease of use of these packages has
further popularised Gibbs sampling.

These issues are further discussed in relation to GLMMs in Section 2.2.7.

Adaptive Rejection Metropolis Sampling

In Section 2.2.3, we discussed the method of adaptive rejection sampling for generating from
a univariate distribution, II, where the pdf of this distribution, (), is log-concave. Being
able to do so is important when we considered Gibbs sampling in the previous Section.

Gilks et al. (1995) proposed Adaptive Rejection Metropolis Sampling (ARMS) as a generali-
sation of ARS when m(#) is not necessarily log-concave. It does so by the introduction of a
Metropolis accept/reject step. If 7(6) is log-concave, then ARMS reduces to the derivative
free version of ARS proposed by Gilks (1992). See Gilks et al. (1995) for more details on
ARMS,; including the algorithm.

Convergence Issues for MCMC

On page 22, we discussed how, for a Markov Chain, {00, .., 019" 0t+"}, with initial value
0°, we discard the first ¢+ 1 values {90, e Ot}, and retain the last n values, {0”1, 0t+n}, for
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inference. The first ¢ iterations of an MCMC algorithm that produces {90, o Ot} is called
the burn-in phase. The key question is: what value should ¢ take so that the chain has
become independent of 8°? When a chain has become independent of 6° it is said to have
converged in distribution. If 6° is a representative value of II, such as the mode, then ¢ can

be 0.

There exist many formal convergence diagnostic tools, many of which are implemented in
BUGS. We, however, take an informal, entirely pragmatic approach to assessing convergence
by inspecting trace plots of the model parameters as suggested by O’Hagan and Forster
(2004, pg. 287-288).

We can improve convergence in Gibbs sampling, where the full conditional distributions are
univariate, by using the method of ordered overrelazation proposed by Neal (1995). Sup-
pose we are in Step 3. of the Gibbs sampling algorithm on page 25, and are attempt-
ing to generate a value, 8;“, from the univariate full conditional distribution with pdf

m(0;]07, ..., 051,65, ...,0%). The ordered overrelaxation algorithm to obtain 6" is

1. Generate N v'aluesz independently, from the full conditional distribution with pdf
©(0;107, ... 0571, 6001, ..., 0%).

2. Arrange these N values, in addition to 9}, in increasing order, as follows

00 <) « <) _pgi <« < pV)
<oV <. <o <L <0

Y

where ties are broken at random and 7 is the index of 9;

i+1 _ p(N-1)
3. Let 6’]. = «9j .

Proof that ordered overrelaxation retains Il as the stationary distribution is given by Neal
(1995). Note that if N = 1, then ordered overrelaxation is ordinary Gibbs sampling. It
would first appear that the computational expense of ordered overrelaxation is approximately
N times that of ordinary Gibbs sampling. However, by using ARS or ARMS to achieve
the sampling in Step 1. of the ordered overrelaxation algorithm, we adapt the sampling
distribution to be closer to the full conditional distribution, so the sampling becomes more
efficient and the computational expense is less than /N times that of ordinary Gibbs sampling.
Neal (1995) suggests using N = 20 for routine use.

Ordered overrelaxation can be implemented in BUGS. For the remainder of this thesis, we
use ordered overrelaxation whenever we generate a posterior sample using Gibbs sampling.

2.2.5 Monte Carlo Integration

A crucial quantity in Bayesian model determination is the marginal likelihood for model
m e M

fm(y) = /@ Fin(¥100m) frn(0)d8.
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The marginal likelihoods are used to evaluate the posterior model probabilities of models in M
according to (1.7) and the Bayes’ factor between any two models in M, i.e. fi,, (¥)/fm,(¥). In
this Section, we describe several Monte Carlo methods for approximating f,,(y). Throughout
this Section we describe methods for approximating a general integral

1= [ g(6)as.

©

where 7(0) = ¢(0)/ [ 9(0)d0 is the pdf of the distribution, II, and I = f,(y) if g(8) =
fm(¥10m) fm(0), or if, equivalently, II is the posterior distribution. However, in some cases

the prior distribution may not have a normalised pdf and we may need to find the normalising
constant, hence the more general setup for this Section.

Importance Sampling

Recall from Section 2.2.1, the Monte Carlo approximation, fis, to py = E(f(0)) where 8 ~ 11
for some function f: © — R, is to generate 64, ..., 0,, from II and then set

1 n
iy =3 f(6).
=1

Consider the integral

_ [90)
I = /@h<0)h(0)d9

e (25 (218)

where 0 is from the distribution, H, with the pdf, h(0). Note that (2.18) can be approximated
using the Monte Carlo method, thus

hs=33"
=1

and {01, ..., 0, } is a sample generated from H. This method is known as importance sampling.

g(ei)
Tl (2.19)

It is easy to see that E(.f 1s) =1, so I;5 is an unbiased approximation of I with variance

var(lyg) = %VarH (%),

1 ¢g6:) 14
— — —Iis.
n? ; h(6,)2 n''®

As n increases, ;s becomes a more accurate approximation to I, provided that varg (%)

is finite. The variance of the importance sampling approximation depends upon how well
h(@) ‘mimics’ ¢g(@) in a similar way to how the performance of the independence sampler
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depends on how well the proposal distribution ‘mimics’ the target distribution and also how
well the sampling distribution, S, ‘mimics’ II in rejection sampling. To see this, suppose
h(0) x g(8), then var(I;g) = 0 and I;s = I. A common choice for the distribution, H, is the
normal distribution but we see in the next example that this can be a bad choice.

Ezample (from O’Hagan and Forster (2004, pg. 254))

Suppose 6 € R and g(f) o< (1+6*)71, ie. ITis a t distribution with 1 degree of freedom, also
known as the Cauchy distribution, and let H be N(m,v). Then

Ex (%;z) — (270) /R (1+6%)2exp {(H—Q_mf} a6,

v
this integral is divergent for all m and v, and var(f 1s) = 0o. So if IT is any t-distribution and
H is any normal distribution then ;¢ will not converge even as n — oo.

NI

Reciprocal Importance Sampling

Note that

_ [ne,
_ /M(e) (6)do,
h(o)1

-1
Therefore I = E, [%] , and the reciprocal importance sampling approximation to I is

A 1<~ ho)]
o]

where {04, ...,0,} is a sample generated from II. Noting that E (%) > ﬁ for any positive
random variable, X, it can be shown that E(f ris) > I, so the reciprocal importance sampling

approximation to I is biased. The variance of the approximation is
. I h(8) 1
Var([st) = gVaI'H (m) +0 (ﬁ) .

The approximation is asymptotically, with respect to n, unbiased, provided varp (W) is
finite.
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Candidate’s Method

Recall from page 28 that 7(6) = ¢(@)/I which leads to the candidate’s formula:

;_90)
™(0)
Therefore, the candidate’s method approximation to [ is
. g(67)
I~ = 2.20

for any value 8 € ©. Obviously, this method relies on having an approximation to the
density, 7(6%), of II at 8", based on a sample {04, ...,0,} generated from II. Methods of
density estimation will be more accurate in areas of high density, so it is suggested that the
value 6" used in (2.20) be close to the mode of II. In low dimensional problems, we can use
kernel density estimation, but this is unlikely to be sufficiently accurate in higher dimensions.

Chib and Jeliazkov (2001) propose a method for approximating the density, 7(8*), based on
output from a Metropolis-Hastings algorithm. Using (2.13), which ensures that reversibility
holds for the Metropolis-Hastings algorithm, we have

/q(@,e*)a(B,O*)W(O)dOZ/q(0*,9)a(0*,9)7r(9*)d0,
S} S
which leads to
n(0) = f@ q(0,0%)a(0,0")7(60)d0
Joa(67,60)a(67,6)d0
Ex[q(0,67)a(6,67)]

Eqje- [(67,0)]
The numerator and denominator of (2.21) can be approximated using the Monte Carlo
method, i.e.

(2.21)

Ly q(0?,0Ma(6,6%)
Ly a6°,6")

ni

#(6°) =

where {8\", ..., 6} and 6%, .. 0>} are samples generated from the proposal distribution

given the current value, 8", which is denoted Q|0*, and II, respectively, and also q(0§2), 0) is

the pdf of the proposal distribution given current value, 02(-2), evaluated at 8*. Alternatively,
Chib (1995) proposes a method for approximating the density of I at 8* based on output
from the Gibbs sampler.

Bridge Sampling
Suppose that h(@) is the pdf of the distribution, H, and that (8) is a function such that
0 < Jo7(0)g(0)h(0)dB| < oo, and that since

_ Jo1(0)9(6)(6)d6
Jo71(0)g(0)h(8)d0’
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it follows that

, _ Ja2(0)(0)n(0)0
Jo7(0)h(8)7(0)d6’
En [7(6)9(0)]
En [v(6)h(0)]

As for approximating the density of IT at 8" in the candidate’s method, we can approximate

the numerator and denominator of (2.22) using the Monte Carlo method. Therefore, the
bridge sampling approximation to [ is

(2.22)

(2.23)

where {07,...,02 } and {0],...,0) } are samples generated from H and II, respectively.
Bridge samphng was first proposed by Meng and Wong (1996) in a slightly different way for
approximating the ratio of normalising constants where h(8) is also unnormalised.

Noting that E (%) Y), for any positive random variables X and Y, it can be shown that

E(f Bs) > I for finite ny and np, but is asymptotically, with respect to ny and ny, unbiased.
The variance of the approximation is

1 vara(9(6)(68) | I' varn(h(60)1(8) (;) | (2.24)

varles) = Ea(9(01(0)F | nm i (9(0)7(0)) o

Ifv(0) = —0 then bridge sampling reduces to importance sampling. Similarly, if v(8) = (9)

then Ipg ris- Meng and Wong (1996) show that the optimal (@), with respect to
minimising (2.24), is

70(0) = (nug(0) + nyIh(6))™
with variance

var(lpso) = —- {/ mOhO) ol 1L, (%) . (2.25)

ngnn | Jo nah(0) + npm(0) ng  no ng +ny

Obviously, the optimal (@) depends on the unknown normalising constant, /. However,
Meng and Wong (1996) suggest iterating the following scheme, starting from an initial value,

~(0 _
I 1(9 ; o, until convergence

1 S i
jlr) ny =1 ”HIHIJF”HI)(BBGO

BS,O — 1 )
o i
nHle+nHIBS o

(2.26)

where [y, = g(@z(k))/h(egk)) for k = H,II.

Consider the general bridge sampler approximation given in (2.23), where h(0) = ¢(0",0),
i.e. H is the proposal distribution of a Metropolis-Hastings algorithm given current value 6*
and v(0) = a(0*,0)/g(0). The bridge sampling approximation to I is then

ng ity (0", 6;7)
D 1a(9*,9?) (6;')/9(0:")
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Using (2.13), we see that

9(6;',0")x(8;,0")9(6;")

OO =T e

and
6;',6")a(0]',6")

9(6") ’

(6", 67)1(61) /g(6]) = L
so the bridge sampling approximation reduces to

% ZZL:Hl a(@*, ezH)
S o(67,6%)q(6],6")

Ips =~ (2.27)

nm
We can see that (2.27) is the Chib and Jeliazkov (2001) candidate’s method approximation

to I which is, therefore, a special case of bridge sampling with a sub-optimal choice of v(8).
This was first noted by Mira and Nicholls (2004).

We defer further discussion of bridge sampling, as applied to GLMMs, to Subsection 2.2.7
and also our implementation of bridge sampling to GLMMs to Chapter 4.

Nested Sampling

In this Section, we describe a relatively new method for approximating I = f@ 9(0)de, called
nested sampling proposed by Skilling (2006).

Recall the importance sampling identity

(L(8)), (2.28)

where L(0) = % > 0. Let x = U(l) = P(L(0) > 1) so that ¥() is the survival function
of the univariate random variable, L(0), when @ ~ H. Now ¥~!(z) = sup{l : ¥(I) > z},
i.e. the (1 — x)th quantile of the distribution of L(8). Suppose x ~ U0, 1], then ¥~1(z) is a
random variable. We now find the distribution of this random variable. The Jacobian of the

transformation is d(1 — Fre ()
’ i ‘:fL(e)m’

dz|  |dw()
ar| | dl
where Fg)(1) and fre)(l) are the distribution function and pdf of the random variable L(8),

respectively, so that Fpg(l) = 1 — ¥(l). Then the pdf, fy-1(4)(2), of the random variable
U~1(z) is given by

fo12)(2) = fre)(2),
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for z > 0. Therefore, ¥~!(z) has the same distribution as L(€) and

I = Egn(L(9)),
= Eup,y (‘1’_1@))7

= /1 Ut (z)dz. (2.29)

Since LU (z) = —m < 0, U=!(z) is a decreasing function.

The one-dimensional integral (2.29) can be approximated by a quadrature method as

m

Iys =Y (i1 — 2) U (2), (2.30)

i=1

where 0 < x,, < ;-1 < ... < 21 < 29 = 1. The problem now is how to evaluate the function
U~1(). Skilling (2006) proposes a method which does not require direct evaluation of ¥~1().
Suppose that x1, ..., x,, are randomly generated as

A
Xy = H tka
k=1

iid

where t;, = max,—1__n{u,x} and uy g, ..., un i ~ U0, 1]. Then it can be shown that E(z;_; —

.....

T;) & e~=D/N _ =i/N Therefore we can update the nested sampling approximation to
i=1

although this still requires apparent evaluation of W~!(z;). However, if ;,...,0;y are gen-
erated from the distribution H|L(0) > L(6;) and we let 8; € {6, ...,0;5} be such that
L(6) = min{L(0;), ..., L(O;x)}, then ¥~1(x;) has the same distribution as L(8;) (see Evans
(2007)). We then replace ¥~!(z;) in (2.31) by L(8;). The nested sampling approximation is
then

m

Iys =Y (e7V/N — e N)L(0)). (2.32)

=1

Evans (2007) shows that Y7 (e”("D/N — e=i/N g () — fol g(z)dxr as N — oo and m/N —
oo in probability for x; as generated above and for any continuous function g : [0,1] — R.
Chopin and Robert (2009) provide a central limit theorem result for nested sampling where
the variance of the approximation is O(N~2).

The following algorithm can be used to find I ~Ns, the nested sampling approximation to I.

1. Generate a sample ©; = {04, ...,0y} from H. Set i =1, and Ins = 0.

2. Let 0; € ©; be such that L(0;) = min{L(6,), ..., L(6x)} and set @ES) = 0,\0;.
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3. Generate 6* from H|L(8) > L(6;), and set O,;; = 0% N 6* and let
jNS = jNg + (6_(i_1)/N — 6_i/N)L(0i).
Put i =i+ 1.

4. Repeat steps 2. to 3. until Iyg has converged.

Nested sampling was originally proposed by Skilling (2006) to approximate the marginal
likelihood where H is the prior distribution and L(8) is the likelihood function. Evans
(2007) suggested the use of nested sampling for general integration problems and that is
what we have described above. The description above can be seen as a special case of
nested importance sampling as proposed by Chopin and Robert (2009). We will discuss this
extension and a further extension of nested sampling in Chapter 4.

2.2.6 Markov Chain Monte Carlo Model Determination

In Section 2.2.5, we describe several methods for approximating the marginal likelihood,
fm(y), of each model m € M, with the objective of evaluating the posterior model probability,
f(ml]y). The general approach of evaluating the marginal likelihood for each model and, in
turn, the posterior model probability, is referred to as the marginal likelihood approach by
Chen et al. (2000, pg. 237). If the number of models, |M]|, is large, approximating each
marginal likelihood to the sufficient level of accuracy required may become impractical. In
fact, even when f,,(y) can be evaluated exactly, as is the case for linear models with the
conjugate normal-inverse-gamma prior, it can be impractical to evaluate f,,(y) for every
model, if | M| is very large.

Reversible Jump MCMC

An alternative to the marginal likelihood approach, is to generate a sample from the param-
eter space

O =[] {m}x0On,

meM

of the posterior distribution, ,,, m|y, of the encompassing model as described in Section
1.1.3, using MCMC methods. We will then have a sequence {(m), 0571121)), ey (M) 95:()”))} as
the MCMC sample. The posterior model probability of model m € M is then approximated
by % S I(m®™ =m), i.e. the proportion of occurrences of model m in the MCMC sample.
We can also use the MCMC sample for posterior inference conditional on model m € M, by
only selecting, as our posterior sample, the values in the MCMC sample where m®* = m.
The parameter 6, has different interpretations for different m. We need to update 6,,
simultaneously with m, and, therefore, Gibbs sampling is not an appropriate method for
generating a sample from 0,,, ml|y.
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Instead, we focus on a more general Metropolis-Hastings algorithm. Suppose the current
value in the chain is (m® ,Om ), then a proposal, (m* 0 .), is made from the proposal
distribution, Q|(m®, 0:2)@)), given the current value, (m®, 0(4)( ,)- It is generally more conve-
nient to propose a model, m*, and then propose model parameters, 6 ., conditional on m*.

Therefore, the pdf of Q|(m, 957?(1.)) can be decomposed as

a (m,0%). (m,0,)) = an (m?,00,),m) go,, (m,6%),), (m. 8,0) Im )

As with all Metropolis-Hastings algorithms, the choice of proposal is crucial for effective
performance in practice. An obvious starting point is to make the proposal distribution in-
dependent of the current values of the chain yielding an independence sampler. Therefore,
q((m®, 05& )) (m,0,,)) = s(m,0,,) = sm(m)se,,(0|m). Similar to the within-model inde-
pendence sampler discussed in Section 2.2.4, the performance is dependent on how well s,,(m)
and sg_ (0,,|m) ‘mimic’ f(mly) and f,,(6,,|y), respectively. An effective independence sam-
pler will, therefore, need considerable information about each posterior distribution of 8,,,
and can be seen as an alternative to the marginal likelihood approach using the methods
described in Section 2.2.5. O’Hagan and Forster (2004, pg. 298) point out that if |M]| is
small to moderate, then the correspondence between s,,(m) and f(m]y) is not so crucial and
Sm(m) o< 1 will often suffice.

Green (1995) proposes a Metropolis-Hastings algorithm, called the reversible jump algorithm,
for generating from 6,,, m|y, where the proposals are allowed to depend on the current value

of the chain, (m, BSL)@). For moves from m® to m* where the current model parameters
are 05:?@, we specify a proposal distribution with pdf q(v|057?(i),m(i), m*). In the algorithm

we generate v from this distribution. The proposal is then a function of v and 95:3(1.). The
reversible jump algorithm is as follows:

1. Let the current values of the chain be (m(®, 05’?@)) where the dimension of OSL)@ is K,
2. Propose a new model, m*, with probability h(m®, m*).
3. Generate v from the proposal distribution with pdf q(V|01(;)(i),m(i), m*).

4. Set (0;,.,v*) = gm<i)7m*(0£;)(i),v), where g, ,« is a deterministic one-to-one function
and specified so that ko) + dim(v) = K« +dim(v*). Note that g,,i) - = gn’;’m@.

5. Accept the proposed move from m® to m* with probability

o [(m®.69 ) (me. o5 )] = min |1, m (¥107) fin (03-) f (127)

[( m()) ( m )] [ Fono (¥ |9m<l)) @ (07(7?(1’)>f<m(i))

i (e )
m)

h(m® m*)q(v|0*
agm(i) ,m* (BE:—L)(L) )

a<0£;)(z) ) V)

m(l) ’

] |

v)
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6. Repeat steps 1. to 5.

The reversible jump algorithm has the independence sampler algorithm as a special case
when gm@)’m*(Hf??(i),V) = (v*, 0 .), where dim(v) = k,,» and dim(v*) = k.

Han and Carlin (2001) and Dellaportas et al. (2002) review other MCMC methods for gen-
erating from 6,,, m|y including the product space search (Carlin and Chib (1995)) and the
Metropolised product space search. The product space search is a Gibbs sampler for gener-
ating from 6,,, m|y. However, for the Gibbs sampler to work pseudoprior distributions need
be specified and, in addition, |M| — 1 of these are generated from at each iteration of the
algorithm. Both Han and Carlin (2001) and Dellaportas et al. (2002) give this reason for
the impracticality of the product space search when |M]| is large. The Metropolised product
space search proposed by Dellaportas et al. (2002) uses a combined Gibbs and Metropolis
approach so that we only need to generate from one pseudoprior distribution at each itera-
tion. It can then be shown that the Metropolised product space search is equivalent to the
independence sampler described above.

Variable Selection

Many statistical models can be represented by v € {0, 1}* where if v; = 1, then 6, is present
in the model, and if v; = 0, then 60; is not present, for j = 1,...,k. Gibbs sampling can be
used to generate a posterior sample of (8,-) with pdf

f(0,7]y) o< f(y|0,7)f(O]7)f(7).

Of course, since 7 is a set of additional parameters, we need to specify an appropriate prior
distribution. Let ~,; be v with the jth element, ~;, removed. It may make sense to make the
prior distribution of v; independent of ~y;, i.e. f(v;[v\;) = f(7;). However, in hierarchical
models the prior distribution for v; may depend on ;.

Let 0 be partitioned as 6 = (6., 0\7)T where 6., corresponds to those elements of 8@ where
7; = 1 and 6\, corresponds to those elements where v; = 0. The pdf of the prior distribution
of 8| can then be further decomposed as

fO1y) = [(04]7)f(0\+]0~,7).

For Gibbs sampling, the full conditional posterior distributions are given by Dellaportas et al.
(2002) as

f(04]0\y. 7. ¥) o< f(¥]60.7)f(04]7) f(6\4]0+,7) (2.33)
f(0\7|077'7; y) f<0\7|07> v) (2.34)

and

FO =1y 0:y) _ f(y16,7 =1, 7y) F(Ol = 1,vy) f(y = 1 vy) (2.35)
fi =007, 0,y)  f(¥10,7 =0,7;) f(0l; = 0,7;) f(; =0,7) '
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2.2.7 Applications to GLMMs and other models

In this last Section, we discuss how the general computational methods described above have
been applied specifically to GLMMs in the literature.

Suppose, in a classical analysis, we required maximum likelihood estimates (mles) of the
model parameters. The standard approach is to maximise the integrated likelihood function,
f(y|8,D, ¢), to obtain the mles of 3, D and ¢. To evaluate f(y|3, D, ¢) we need to perform
the integration in (1.11) which is often analytically intractable. Breslow and Clayton (1993)
show how to apply the Laplace method to this problem by approximating the first-stage
likelihood function, f(y|3,u,®) by a normal pdf. This method results in two very similar
methods of obtaining mles of 3, D and ¢ which are known as penalised quasi-likelihood
(PQL) and marginal quasi-likelihood (MQL). Rue et al. (2009) use the Laplace method for
approximating the posterior marginal distributions for latent Gaussian models, which can be
a special case of GLMMSs. Pinheiro and Chao (2006) and Joe (2008) assess the accuracy of the
Laplace method, among other methods, for obtaining the mles of 3 and D in GLMMs, where
the response is either Bernoulli or Poisson distributed, i.e. ¢ = 1. Joe (2008) recommends
the use of the Laplace method “for quick comparisons of competing mixed models”.

Due to the possible conditional conjugacies and conditional independences that can arise in
GLMMs, Gibbs sampling is a popular method for generating a posterior sample.

Suppose we specify an inverse-Wishart prior distribution, IW(p, R), with p degrees of freedom
and scale matrix, R, for the variance components matrix, D. Also suppose that the prior
distribution for @ is independent of D, so that f(B3|D,¢) = f(B|¢) in the decomposition
(1.12). Note that p and R may depend on ¢. Then the pdf of the full conditional distribution
of D reduces to

f(Dly,B,u,¢) o f(u|D)f(Dle), (2.36)

G
_ptq+l 1 1 -1 1 -1
x |D|T 2 exp (—étr(RD )) H |D| ™2 exp <—§ui D 'y, |,

=1

el
_ p+Gtgrl 1 T 1
= |D| 2 exp <—§tr ((Z}uluZ +R> D )) )

Therefore, the full conditional distribution of D is the inverse-Wishart distribution with
p + G degrees of freedom and scale matrix, 2?:1 uu! + R, ie. the inverse-Wishart prior
distribution for D is the conditional conjugate prior distribution. It is easy to generate from
the inverse-Wishart distribution so in an iteration of a Gibbs sampler it is easy to update D.
Note that if the prior distribution for D is not the inverse-Wishart or the prior distribution
for B is not independent of D then this conditional conjugacy will not exist.

In general, similar conditional independences to (2.36) arise for 3, u and D, i.e.

f(Bly,u,D,¢) x f(y|B,u,¢)f (8D, ¢), (2.37)
f(u’i|yi7ﬁ7 D7 ¢) X f<y1’67 u;, ¢)f(uZ|D)7 (238)
f(Dly.B,u,¢) x f(B|D,¢)f(aD)f(D|¢). (2.39)
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Zeger and Karim (1991) describe a Gibbs sampling algorithm for generating a posterior
sample for a GLMM, where ¢ = 1. Their algorithm takes advantage of the conditional
conjugacy arising from using an inverse-Wishart prior distribution for D and f(8|D) = f(3).
To update B and u;, Zeger and Karim (1991) propose the use of rejection sampling. The
algorithm of Zeger and Karim (1991) can be made more efficient and extended to cases
where ¢ is unknown and where the general conditional independences of (2.37), (2.38) and
(2.39) are present by using ARS or ARMS to update the model parameters, 3, u, D and ¢.
This is the general method of BUGS and JAGS. Zhao et al. (2006) recommend the use of
a BUGS derivative known as WinBUGS (Lunn et al. (2000)) to generate posterior samples
from GLMMs as it “performs excellently among various off-the-shelf competitors”. For the
remainder of this thesis, we use WinBUGS to generate any posterior samples from GLMMs
that we may need. WinBUGS can be called remotely within the statistical software package
R using the package R2ZWinBUGS (Sturtz et al. (2005)). Note that BUGS and JAGS require
the prior distributions of the model parameters to be proper.

Sinharay and Stern (2005) assessed several methods for approximating the Bayes factors be-
tween GLMMSs using an empirical study. They assessed the methods of importance sampling,
candidate’s method and bridge sampling to approximate the Bayes factor by the marginal
likelihood approach. They also assessed the reversible jump algorithm to approximate the
Bayes factor. Sinharay and Stern (2005) concluded that bridge sampling provided approx-
imations to the Bayes factor with the smallest standard deviation. The reversible jump
algorithm provided approximations with the largest standard deviation.

DiCiccio et al. (1997) also assessed several methods for approximating marginal likelihoods
for more general applications than Sinharay and Stern (2005). DiCiccio et al. (1997) report
that, again, bridge sampling performs well and “provides substantial improvement” on the
other methods.

George and McCulloch (1993) applied variable selection to linear models in an algorithm
known as Stochastic Search Variable Selection (SSVS). In this algorithm, the maximal model
is assumed throughout and the regression parameters are constrained to be close to zero when
v; = 0. Therefore, we can assume that f(y|3,v) = f(y|3) and this removes the dependence
of the full conditional posterior distribution of ~; on y.

Cai and Dunson (2006) propose a stochastic search variable selection algorithm for model
determination amongst GLMMSs. The integrated likelihood is approximated by using a
second-order Taylor series approximation to the first-stage likelihood as opposed to the
Laplace method which uses a second-order Taylor series approximation to the first-stage
log-likelihood. The variance components matrix is decomposed as

D = ATTTA,

where A = diag(Ay, ..., A\y), Ay > 0for k =1,...,¢ and I is a lower triangular matrix, i.e.

1
1
I' = 721 . )
’Vql ’7{12 1



where v, € R. If Ay > 0, then D is positive-definite and if A\, = 0, then the kth row and
column of D are zero, and the submatrix of D with the kth row and column removed is also
positive-definite. This decomposition allows the SSVS algorithm to be used. The parameters
are updated in the algorithm using ARMS. We will further discuss the method of Cai and
Dunson (2006) for approximating the integrated likelihood in Chapter 5.

We can draw several conclusions from Section 2.2 on computation for GLMMs. First, Gibbs
sampling implemented using the statistical software package BUGS is a convenient method
for generating a posterior sample. With regards to approximating the posterior model proba-
bilities, the marginal likelihood approach using bridge sampling to approximate the marginal
likelihood is reported to perform well (Sinharay and Stern (2005) and DiCiccio et al. (1997)).
However, as described in Section 2.2.6, the marginal likelihood approach can prove inefficient
if the number of models, |M]|, is large. Cai and Dunson (2006) propose an MCMC model
determination method that means we do not need to approximate the marginal likelihood
for every model in M.

There do exist Bayesian approaches to model determination that do not attempt to evaluate
the posterior model probabilities of the models in M. One such approach is that of informa-
tion criteria which are a measure of goodness of fit adjusted by model complexity. Examples
of information criteria are the Bayesian Information Criterion (BIC) and Deviance Informa-
tion Criterion (DIC). In both cases, ‘better’ models have smaller values of the information
criterion. Both criteria listed above attempt to trade a measure of goodness of fit against
model complexity. BIC does this by adding logn times the number of parameters in the
model. A disadvantage of this, pointed out by Spiegelhalter et al. (2002), is that the number
of parameters in a hierarchical model is not a well-defined quantity and, hence, not a good
measure of model complexity. Spiegelhalter et al. (2002) proposed the DIC as an alternative
that does not use the number of parameters. For a model m € M, the DIC is defined as

DIC,, = 2E(Dyn(0:)|y) — Din(E(0:n]y)),

where

Dy (0rn) = —210g f1n(y]0m) + 210g f(y),

is known as the Bayesian deviance. The quantity f(y) is the same for each model and,
therefore, does not affect the relative values of DIC,,, and need not be evaluated. The DIC,,
can be approximated by using an MCMC method to generate a sample from the posterior
distribution of model m € M. See Spiegelhalter et al. (2002) for more details. A disadvantage
of both information criteria listed above and all information criteria, in general, is that they
need to be evaluated for all models in M, similar to the marginal likelihood approach. In
the case of DIC, where a posterior sample is required, this will be a very computationally
intensive approach.
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2.3 Default Priors applied to GLMMs and other mod-
els

In this Section, we discuss the subject of default priors. Since our goal is to develop default
priors for GLMMs, we focus on default priors in the literature for this class of models.
However, we review some important general default prior approaches. This review is not
meant to be exhaustive and for a larger review, see Kass and Wasserman (1996). We then

discuss how these approaches have been applied to GLMMSs, or important special cases of
GLMMs.

Kass and Wasserman (1996) provide two interpretations of default priors. “The first inter-
pretation asserts that reference [default] priors are formal representations of ignorance. The
second asserts that there is no objective, unique prior that represents ignorance; instead, ref-
erence [default] priors are chosen by public agreement, much like units of length and weight.
In this interpretation, reference [default] priors are akin to a default option in a computer
package”. Kass and Wasserman (1996) suggest that, at that point, the second interpretation
is more popular since no unique default prior can exist and research is focused on developing
default priors which are useful in practice. Subsequently, we adopt this second interpretation
of default priors in this thesis.

2.3.1 Jeffreys Prior

In Section 1.1.4 we discussed the problem of Lindley’s paradox when using a non-informative
uniform distribution for @, i.e. f(0) o 1. Another problem in using the uniform prior is
that if we are completely ignorant about @ then we should be completely ignorant about a
transformation, ¢ = ¢(8), of 8. However,

)| |4

fl@) = flgH(a)) a0 | S| de

and, in general, this may not be proportional to one, resulting in a non-uniform prior distri-
bution. Therefore, the prior distribution is not invariant to transformations.

9

Define the Fisher information, Zg, as

2
I,— _E [3 log f();le)] _
0000
Jeffreys prior is defined such that )
f(8) o |Zol>,

and it can be shown that this rule is invariant to the transformation, ¢ = ¢(8).

Ezxamples

1. Suppose ¥i, ..., Yn S N(u,0?), where o2 is known. The Fisher information is then

7, = %, and Jeffreys prior is the improper uniform distribution with f(x) oc 1.
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2. Suppose Y1, ..., Yn S N(p, 0?), where p is known. The Fisher information is then Z,» =

o1, and Jeffreys prior has f(o?) 0_12

3. Suppose Y1, ..., Yn ~ N(u, %), where p and o are unknown. The Fisher information is

then
20
ne= (5 )

and Jeffreys prior has f(u,0?) x (&)>.

As shown in the above examples, Jeffreys prior can be improper and care must be taken to
ensure that the resulting posterior distribution is proper.

Ibrahim and Laud (1991) studied the use of Jeffreys prior applied to the regression parameters
of GLMs and found conditions which ensure that the resulting posterior distribution is proper.

Natarajan and Kass (2000) proposed an approximate Jeffreys prior for the variance compo-
nents, d, of a GLMM. They give the approximate Fisher information matrix, Zg4, for d with

(r, s)th element
a
- oD oD
Tars= > tr|(Vi—=v 11—
“ ; r( bod, " adS)’

where V; =D + (Zl-TVViZZ-)_1 and W, = diag {var(Y;;)¢ (ui;)?} ', for r,s = 1, ..., sq(g+1).
The approximate expression for Fisher information can be used to define an approximate
Jeffreys prior as

F(d) o [Za]2.

This prior is improper. Natarajan and Kass (2000) tried to find conditions which ensure
that the resulting posterior distribution is proper, when the approximate Jeffreys prior for
D is used in conjunction with a uniform prior for the regression parameters, 3, but were
unsuccessful due to the “complicated nature of its [the prior’s] dependence on D”.

2.3.2 Unit Information Prior

Suppose @ € R*. then the unit information prior is defined as the multivariate normal
distribution with mean m and variance matrix ¥, i.e. 8 ~ N(m,X). The mean, m, is
hopefully obvious from the context of the problem. For example, in regression-type problems
where 0 are the regression parameters, then m = (m, 0)7, where typically m = 0, also. The
variance matrix, 3, is chosen so that the prior provides the same amount of information as
one observation. For independent and identically distributed responses, this is achieved by
setting ¥ equal to the inverse of the average Fisher information, i.e. (%Ig)fl.

Smith and Spiegelhalter (1980) first suggested the use of the unit information prior for the

regression parameters, 3, of the linear model where m = 0 and X = no?(X?X)~!. Smith
and Spiegelhalter (1980) discuss how the elements of X?X are O(n), so by choosing ¥ =
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no?(XTX)~! we are taking a fixed prior where the variance does not increase with increasing
n. Kass and Wasserman (1995) show that if a unit information prior is assumed for 3 then
the error of the BIC-type approximation to the marginal likelihood is reduced from O(1) to
O(n~2).

Ntzoufras et al. (2003) extended the unit information prior to the regression parameters, 3,
of a GLM. The Fisher information in this case is

Is = XWX,

where W = diag{var(Y;)g'(u;)?} ", g(1;) = xI' 3 is the link function and var(Y;) is a function
of u; = g7 (x!' B). Obviously, Zg typically depends on the unknown parameters 3. Ntzoufras
et al. (2003) proposes replacing 3 in Zg by its prior mean, m. Therefore ¥ = n(XTW,,X)!,
where W, = diag{var(Y;)g’(m)2}|5im. Note that due to the substitution of m for 3 in W,
this is only an approximate unit information prior. This approximate unit information prior
for GLMs was adopted by Nott and Leonte (2004).

Pauler (1998) extended the concept of the unit information prior to the regression param-
eters, 3, of an LMM. The Fisher information used by Pauler (1998) is derived from the
integrated likelihood, which is analytically tractable for LMMs. In this case, the effective
sample size is dependent on whether 3, (the jth element of 3 for j =1, ..., p) has an associ-
ated group-specific parameter. We will discuss this further when we attempt to extend the
unit information prior to GLMMs in Chapter 3.

2.3.3 Uniform Shrinkage Prior

The wuniform shrinkage prior is a prior distribution that can be applied to the variance
components of mixed models. We motivate it by considering the following example from
Daniels (1999). Suppose y; ~ N(p;, 0?), for i = 1, ..., n, where p; ~ N(0,7%) and 0?2 is known.
The posterior mean of p = (py, ..., )7 is

T2 .
E(uly) = m# = P,

where f1 = y is the mle of g and p = UQT—jTZ € (0,1) is the shrinkage parameter. The
shrinkage parameter controls how much the mle of p is “shrunk” towards the prior mean, O.
The uniform shrinkage prior for 72 is induced by assuming that p ~ U[0, 1] and then finding
the probability distribution for 72 by transformation. It can be shown that, in this case, the
uniform shrinkage prior for 72 has pdf f(7?) = ﬁ This distribution is proper and has
2

median o°.
Gustafson et al. (2006) and Natarajan and Kass (2000) proposed approximate uniform shrink-
age priors for the variance components matrix, D, in GLMMs. Natarajan and Kass (2000)
give the following shrinkage estimate of the ith group-specific parameter

~ -1
4; = DZT (W;1 + ZZ-DZiT) (¥i — 1), (2.40)
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where y; is the working vector with jth element §;; = 7;; + (yi; — i)’ (1s5), and W, =
diag {Var(Yi~)g’(/Lij)2};1:0, and, fi;; and 7);; are evaluated at u; = 0. Natarajan and Kass
(2000) show that (2.40) can be written as

where S; = (D' +ZTW,Z;) ' Z'W,Z, takes the role of a multivariate shrinkage parameter.
A component-wise uniform distribution is placed on S;, having first replaced Z! W,Z; by its

average over the G groups. From this an approximate uniform shrinkage prior distribution
for D can be induced with pdf

—q—1

f(D)

G
1 ~
I —E:Z-TWZZZ- D
_'—(Gil l )

Natarajan and Kass (2000) show that their uniform shrinkage prior for D is proper and find
conditions which ensure that the posterior distribution is proper when this prior is used with
an improper uniform prior for 3. The approximate uniform shrinkage priors depend on the
unknown regression parameters, 3, through the weight matrix, W, and both Gustafson et al.
(2006) and Natarajan and Kass (2000) suggest replacing 8 by its mle from the corresponding
GLM, i.e. retain the regression parameters but remove the group-specific parameters. This
induces a data-dependent prior, but Natarajan and Kass (2000) point out that it is a mild
form of data-dependence since W; varies slowly with 8.

2.3.4 Intrinsic Prior

To define the intrinsic prior, we first need to define the intrinsic Bayes factor. A common,
ad-hoc solution to deriving a default prior distribution is to partition the observations, y,
into a training sample and a comparison sample. The likelihood from the training sample is
used in conjunction with a diffuse prior distribution to find a prior distribution using Bayes’
theorem. This prior is then used with the likelihood from the comparison sample to define a
marginal likelihood and Bayes factor. The resulting Bayes factor is called the partial Bayes
factor. Obviously, this approach can be sensitive to the partitioning of y into the training
and comparison samples.

Suppose we have two models, i.e. M = {1,2}. Let y(I) and y(c) be the disjoint train-
ing and comparison samples, respectively, such that y = (y(I),y(c))T. Let fn.(y(l)) =
Jo, fm(y(1)|0m) [ (6,,)d8,, be the marginal likelihood for model m € M that corresponds
to the likelihood, f,,(y(1)]0,,), from y(I) and a diffuse prior, F.¥ with pdf, f2(0,,). A train-
ing sample, y(1), is proper if 0 < f,,(y(l)) < oo, for all m € M. Furthermore, a training
sample, y(l), is minimal if it is proper but no subset of it is proper. Note that, in general,
there will exist multiple minimal training samples and let Y = {y(1),...,y(L)} denote the
set of all minimal training samples.

It can be shown that the partial Bayes factor between models 1 and 2 with respect to using
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the training sample, y (), can be written
P62
2 (62

(6,
P61

f(y(1]0
Jo, f2(y(c)|02) To, Faly 16 10

A0
Jo, 1¥()16) 178,
= BIBL(y(1)),

df,

Ba(y(l)) =

de,

|~ |
|~ |

dé;

where

Jo, 2(¥1602) £5(02)d0;
Jo, [1(¥161) £ (61)d6,

is the Bayes factor between models 1 and 2 under the likelihood from the entire y and diffuse

priors, FP and FP, and
1 fly(@)
By (y(l)) = =
. Ba(y(D)  fly(@)
is the inverse of the Bayes factor between models 1 and 2 under the likelihood from the
training sample, y(l), and diffuse priors, F'? and F. Berger and Pericchi (1996) define the

arithmetic intrinsic Bayes factor (AIBF) between models 1 and 2 as the arithmetic mean of
the partial Bayes factors for all minimal training samples, i.e.

D _
BQI_

B = 23 Buly() = 223" BR((). (2.41)
=1 =1

Likewise, the geometric intrinsic Bayes factor (GIBF) between models 1 and 2 is

L

By = (H B21(Y<l))> = By (H Bﬁ(YU)))

In general, Bj)' # Zir, where B{Y is found by using (2.41) with the indices reversed. If
12
_ 1

model 1 is nested within model 2, then we can set B4l = L.
21

Berger and Pericchi (1996) define the intrinsic priors, F{ and F{, to be the prior distributions
that, when combined with the likelihood from y, would result in the (arithmetic or geometric)
intrinsic Bayes factor. In other words,

a1 _ do, 2(¥162)£2(85)d6,
M Jo, fily161)f1(61)0,

where B, is the (arithmetic or geometric) intrinsic Bayes factor and f{(0;) and f{(8,) are
the pdfs of F} and FY, respectively. Common choices for F? and FP for deriving F{ and
FJ are Jeffreys prior or the reference prior (see Section 2.3.5).

Consider the problem of model determination between the following models

L. yij ~ N(p1,07),
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2. yi; ~ N(ug + ug, 03), where um ~ N(O 73),

where ¢ = 1,...,G and j = 1,...,n*, and, in particular, specifying a default prior distribution
for the variance component, 72 Garma—Donato and Sun (2007) derived two intrinsic priors
for 72, where the choice of the prior for F” and F} is Jeffreys prior or the reference prior.

2.3.5 Reference Prior

Define H(f(0)) = — [ f(6)log f(8)d6 to be the entropy of f(8). The expected information
measure, ] e(y) provided by y about 8 is given by Bernardo (1979) as

(y) = / £y) / f(6]y)log ! (?'ﬁ’)dedy,

0) ~ [ FxH(Oly))dy

If we repeat the experiment that gave us y, the expected information we possess about
0 would increase. Suppose Fj is the prior distribution with pdf, f,(€), that maximises
the expected information about 8, provided by k independent replications of the experiment
giving us {y1, ..., yr}. The reference posterior distribution, after the actual experiment giving
us y, has pdf fo(Oly) = limy_ fr(@|y), where fr(0|y) o< f(y|0@)fx(0). Bernardo (1979)
defines the reference prior distribution as having pdf fy(0) satisfying fo(0]y)  f(y]0)fo(0).
Note that it is not necessarily true that fo(0) = limy_ fx(0).

Bernardo (1979) goes on to show that, for a continuous @ with no nuisance parameters
and under appropriate conditions for asymptotic normality of the posterior distribution, the
reference prior is Jeffreys prior.

Consider the following simple mixed model: y;; ~ N(u + u;,0?), where uy, ..., ug S N(0, 72),

for j=1,...,n" and ¢ = 1,...,G. Berger and Bernardo (1992) derive the reference prior for
the model parameters p, o and 72.

2.3.6 Other Default Priors Applied to GLMMs

In this Section, we describe some of the default priors for the variance components that do
not fit into the above categories.

Browne and Draper (2006) consider various diffuse prior distributions for variance compo-
nents of mixed models including the IG(e, €) and U [0, %] for small € > 0. They evaluate the
effect these prior distributions have on posterior inference. They concluded that an unbiased
point estimate of the variance component can be found for all but very small values of G
when used with one of the above diffuse prior distributions.
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Kass and Natarajan (2006) propose a default prior for D which is a member of the condition-
ally conjugate inverse-Wishart distribution, IW(m, ®). Kass and Natarajan (2006) suggest
m = q and ® = mR, where R is a prior “guess” at D.

2.3.7 Conclusions

We see from the above review that the focus of default prior distributions for the parameters
of a GLMM has been focused on the variance components.

Reference and intrinsic priors have been applied to linear mixed models but it is unclear
how they can be generalised to GLMMs. Jeffreys prior can be applied approximately to D
in a GLMM but it is improper and Natarajan and Kass (2000) could not show when the
posterior would be proper. Some authors (Natarajan and Kass (2000) and Gustafson et al.
(2006)) have had success with uniform shrinkage priors but these priors are data-dependent.
However, we could use the strategy of Ntzoufras et al. (2003) and replace 3 by its prior mean
as opposed to its mle, to remove the data-dependence. The inverse-Wishart prior of Kass
and Natarajan (2006) has the computational advantages described in Section 2.2.7.

What is clear is that there is no agreement on default priors as discussed by Kass and
Wasserman (1996) for the prior distribution for 8 or D. In this Section, we have not reviewed
any default prior options for the dispersion parameter, ¢. In many cases, either ¢ will be
known or it will be unknown but present in all of the models. For the latter case, we can
specify the same prior for ¢ for each model and O’Hagan and Forster (2004, pg. 179) state
that the “posterior model probabilities are typically not sensitive to this prior, and it is
possible to use a limiting improper prior, if required.”
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Chapter 3

Default Priors for GLMMs

3.1 Introduction

In this Chapter, we propose default priors for the model parameters 3 and D in a GLMM
that are based on a unit information concept. We discussed in Section 2.3.2 how versions of
unit information priors have been applied to the regression parameters, 3, in linear models,
GLMs and LMMs.

We show, in this Chapter, how a unit information prior can be applied to the regression
parameters, 3, of a GLMM in two different ways depending on which form of the likelihood
is considered; either the first-stage likelihood or the integrated likelihood. Pauler (1998)
proposed a unit information prior distribution for B in LMMs based on the integrated like-
lihood and we show that this can be generalised to the regression parameters of a GLMM,
approximately. We also propose an approximate unit information prior distribution for 3
in GLMMSs based on the first-stage likelihood. Using the prior distribution based on the
first-stage likelihood has a computational advantage in that the prior for 3 does not depend
on D. They also have an advantage in being more flexible for certain types of response.

Before we proceed, it is useful to discuss the general concept of unit information prior distribu-
tions. The definition of the unit information prior for model parameters, 0, is a multivariate
normal distribution with mean, m, and variance, 3. The variance matrix, 3, contains the
same amount of information as one typical observation. This is appealing since the prior will
never provide more information than the data.

Let Zy(0) denote the Fisher information matriz of @ defined by

7,(0) = E <810g@fe(y|0) 810,9.(;92&y|0)) '

Under certain regularity conditions, it can be shown that

[ Plog f(y]0)
Zo(6) = E< 90067 )
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and that 51 0
Zo(0) = var <—ogafe(y| )> )

If observations, y, are independent and identically distributed, then the amount of Fisher
information in one observation (unit information) is then

Zo(0)

Y

n

where n is the sample size. It follows that 3 = nZg(6)~!.

Examples

1. Suppose that yi, ...,y S N(p, 0?), where o2 is known. The Fisher information is

and the unit information is % This example can be seen as a special case of the next
example.

2. Suppose y ~ N(X23,021,,), where 02 is known. The Fisher information is

1
Iﬁ(/@) = ;XTxa

and the unit information is #XTX.

3. Suppose that 1, ..., yn S Poisson(exp(u)). The Fisher information is

Z.(p) = nexp(p),

and the unit information is exp(y). M

Example 2 shows how a unit information prior can be applied to the regression parameters
of a linear model, so that
B ~ N(m,no?*(XTX)™). (3.1)

Example 3 demonstrates a potential problem with the unit information prior, i.e. the Fisher
information in this problem, and in general, depends on the unknown parameters, 8. That
is why the Fisher information, Zy(6), is denoted as a function of 8. Ntzoufras et al. (2003)
encountered this problem with the Fisher information for the regression parameters, 3, of
a GLM. Their solution is to replace B in Zg(8) by its prior mean, m. This is an approach
we shall take throughout this Chapter. Therefore, in Example 3 above an approximate unit
information prior distribution of y is u ~ N(m, exp(—m)). An alternative would be to replace
B3 by its maximum likelihood estimate, B, but this would result in a data-dependent prior
distribution which we wish to avoid.
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The model in Example 3 is actually a simple case of a GLM, where the link function, g(u;),
is the log link. For a general GLM, the Fisher information is given by

Ip(8) = X"Wg,X,

where Wg 4, = diag {var(Y;)¢'(1:)2} " is the weight matriz. Note that Wpg is, typically, a
function of @ through var(Y;) and ¢'(x;). We now replace 8 in Zg(3) by its prior mean, m,
to give

Zp(m) = X"Wp, 4 X,

where Wy, 4 = diag {var(Y¥;)¢’ (,ul)2}]5im Therefore an approximate unit information prior
for the regression parameters, 3, of a GLM is

B~ N(m, n(XTW,, sX)™). (3.2)

A linear model is actually a special case of a GLM, but var(Y;) does not depend on 3 and
g'(pi) = 1, so the weight matrix does not depend on 3.

However, for the linear model and some cases of GLMs, the Fisher information depends on
the unknown dispersion parameter, ¢, through the weight matrix, Wy, 4. Note that, in a
linear model, the dispersion parameter ¢ = o2. We can use two approaches:

a) replace ¢ in Wy, 4 by its prior mean, or

b) allow the prior distribution of 8 to be conditional on ¢.

Both approaches are effected by the fact that the variance of the prior distribution of 3
is heavily dependent on ¢, and in particular, the prior of ¢. The variance of the response
in a GLM is proportional to a(¢). It follows that the prior variance of 8 is proportional
to a(¢). If we choose approach a) from above and set the prior mean of ¢ such that a(¢)
is small but the true value of ¢ is such that a(¢) is large than the prior for 8 maybe too
informative, and vice versa. Approach b) is also prone to this drawback if we use a prior
distribution for ¢ which is too informative and the true value of ¢ lies in a region of this
distribution that has low density. However, consider approach b) from above, and choose
a diffuse prior for ¢. The advantage of this approach is that it adapts the prior variance
of B to the scale of the response. Also, for the linear model, a multivariate normal prior
distribution for B that is conditional on ¢ = ¢? is the conjugate prior distribution. The
drawback of option b) is that we then have to be careful on setting the hyperparameters of
the prior for ¢ because of Lindley’s paradox. However, if we make the assumption that ¢ is
present in all of the models, then we can use a diffuse prior for ¢. To this end, (O’Hagan
and Forster 2004, pg. 179) state that “the only exception [to not using an arbitrarily diffuse
prior] is for a parameter which is present in all models under consideration, and which is
given the same prior under each model. The posterior model probabilities are typically not
sensitive to this prior, and it is possible to use a limiting improper prior, if required”. We
will assume throughout, that if a dispersion parameter exists for one model m € M then
it exists in all models in M. A disadvantage of this approach is that we now cannot make
formal Bayesian model determination decisions about the response distribution. For example,
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suppose we had responses, 1, ..., yn, that are continuous and positive. We maybe uncertain
whether the response distribution is normal or gamma but we cannot, using Bayesian model
determination methods, decide which one is true since the dispersion parameters under these
two distributions have differing interpretations. This issue is outside the scope of this thesis.

Notice that if the dispersion parameter is unknown, then the weight matrix will always depend
on ¢. To save space, we suppress the dependence of the weight matrix on ¢ by dropping the
the subscript ¢.

We now turn our attention to mixed models. Consider the following example.
Example Suppose y;; ~ N(u+ u;, 0?) where u; ~ N(0,7%) for j = 1,..,n* and i = 1, ..., G.

This model is known as a one-way random effects model. The total sample size is n = n*G.
The log of the integrated likelihood is

5 o G o? 1 "~ , Nt (i — p)°
1 ——1 _ ——E i — Ui ——E =
Og f(y’,U,T , O ) 8 2 Og (n*TQ +0_2> 0_2 e (y] y) 2 — n*TZ +0-2
Therefore, the Fisher information for u is
n
7 = —
n(1) n*r2 + o2

Note that Z,(p) is O(G) not O(n). In other words, the information on g from the data is
proportional to the number of groups, GG, not the total sample size, n.H

This example demonstrates a further obstacle with unit information priors, i.e. the informa-
tion is not always proportional to the total sample size and therefore, how is unit information
defined in this case? In the example, unit information would be found by dividing Z,,(x) by
G, and the unit information prior for y is

o~ N (m, M) .
n

In the next Section, we describe an approach proposed by Pauler (1998) which involves
investigating unit information based on the integrated likelihood from an LMM. The same
problem as in the above example, which is a special case of an LMM, arises. However,
Pauler (1998) shows that the information on a regression parameter, 3;, for j = 1,...,p, is
proportional to either the total sample size or the number of groups, depending on which
group-specific parameters are included. Note that the prior for p in the above example is
conditional on the variance component, 72.

Pauler (1998) list three minimal requirements for default priors under model uncertainty.
They are:

1. The prior must be proper.
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2. The prior must be located at a null value. By null value, we mean a value that we
hope the data will indicate is not valid. This has an analogy with the null hypothesis
in classical hypothesis testing.

3. The prior variance should represent vague information that is calibrated with, but less
than, the information in the likelihood.

Unit information priors satisfy all these requirements. Since the distribution for 8 is normal
with finite variance, the prior distribution is proper. We are free to choose the mean, m, of the
prior distribution, which can be set at a null value, thus satisfying the second requirement.
As discussed earlier, the prior variance is calibrated with the likelihood and provides less
information than that in the data.

We have control over the mean, m, of the unit information prior. From above, m needs be
set at a null value. Consider the vector of regression parameters, 3, where

B = (B B)’
= (ﬁlvl@\l)T'

The 1st element, (;, with prior mean m;y, corresponds to the intercept term, whereas the
remaining elements, 3, with prior means m,;, corresponds to the explanatory variables. A
null value for By, is 0. So we set m = (my,0)T. The value for m; is, in some cases, obvious.
For example, for Bernoulli responses, m; = ¢ (%), corresponds to a prior mean of % for the
responses which is the middle of the sample space. In other cases, it is less clear what value
my should take. We discuss this issue on an example-by-example basis.

The unit information priors, as described so far, are only applicable to parameters in R”,
which are suitable for regression parameters of regression-type models such as linear models
and GLMs. In Section 3.3, we propose a prior for the variance components matrix, D, that
is based on a unit information concept.

In the all encompassing model, we have a choice for the prior model probability, f(m), of
model m € M, such that > _, f(m) = 1. A common approach, and one taken for the
remainder of this thesis, is to assume that f(m) = ﬁ, i.e. a discrete uniform distribution
over the prior model probabilities. However, the strategy proposed in this thesis can be used
with any prior model probabilities and we actually take account of this in our presentation
of a reversible jump algorithm for GLMMs in Chapter 5. An alternative approach to using a
discrete uniform distribution over the prior model probabilities is given by Dellaportas et al.
(2009).
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3.2 Default Priors based on the Integrated Likelihood

3.2.1 Regression Parameters

Counsider the LMM
yZ]NN( /8+Z Wi, 0 2]:711)’

where x;; and z;; are p x 1 and ¢ x 1 vectors of regression and group-specific covariates,
respectively. This model can be written in matrix form as

y ~N (Xﬁ + Zu, OQIH) ,

where X and Z are as defined in Section 1.2.1. The marginal model, which gives the integrated
likelihood, is
y ~N(XB,0°I, + ZD*Z"),

where D* = I ® D. The log integrated likelihood is then

1 .
log f(y|8.D.0%) o —3 log [o°L, + ZD* Z7| - = (y - XB)" (0’1, + ZD*Z") " (y — X3).

The Fisher information with respect to 3 is

N _3210gf(Y|5,D,02))
Is(B) = E( 305" ,
1

= X" (¢’I,+ ZD*Z") "X,

G
= Y X7 (0%, +Z,DZ]) ' X.. (3.3)
i=1
The Fisher information, (3.3), is a p X p matrix which does not depend on 3. The kth

diagonal element, Zg(8)xx, of Zg(B) represents the amount of information provided by the
data about the kth element, §, of 3, for k =1, ...,p. It follows from (3.3) that

1

G
i=1

where x;; is the kth column of X;. Note that

a1 1 1 -
(0’L, + ZDZT) " = = (1,, - =ZD (1,+ =Z7ZD) zZT|, (3.4)
i ? i 0_2 q 0_2 [ ?

o2

(see, for example, Henderson and Searle (1981)), and recall that the columns of Z; are a
subset of the columns of X;. Assume that the columns of X; are orthogonal, that D is a
diagonal matrix such that D = diag {7’1 e q} and that x,xix = O(n;), for k = 1,...,p
Using (3.4), it can be shown that

G 2
1
T =—§ xTxi—E sz , 3.5
B(/B)kk: o2 — ikXik Z —i—le i ( It k:t) (3.5)

t=1
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where x;; is the tth element of x;;, z;; is the [th column of Z; with tth element z;;.

Suppose that (5 has an associated group-specific parameter. This means that the kth column
of X, is contained in Z;, for i = 1,...,G. In this case, (3.5) reduces to

-2
k ( T 2
—  (x,X;
ik zk) )

0?2 + 72xL Xk

G
1
Iﬁ(ﬁ)kk = ; Zl Xg;ch‘k -

G

S . (3.6)

2 2,7« °
Py 0% + T X Xk

Suppose, now that (3, does not have an associated group-specific parameter and, therefore,
the kth column of X; cannot be found in Z;. In this case, (3.5) reduces to

G
1
Z(B)wr = 52 szl;xik- (3.7)
=1

By studying expressions (3.6) and (3.7), we see that if §; has an associated group-specific
parameter, then the Fisher information for 5, is O(G), whereas if 8 has no associated group-
specific parameter, then the Fisher information is O(n). Pauler (1998) states that these
results also hold for an unrestricted variance components matrix, D, and for X; with non-
orthogonal columns. The amount of information in the integrated likelihood on a regression
parameter, J, is dependent on which group-specific parameters are included in the model.

Consider a general problem with a p-dimensional 6 with Fisher information Zg(0). Let
A = diag {\/Nk}, where Ny is the order (n or G in the case of an LMM) of the kth diagonal
element, Zg(0)xx, of Zg(@). The general unit information prior distribution is then

6 ~ N (m, AZg(m) 'A).

Note that in this definition, we have replaced the unknown 6 in Zg(@) by its prior mean, m,
as proposed by Ntzoufras et al. (2003).

We can apply this more general definition of a unit information prior to the regression pa-
rameters, 3, of an LMM. So

a -1
B~N[m A (Z X7 (0L, + ZZ-DZZ.T)_lXZ) A, (3.8)

=1

where A = diag {\/Ny,} and

N, = { G, if B has an associated group-specific parameter, (3.9)

n, if otherwise.

Note that the prior for 3 is conditional on the variance components matrix, D. We consider
a marginal prior distribution for D later. A linear model is a special case of an LMM and
the prior for B in (3.8) reduces to that shown in (3.1) in this case, since Z; = 0 and Ny = n
for all k.
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We now define a unit information prior for the regression parameters, 3, of a GLMM based
on the integrated likelihood. First, we need to approximate the integrated likelihood so that
we can find an approximate, analytic expression for the Fisher information of 3. Recall that
the integrated likelihood is

f(y|8,D,¢) = f(y1B,u,¢)f(u|D)du. (3.10)

RGa

We use the Laplace approximation for the integral in (3.10). We first need a quadratic
approximation to the first-stage likelihood. Following McCulloch and Searle (2001, pg. 232-
234), consider a 1st order Taylor series expansion of the link function, g(y;;), evaluated at
y;; about the conditional mean, p;;,

9(i) = Ty = 9(nij) + 9" (ag) (Wig — 1i5),
= i+ g (i) (Yig — 1g)-
Let ;; be the elements of y, which is termed the working vector. In matrix form
y=n+g )y —n).

We replace B in ¢'(p) by an approximation B and u; in ¢’ (u) by its prior mean, 0, and so

Y=+ 9)ls_pu0(y — 1)

Therefore, )
E(Y|u) = X3 + Zu,
and .
var(Y/|u) ~ Wét = diag {Var(mj)g,<ﬂij)2}ﬁ23’u:0 ;

where we have replaced 3 and u in var(Y;;) by B and 0. We assume that
~ —1
5~ N <X6 + Zu, Wm> ,

and we can approximate the first-stage log-likelihood by

L5~ XB - Zu)TW,o(5 — XB - Zu),

1 -1
_5 log ’WB70| - 5

We can then approximate the log of the integrated likelihood by

R 1 _ 1 a1 -
log f(yl8,D,¢) o« —5log|Wg | —5log|D*[ = S log D™ + Z" W 7|

-%(y - XB)" (W5, +ZD*Z")(y — XB). (3.11)

For fixed values of D* and ¢ we can find approximate maximum likelihood estimates of 3 by
iteratively fitting an LMM with responses g;; found using the current estimates B in Wg .
Once this iterative scheme has converged, the resulting estimates of 3 are known as the
maximum marginal quasi-likelihood (MQL) estimates of 3 (see, for example, Breslow and
Clayton (1993)).
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An approximation to the Fisher information of @ can be obtained by replacing 3 in Wjoin
(3.11) by its prior mean, m, to get Wy, 0. Then

1

ZXT (Wimo +ZDZ) " X;,

where W, , o = diag {var(Y;j)g’(mjf}gim w—0"

We assume that W, | o = 071, for some o7. To see this, note that fi;j|g—mu—0 = g~ (m1),
i.e. a constant. This assumptlon holds for most standard GLMMs. One notable exception is
when the responses are from the Poisson distribution With exposures which are not constant
within group i. Under the above assumption that W} mo = 0?1, for some o2,

G
Is(m,0) = Y X[ (071, + ZDZ!)'X,,

=1

where we have assumed that var(Y;;)g (14i;)?|g=mu=o0 = o7 for all j = 1,...,n;. By replacing
o? by o7 in (3.4) we find that the approximate Fisher information of 3 is

¢ XTX 1
- ik ik
IB(I’II, O)kk = § : ) - § § Zilt ikt E ZilrLikr | »
o a +T z 12l

i=1 i =1
where we have, again, assumed that D = diag {7‘12, s Ty } and the columns of X; are orthog-

onal.

We can use the same results of Pauler (1998) to show that if B has an associated group-
specific parameter then Zg(m, 0) is O(G) but if G, does not have an associated group-specific
parameter then Zg(m, 0) is O(n).

Therefore an approximate unit information prior for the regression parameters, 3, of a GLMM
based on the integrated likelihood is

G
B~N (m, A <Z X7 (021, + ZDZT) " XZ) A) , (3.12)

i=1
where A = diag { N;;} and Ny, is as defined in (3.9).
A GLM is a special case of a GLMM and the prior in (3.12) reduces to that shown in (3.2)

for the B of a GLM since n; = 1, Z; = 0 and Ny = n. Also we see that the above prior
reduces to that shown in (3.8) for the 3 of an LMM since o2 = o2 for all 1.

Note that the prior shown in (3.12) is conditional on the variance components matrix, D.
This means that the full conditional pdf of D decomposes as

f(Dly, 8,u,¢) < f(u|D) (D) f(BD),

so the full conditional distribution of D is not independent of 3. Suppose the prior distribu-
tion of D is the inverse-Wishart distribution. If D is conditionally independent of 3 and y
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then the full conditional distribution of D is also inverse-Wishart. However, if the prior of
3 depends on D then the full conditional distribution of D is not inverse-Wishart. This is a
computational disadvantage if we use Gibbs sampling to generate a posterior sample. Indeed,
if ¢ > 1 and the prior distribution for D inverse-Wishart, then WinBUGS has difficulties in
generating a posterior sample from the posterior distribution of the resulting GLMM. This is
because WinBUGS requires that if the inverse-Wishart distribution is used than it must be
conditionally conjugate, i.e. the prior distribution for 3 must not depend on D. We could
replace D in (3.12) by its prior mean, if it exists, to remove the dependence of the prior
distribution of 8 on D. However, the disadvantage of doing so is that the prior variance of
B will become heavily dependent on the prior mean of D. This is similar to in Section 3.1
where the prior distribution of 3 in a linear model depends on 2.

Another issue with this prior is that var(Yi;)¢'(1ij)?g=mum—o = o7 for all j = 1,...,n
This does not hold for an example we consider in Chapter 6. In this example, y;; ~
Poisson(E;;\;;) where E;; is the exposure for the jth unit in the ith group. Therefore,

var(Yi;)g' (14i)?| g=mu—0 = m and E;; # E; forall j=1,...,n

For these reasons we seek an alternative to this prior distribution that is still based on a unit
information concept. In Section 3.3, we define a unit information prior for the regression
parameters, 3, which is based on the first-stage likelihood.

3.2.2 Variance Components

In Section 3.2.1, we defined a unit information prior for the regression parameters, 3, based
on the integrated likelihood but found it had some unattractive properties. We go on to define
a unit information prior for B in Section 3.3 that does not have these unattractive properties.
We are also able to define a default prior for D which is based on a unit information prior in
Section 3.3. Nevertheless, in this Section, we discuss, heuristically, how we would define a unit
information prior for the variance components matrix, D, based on the integrated likelihood.
The preceding discussion on unit information priors has relied on the model parameters, 0,
lying in R¥ and thus, to be plausible for the prior distribution for @ being a multivariate
normal distribution. This is clearly not appropriate for the variance components matrix, D,
which lies in P?, the set of all ¢ X ¢ positive-definite matrices.

Recall that D depends on t = %q(qu 1) unique elements denoted d = (dy, ..., d;)?. Natarajan
and Kass (2000) give the (r,s)th element of the approximate Fisher information matrix,

fd(d,ﬁ,u), of d as
_ L 0D
7(d, 8, u), Ztr (V \f > )

for r,s =1, ..., t, where
V,=D+ (ZiWiZiT)_l ;

and W, = diag {var(Y;;)¢’ (uij)2}_1. The approximate Fisher information for d depends on
the unknown D as well as 8 and u. We can assume an inverse-Wishart prior distribution for
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D, with shape parameter p > ¢ — 1 and scale matrix R, i.e.
D ~IW(p,R),
so that D has pdf, f(D), such that

ptat1

(D) x DI+ exp (~Jx(RD ) ).

Using this specification, we can induce a distribution for d and therefore a prior mean of d
which we denote as d. We can then replace d, 8 and u in the approximate Fisher information
of d by the prior means of d, m and 0, respectively, to give Z4(d, m, 0).

To define a unit information prior for d, and therefore D, we could find the order, N,, of the

rth diagonal elements of Id(d m, 0) which are denoted as Zy(d, m, 0),,. The prior variance
of d could then be set to AZgq(d, m,0) *A, where A = diag {V'N }

We see in Section 3.3 how to define a unit information prior for D, based on the first-stage
likelihood.

3.3 Default Priors based on the First-Stage Likelihood

3.3.1 Regression Parameters

We now define a unit information prior for the regression parameters, 3, of a GLMM based
on the first-stage likelihood. The first-stage likelihood of a GLMM is

G ny
Fy18u,¢) =[] ex p{y”g” ey) (yiﬁ(b)}'

=1 j=1 a” ¢>

The log of the first-stage likelihood is then

log f(y|B,u, ) = ZZ |:le<2 bly) +C(yij;¢):| :

i=1 j=1

Then we see that o

alogf Y|:3 u, Qb ZZ y’bj /}“U
i=1 j=1 var(Yi;)g'(uis)

Therefore the Fisher information of 3 is

Iﬁ(/ﬁau) = ZZV&Y )2X1]X£,

=1 j5=1

= XTWX,
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where W = diag {var(Y;-j)g’(mjV}*l. Note that Zg(3,u) depends on B and u. We replace
these by their prior means of m and 0, respectively, to give

Zs(m, 0) = X'W,, 0X,

where Wy, o = diag {Var(Y;j)g’(/,Lij)2}|gim’u:0. Note that Zg(m,0), is O(n). So a unit
information prior for B of a GLMM based on the first-stage likelihood is

B~ N (m,n(X"Wp,eX)™). (3.14)

This prior distribution is not conditional on the variance components matrix, D, and therefore
if the prior distribution of D is inverse-Wishart, then we can take advantage of the conditional
independence of D and, 3 and y.

The unit information prior (3.14) reduces to that in (3.1) and (3.2) for linear models and
GLMs, respectively.

The prior in (3.14) can also be applied to an LMM. In this case Wy, o = %In and

B ~N (m,no*(X"X)™").

3.3.2 Variance Components

We now define a prior for the variance components matrix, D, based on a unit information
concept and the first-stage likelihood. Since a GLMM is a hierarchical model, D does not
feature in the first-stage likelihood. Indeed, we are attempting to define a default hyperprior
for D.

We begin by letting the prior distribution of D be the inverse-Wishart distribution with
shape parameter p and scale matrix R, so that

D ~IW(p,R).

It can be shown that E(D) = #R, provided p > ¢ + 1.

Suppose we regard the model as non-hierarchical so that D is actually a fixed hyperparameter
that we need to determine to define the prior distribution for u. We proceed by beginning
to define a unit information prior for u based on the first-stage likelihood.

The log of the first-stage likelihood is

aij(¢)

G ny
log f(y|B,w,6) = (ngj leu) +C(yij;¢)> :
1

=1 j=
and it follows that the Fisher information for u; is
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fori=1,...,G, where W, = diag {Var(Y;j)g/(uij)Q}fl. The Fisher information u; depends on
B and u;, so we replace these by their prior means of m and 0, respectively, to give

Iui(m, 0) = ZZTWi,m,OZia
for i = 1,...,G, where W, ,,, o = diag {Var(Yi<)g’(uij)2}gim7ui:0. It is easy to show that the
diagonal elements, Z, (m, 0)gx, of Z,,(m,0), for k = 1,...,q, are O(n;). Therefore, the unit
information of u; is %Z?Wivmyozi, for © = 1,...,G. Since we have G groups we find the

ng

average unit information over the G groups as (—1; Yoy niZ;‘FWl m.0Z;. This is similar to how
— 7 b b

Natarajan and Kass (2000) average a similar quantity over the G groups for the uniform
shrinkage prior for D as discussed in Section 2.3.3. If D was a fixed hyperparameter and we

~1
were defining a unit information prior for u we would set D = G <ZG iZiTWivmVOZ,) .

i=1 n,

However, since D is not fixed we let its expectation

R “ 1 B
( ) p _ q 1 <Zl ni 1 ,m,0 >

so that

G -1
1
R=(p—q—-1)G ( E —z! Wi,m,ozz‘> :

nA
i=1 "

It remains to find a value for the shape parameter, p > g+ 1, or if p = ¢+ €+ 1, to find a
value for e > 0. If the u;’s are regarded as responses, with likelihood

G
1
f(uD) x |D|’% exp (—5 ZuiTDlu,;> . (3.15)
i=1

The prior distribution for D has pdf

2q+2+e€

(D) o D~ exp (jur(RD ).

An increase in € by one corresponds to the prior distribution contributing one extra group of
responses. Since the likelihood (3.15) will provide information for D that is proportional to
G, we can argue that € = 1, using a unit information concept. Therefore the prior distribution
for D is

D ~IW(p,R),

where p = ¢ + 2 and

Ie. -1
1
R=G <§ j—ziTWi,m,ozi) :
n.

=1 "

3.4 Dispersion Parameter

In this Section, we focus on default priors for the dispersion parameter, ¢, of GLMMs (and
therefore linear models, GLMs and LMMSs). In Section 3.1, we discussed how, if a parameter is
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present in all models in M then, the prior distribution of that parameter is unimportant with
regards to the posterior model probabilities. We assumed in Section 3.1 that the dispersion
parameter, if unknown, will be present in all models in M. Therefore, we can apply a very
diffuse prior distribution for ¢.

In a linear model, ¢ = o2, i.e. the dispersion parameter is the variance of the response,
independent of the mean of the response. In this case, the conjugate prior distribution for o2
is the inverse-gamma distribution, 1G(a, b), with shape parameter, a, and scale parameter,
b, where a,b > 0. A common way to make the inverse-gamma distribution diffuse is to set
a = b = ¢, where € is small. We will follow this approach throughout and will apply this
diffuse prior to all dispersion parameters that we encounter.

3.5 Simulation Study

In this Section, we test the robustness and efficacy of using the default priors for 8 and D
based on the first-stage likelihood that we proposed in Section 3.3.

We test these priors using simulation studies. Let y;; be a response from an exponential
family distribution with mean p;; = g~'(7;;) and dispersion parameter ¢. We consider model
determination amongst five models with the following linear predictors:

L. nij = B,
2. ni; = B+ Baxyj,
3. mij = B1 + u;, where u; id N(0, 72),

4. n;; = B1 + u; + Boxy;, where u; o N(0,72),

5. My = (B1 + upi) + (B2 + ugi)xij, where u; = (u;1, Ui2)T o N(0,D),

for y =1,...n" and i = 1,...,G, where n = Gn*. We generate responses from the model
with linear predictor 4. To do this, we generate asgj independently from the standard normal
distribution and then set z;; to be the standardised z;;. We then choose the true values
B* = (B5,8)T, ¢* (if unknown for the chosen response distribution), and 7*2. We generate

*

u; independently from N(0,7*?) and use them to find the true linear predictor via nj; =

B +u; + B5x;5. We then generate y;; from the chosen distribution with mean p;; = gil(n;-“j)
and dispersion parameter ¢*.

We choose three different combinations of n* and G so that n = 100, always. They are
(n*,G) = (10,10), (n*,G) = (5,20) and (n*, G) = (20,5).

We consider three different response distributions: normal, Bernoulli and Poisson. For the
Bernoulli and Poisson distributions, the dispersion parameter is known. For the normal
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distribution, the dispersion parameter is o2, the variance of the response, and we set this to
be 1.

For all response distributions, we set the intercept parameter, 37, to be % We are now left
with a choice of the parameters 35 and 7. We generate these parameters from the U[0, a]
distribution where a = 5 for the Bernoulli response distribution and a = % for the normal

and Poisson response distributions.

For each combination of (n*, G) and response distribution, we generate the true values [3;
and 7*2, and then generate the responses. For each of the five models, we apply the default
priors we proposed in Section 3.3 to the parameters 8 and D. In the unit information prior
distribution for 3, we set m; = 0 and recall that the remaining elements of the prior mean
are also 0. When the response distribution is normal, the dispersion parameter, o2, is present
in all five models, and, according to Section 3.4, we can apply the same diffuse IG(e, €) prior
distribution where ¢ = 0.001. We then approximate the posterior model probabilities using
the reversible jump algorithm that we describe in Chapter 5. We run this algorithm for a
total of 2000 iterations, with a burn-in phase of 100 iterations. We repeat this process 500
times, in each case recording 33, 7%, and the approximated posterior model probabilities. In
each case, we also record the observed variance, 7*2, of the u}’s, i.e.

—x __ 1 G *
where " = Z >0 uj.

Model 4 is the true model. However, by generating 35 and 7*? from U[0, a] we hope that the
default priors will give more posterior model probability to the simpler, more parsimonious
Models 1, 2 and 3, when 35 and/or 7*2 are small. Although Model 5 is also the true model
in the sense that Model 4 is nested within Model 5, it is never the most parsimonious model
and we hope that the default priors will give small posterior model probability to Model 5.

To show the efficacy of the unit information prior for 3, we plot the aggregate posterior
model probabilities of Models 2, 4 and 5, i.e. the models that contain a [ parameter,
against 5. To show the efficacy of the unit information prior for D, we plot the aggregate
posterior model probabilities of Models 3, 4 and 5, i.e. the models that contain group-specific
parameters against 72 and, in a separate plot, against the observed value, 7*?, of 7*2. The
reason we produce this additional plot of the posterior model probabilities against 7*2 is
that, particularly for small values of GG, the actual variance observed in the u;’s can be much
smaller than the true value and the model determination strategy can have trouble detecting
it. For larger G, the two plots should be approximately the same, since 7*2 — 7*2 as G
increases.

Figures 3.1, 3.2 and 3.3 show these plots for the Poisson, normal and Bernoulli responses,
respectively, for the three combinations of (n*,G). Consider the first column in the three
Figures. The same behaviour is shown in all three Figures, i.e. the aggregate posterior model
probability of the models that contain a 35 term increasing from 0 to 1 as 35 increases from
0. The same behaviour can be seen for the aggregate posterior model probability of the
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Figure 3.1: Aggregate posterior model probabilities for Models 2, 4 and 5 (first column) and Models 3,
4 and 5 (second and third columns) plotted against 35 (first column), 7*? (second column), and #*? (third
column), for Poisson responses. The rows correspond to (n*, G) as (20,5), (10,10) and (5, 20), respectively.
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models that contain a group-specific intercept increases from 0 to 1 as 7*

n2"

2 increases from

0. As expected, the strategy has difficulty in favouring models containing a group-specific
intercept when 7*? is small, regardless of the value of 7*2.

This behaviour of the aggregate posterior model probability increasing from 0 is exactly that
which we desire. i.e. the proposed default priors penalise too complicated models.

With regards to Model 5, which is never the most parsimonious model available, Table
3.1 shows sample statistics of the posterior model probabilities of Model 5 for each of the
combinations of (n*, ), for Poisson, normal and Bernoulli responses.

Table 3.1 shows that the posterior model probabilities of Model 5 are typically very small
indicating that we will rarely favour a too complicated model using the proposed default
priors.

For each dataset generated, we generated a posterior sample of size 2000 after a burn-in
phase of 500 iterations using WinBUGS under Model 4, i.e. the hypothetically true model.
Using this sample we produced 95% probability intervals for the parameters 3;, 5, and 72
for the Poisson and Bernoulli response distributions and for the parameters 3, B, 72 and o
for the normal response distribution. Using a posterior sample {61, ...,0x} of size N of the
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Figure 3.2: Aggregate posterior model probabilities for Models 2, 4 and 5 (first column) and Models 3,
4 and 5 (second and third columns) plotted against 35 (first column), 7*? (second column), and #*? (third

column), for normal responses. The rows correspond to (n*, G) as (20,5), (10, 10) and (5, 20), respectively.
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parameter 6, a (1 — )% probability interval for 6 is approximated by

(8 ey

where () denotes the kth value of the ordered posterior sample. We now investigate the
coverage rates of those probability intervals. Table 3.2 shows the coverage rates.

From Table 3.2, note that for the regression parameters, 3; and (5, and the dispersion
parameter, o2, for normal responses, the coverage rates are very close to the nominal value
of 95%. The coverage rates for the variance component, 72, are still close to 95% but are
always about 5% too low. Also shown in Table 3.2 is the median value, V, of 7*2 when the
probability interval for 72 does not contain 7*2. Note that the value V is small compared to
the theoretical median of all of the 7*?’s of 0.625 for Poisson and normal responses and 2.5
for Bernoulli responses. This indicates that the probability interval for 72, does not contain
7*2 when the value of 7*2 is small. In these case, we have shown earlier that we are unlikely
to favour models which contain group-specific parameters, i.e. models with non-zero 72.
Therefore, we should not be concerned that the probability interval does not contain 7*? in
these cases, since we are unlikely to choose a model that contains 72 and are more likely to
favour a more parsimonious model.
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Figure 3.3: Aggregate posterior model probabilities for Models 2, 4 and 5 (first column) and Models 3,
4 and 5 (second and third columns) plotted against 35 (first column), 7*? (second column), and #*? (third

column), for Bernoulli responses. The rows correspond to (n*, G) as (20,5), (10,10) and (5, 20), respectively.
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3.6 Turtle Data Example

We apply the proposed unit information priors to the model parameters of the five models
that can be applied to the Turtle Dataset. We set m; = 0, since this corresponds a prior
mean of % for the response.

For Models 1 and 3, the prior for the regression parameter is 3 ~ N(0,
and 5, the prior for the regression parameters is

(1 O
s~n(05(y 2 )
3 7r). Finally, for

For Models 3 and 4, the prior for the variance component is 02 ~ IG (5, T
Model 5, the prior for the variance components matrix is D ~ IW (4, R), where

R=2 1 <221231n 2112]1%)'
G ng Tgq Lij
Zz 12; 1 m é (Zi:l Zj:l nf) Zl IZ] Long G
We approximate the posterior model probabilities by using the marginal likelihood approach.

The method used to approximate the marginal likelihoods is importance sampling. The de-
tails on how this is achieved is given in Section 4.5.1, and the approximate marginal likelihoods

7). For Models 2, 4
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Table 3.1: Sample statistics of the posterior model probabilities of Model 5 for Poisson, normal and Bernoulli
responses for each of the combinations of (n*, G).

Poisson Responses
(n*,G) (20,5) | (10,10) | (5,20)
Minimum | 0.000 | 0.000 | 0.000
Median 0.024 | 0.013 | 0.014
Maximum | 1.000 0.993 0.911
Normal Responses
(n*,G) (20,5) | (10,10) | (5,20)
Minimum | 0.000 | 0.000 | 0.000
Median 0.050 | 0.047 | 0.054
Maximum | 0.915 | 0.998 | 0.986
Bernoulli Responses
(n*,G) (20,5) | (10,10) | (5,20)
Minimum 0 0 0
Median 0.119 | 0.130 | 0.144
Maximum | 0.963 | 0915 | 0.968

are given in Table 4.1 on page 100. Note that the sample size used in the importance sampler
is so large that the approximations can be considered exact. These marginal likelihoods give
rise to the posterior model probabilities shown in Table 3.3, accurate to four decimal places.

The posterior model probabilities of Models 1 and 3 are negligible indicating there is strong
evidence of a birthweight effect on the survival probability of a turtle. Model 5 has the
highest posterior model probability which indicates that this birthweight effect is different
for the different clutches.

The Bayes factor in favour of Model 2 over Model 4 is 1.862. This is closer to the equivalent
Bayes factor of Sinharay and Stern (2005) than the equivalent Bayes factor of Sinharay and
Stern (2000) but we have used a formal concept to define our prior distribution for 2.

3.7 Discussion

In this Chapter, we discussed unit information prior distributions applied to the regression
parameters, 3, and the variance components matrix, D, of a GLMM. For the regression

parameters, B, we defined unit information priors based on the integrated and first-stage
likelihoods.

We found that the prior for 3 based on the integrated likelihood was conditional on D and

could not be applied when var(Y;;)g'(4ij)?| g_y u,—o is N0t constant for all j = 1,...,n;. The
fact that the prior is conditional on D is a computational disadvantage if D has an inverse-
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Table 3.2: Coverage rates of the probability intervals for the parameters for the Poisson, normal and
Bernoulli responses for each of the combinations of (n*, G). The nominal rate is 95%.

Poisson Responses
(n*,G) | (20,5) | (10,10) | (5,20)
o3 0.950 | 0.950 | 0.952
B 0.936 | 0.944 | 0.958
72 0.892 | 0.906 | 0.910
V 0.0515 | 0.0740 | 0.0725
Normal Responses
(n*,G) | (20,5) | (10,10) | (5,20)
51 0.938 | 0.940 | 0.948
Ba 0.938 | 0.936 | 0.948
T2 0.916 | 0.874 | 0.912
o? 0.960 | 0.944 | 0.948
V 0.0580 | 0.0755 | 0.0662
Bernoulli Responses
(n*,G) | (20,5) | (10,10) | (5,20)
I3t 0.966 | 0.964 | 0.952
B 0.952 | 0.948 | 0.958
72 0.902 | 0.878 | 0.900
V 0.250 | 0.234 | 0.290

Table 3.3: Posterior Model Probabilities, f((mly) of the five models for the Turtle Dataset having used
the proposed unit information prior distributions.

Model, m Posterior Model
Probability, f(mly)
0.0000
0.3484
0.0013
0.1871
0.4632

O W N =

Wishart prior distribution since D is not conditionally conjugate. We could replace D in the
prior by its prior mean but this is not recommended since the prior variance for 8 would be
heavily dependent on this value.

The unit information prior for 3 based on the first-stage likelihood is independent of D and
can be applied when var(Yi;)g'(14ij)?| 5_m u,—o 18 DOt constant for all j = 1,...,n;. For these
reasons , we prefer the prior for 3 based on the first-stage likelihood. We then defined a unit

information concept prior for D based on the first-stage likelihood.

In Section 3.5, we tested the efficacy and robustness of these default priors with respect to

66



model determination by using simulation studies. We found that using the proposed default
prior distributions would lead to model determination that had behaviour that we desired.
That is, as the true value of the parameter increased the posterior model probability of the
models that contained that parameter correspondingly increased. The default priors seemed
to penalise over complicated models.

Note that the proposed unit information prior for 3 based on the first-stage likelihood is
approximate in the sense that 3 and u; are replaced in the weight matrix in the Fisher infor-
mation by their prior means, m and 0, respectively. We mentioned that 3 could be replaced
by some maximum likelihood estimate, B, resulting in a data-dependent prior distribution.
This approach of replacing 3 by its maximum likelihood estimate is suggested by Natarajan
and Kass (2000) and Gustafson et al. (2006), among others. However, in either case, as noted
by Gustafson et al. (2006), “the weight matrix tends to vary slowly over the parameter space
in most instances”.

For the unit information concept prior distribution for D we also take the approach of replac-
ing B and u; in the weight matrix by their prior means. Again the weight matrix will vary
slowly over the parameter space. The unit information concept prior for D is not unique in
that we have a choice for the parameter p. We chose p = ¢+ 2, so that the mean of the prior
distribution for D exists.

We applied the proposed unit information prior distributions to the models of the Turtle

Dataset and arrived at a model determination conclusion that was similar to those of Sinharay
and Stern (2005) who used a different default prior distribution.
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Chapter 4

Approximating the Marginal
Likelihood for GLMMs

4.1 Introduction

In this Chapter, we discuss the methods of bridge sampling and nested sampling for approx-
imating the marginal likelihood for the particular application to GLMMs. We assume that
the number of models, |M]|, is small enough that using computationally intensive methods
for approximating the marginal likelihood of each model m € M, such as bridge sampling
and nested sampling is practical, or that we have used some other method (see Chapter 5)
to identify a smaller subset, M* C M, of models with high posterior model probability such
that |M*| < |M] is manageable.

4.2 Bridge Sampling

4.2.1 Introduction

In Section 2.2.5 we gave the optimal, iterative bridge sampling approximation to the unknown
integral I = [ g(0)d@ of Meng and Wong (1996) in (2.26) as

1 S i
A1) _ " T anlginaly o
IBS,O = ) (4-1>

1o 1
st Zz:l nHlHi+an(Bt;',o

where ly; = g(0%)/h(0F) for k = H,II, and {0?,...,95}{} and {0?,...,0&} are samples
generated from H and II, respectively. Here II has pdf n(0) = ¢(0)/I and H has pdf h(0).
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4.2.2 Bridge Sampling in Practice

To implement (4.1) in practice, we need to specify the allocation of sample sizes, nH"an, the

initial value, _fggvo, and the probability distribution, H.

Initial Value, Ii5

If we choose fg)gvo = 0, then the first value in the iterative scheme, f}};jo, corresponds to

the reciprocal importance sampling approximation. Similarly, if fj(s(g,o = 00, then fj(sl;,o
corresponds to the importance sampling approximation. Both of these options seem sensible,
and in practice the iterative scheme (4.1) converges very quickly for any sensible starting

value, I 1(90;70.

Probability Distribution, H

Specifying the probability distribution, H, is the most important issue in the practical im-
plementation of bridge sampling. Meng and Schilling (2002) point out how var(Ips o), given
in (2.25), depends on the Hellinger distance, H(H,II) € [0, 1], between H and II defined as

) = 5 [ (Vi@) - ) e
- 1= [ Vi@)(o)e.

= 1- B(H,T),

where B(H,II) = [, +/h(0)7(0)d0 € [0,1] is the Bhattacharyya measure of affinity between
H and II. The Hellinger distance is minimised, and, equivalently, the Bhattacharyya measure
is maximised, when h(0) = m(0), so we require H to ‘mimic’ IT as closely as possible. This
is a direct analogy of how importance sampling, rejection sampling and the independence
sampler all perform best when the sampling distributions H, S, and S, respectively, all
‘mimic’ the target distribution.

Suppose 8 € R*. DiCiccio et al. (1997) suggest taking H to be a normal approximation to II.
If @ does not lie in R¥ then we can take some other probability distribution approximation
to I1. Indeed, Congdon (2003) suggests splitting the model parameters into sets of regression
parameters, variance components, dispersion parameters, etc.

A different approach is warp bridge sampling (Meng and Schilling (2002)) where H = N(0, I;,)

(or H =1t,(0,1;)) and IT is transformed or ‘warped’ to I so that its properties approximately
match those of H. Here t,(0,I;) denotes the k-variate ¢ distribution with v degrees of
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freedom, mean 0 and variance matrix Iy. It has pdf

e o'o] "
hm)_(w(y—z) r (%) [Hv—J ’

for v > 2. If the location of II matches that of H then this is known as Warp I bridge
sampling, if the location and spread match then it is known as Warp II bridge sampling, and
if the location, spread and skewness match then it is known as Warp III bridge sampling. If
H = N(0,1}), then Warp II bridge sampling can be seen as being equivalent to the approach
of DiCiccio et al. (1997). Sinharay and Stern (2005) found that Warp III bridge sampling
provided the most accurate approximations to the marginal likelihood from all of the methods
they assessed (see Section 2.2.7).

[ME

Suppose @ ~ II, where the location and spread of I are g and X = SST. We warp II to II
using the following stochastic transformation

bS~ (0 — ).

where b is Bernoulli () on the sample space {—1,1}. Now the pdf of 1T is

7(0) = 18| [r(u —S6) + 7(p+50)],

~ LS|{g(p —S6) + g(p + S0)]
N Jo 9(6)d6 ’
_g(0)

= [ g(0)de’

where §(0) = 3|S|[g(nr — SO) + g(p + SO)]. Note that the normalising constant of §(8) is

the same as ¢(@). It can be shown that the location, spread and skewness of I match those
of H.

Let {0{{,...,0nHH} and {67,...,0) } be samples generated from H = N(0,I;) (or H =

t,(0,1;)), and II, respectively, then the Warp III bridge sampling approximation is found
by iterating (4.1) until convergence is achieved, where

(r—S6;") + g(n+S67)
2h(67) |

L = |8|2 (4.2)

and

9(61) + (21 — 01)

= B s 0T =)

(4.3)

The p and S can be chosen to maximise the Bhattacharyya measure, B(H, ﬁ), between H
and II. This is equivalent to maximising

ouua::JEmH,J““‘SG**““+Sm | 4)

h(8)
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For most cases (4.4) will be analytically intractable. Meng and Schilling (2002) suggest
generating {04, ..., 0,,} from H and maximising the sample average

P )

o(p,S) = @ Z 9(p — Sei;(;?(ﬁll +56,)

to find p and S. For high dimensional problems that are typical for GLMMs, maximising
o(w,S) will be infeasible. Sinharay and Stern (2005) state that “empirical studies suggest
good estimates of I even for suboptimal choices of warping transformation”. They suggest
taking g to be the mean or mode, and 3 to be the variance or curvature matrix of II.

To summarise, we now present the two different approaches to finding a bridge sampling
approximation to I when 0 € R*.

DiCiccio approach

1. Generate {0}, ...,0) } from II.

2. Find approximations to g and ¥ = SS”, the mean/mode and variance/curvature
matrix of II, respectively.

3. Set H = N(p, X) and generate {07, ..., 0% } from H.

4. Tterate (4.1) until convergence where Iy; = ¢(8%)/h(0F) for k = H,II.

Warp III bridge sampling approach

1. Generate {67, ...,0) } from II.

2. Find approximations to g and ¥ = SS”, the mean/mode and variance/curvature
matrix of II, respectively.

3. Set H=N(0,I;) (or H =1,(0,1;)) and generate {67,...,0. } from H.

4. Iterate (4.1) until convergence where ly; for k = H,II are given by (4.2) and (4.3).

What is clear from the approaches of DiCiccio et al. (1997) and warp bridge sampling is
that we need to have some information about II in order to construct H or to warp II, e.g.
approximations to the mode and curvature, or mean and variance. We feel that finding the
mode and curvature at the mode by maximising log g(0) and evaluating the Hessian matrix
of log g(0) at the mode, respectively, will not fully describe II, especially when II is the
posterior distribution of a GLMM. We use an approach of Sinharay and Stern (2005) who
generate a preliminary MCMC sample from II and then use this to set p to be the sample
mean and ¥ = SS” to be the sample variance matrix. This approach of using a posterior
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sample to gain information about the posterior distribution is also recommended by Gelfand
and Dey (1994) and Congdon (2003). We investigate this issue of preferring the sample mean
and variance over the mode and curvature in Section 4.6.

A naive approach would be to use the sample statistics from {0111, ...,OEH}, i.e. the same
sample from II used in the bridge sampler. This appears to lead to an underestimation of
I. We noted in Section 2.2.5, if H is independent of {6, ..., OEH}, then bridge sampling

overestimates I but it appears that if H is dependent on {6, ..., OEH}, then bridge sampling
underestimates I.

Consider the following example where II is the univariate uniform distribution. Here, 6 does
not lie in R but this example allows us to show, analytically, that dependence between H
and the sample generated from II leads to underestimation of I. Suppose ng = nip = n, and

that IT is UJ0, a], therefore
1, f0<6<a,
9(0) = {

0, if otherwise,

and I = a. We generate {01, ..., 6"} from U[0,a] and set H to be U[0, 0] where 8", is some
estimate of a based on {61!, ...,6M}. Therefore,

L oifo<h <ot
h(f) =< o’ -
(6) { 0, if otherwise.

él’[

Now in the bridge sampling approximation (4.1), ly; = éHI(QfI < a) and lyy; = T

SO
the optimal, bridge sampling approximation is
1 " 1(0H <a)
~ Z% 1 9H1(9H<a)+l
Ipso = 1

1
Zl 1 <I(0H<9H) + [>
H 1
éH Zl 1 (9 )9H+I
1 Y
> i I(QZHSQ ) 5T
H Zz 1 (QH < CL)
S IO < 0m)

where {07, ...,07} is a sample generated from H = U[0,0"]. Note that, the —fgg,o that
appear in the numerator and denominator of the bridge sampling approximation cancel for
this problem and /g is non-iterative.

We choose two alternatives for 6™: 61 = max;—; {6}, i.e. the maximum likelihood
estimate of a which is biased, and éH = ”+1 max;—;_,{0"'}, i.e. the adjusted maximum
likelihood estimate of a which is unbiased. Denote the brldge sampling approximations to [
that result from the two alternatives, 9H and 62 cas | Bs,01 and I BS,0,2, Tespectively, then

N

11
IBS,O,I - Ql )

and .
Ipsos = —Z[ (07 < a).

72



We can use standard results on the distribution of a maximum to show that

. 1
E(IBS,O,l) = (1 — ) a.

n+1

For E(Ips,0.2), first note that
E(lpsos) = E ( (IBSOQWI . .,0}})) ,
— E (0P <a)).
E (mln(Gg, a)) )

Again, using standard results on the distribution of a maximum and a simple transformation

of variables, we find that ég has pdf, fég (0) = %, for 0 <6< ”Tﬂa. Therefore,

E(lpsoz) = B (min(d},a)),
n+1

_ / 0 f3p (9)d0 + a/nafég(é)de
0 a

Now E(]ABS’OJ) < a for finite n and 7 = 1,2. So, for this problem, a naive use of bridge
sampling leads to an underestimation of I by O(2).

We can generalise the above result into k& dimensions. Suppose II = UJ0, a], where a =
(ai,...,ax)T, i.e. II is uniform on the k-dimensional cuboid, G = [0, a1] X [0, as] X ... X [0, az],
defined by the points 0 and a. Therefore,

1, if0ed@,
g(9)={ :

0, if otherwise,

and I = [[%,a;. We generate {6, ...,0"} from IT and set H = U[0,0] where § =

Jj=1
R R T .
(O HENT = ("“ max{6" "}, ...,”T“max{ﬁzn(k)w and 61" is the jth element of
0!'. Therefore,

j=1
J :7 if Otherw 'ISG.

It can be shown that i
. 1 . n
Ipso=—|[0"" > 1(6)
itae

and that

n" kE
B (fnso) = (“W) |1

J=1

B (1 (o +n:>"+1)kf’
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Therefore in k dimensions, naive use of bridge sampling results in an underestimation of 1
by O(%)

Obtaining analytical results, as above, for non-trivial cases is difficult so we rely on a simu-
lation study. For the simulation study ng = nyg = n and we use, for II, the k-variate normal
distribution, N(0,I;), with mean 0 and variance matrix I;. Here

and I = (27)%. We generate two samples, {6Y, ..., 6"} and {6'", ... 0™}, from IT = N(0, I,
and set g and ¥ = SS” to be the sample mean and sample variance matrix of {87, ..., 6"}
We compute four approximations to I:

1. The Naive DiCiccio Approach, {67, ..., 05} is used in the bridge sampler as the sample
from II and is therefore not independent of H.

2. The Naive Warp III Bridge Sampling Approach, {8, ...,0} is used in the bridge
sampler as the sample from II and is therefore not independent of the warping trans-
formation. We use H = N(0, I;).

3. The Non-naive DiCiccio Approach, {81, ...} is used in the bridge sampler as the
sample from II and is therefore independent of H.

4. The Non-naive Warp III Bridge Sampling Approach, {01, ..., 8} is used in the bridge
sampler as the sample from II and is therefore independent of the warping transforma-
tion. We use H = N(0, I).

We choose six different values for k, namely 1,2,5,10,50 and 100. For k£ = 1, we ap-
proximate [ for n € {10,20,...,190,200}, for k£ = 2, n € {20,40,...,380,400}, for k = 5,
n € {50,100, ...,950,1000}, for £ = 10, n € {100,200, ...,1900,2000}, for & = 50, n €
{500, 1000, ..., 9500, 10000}, and for £ = 100, n € {1000, 2000, ..., 19000, 20000}. For each
value of n we repeat the approximation 10000 times, with different samples from Il and H
for each repetition. Figure 4.1 shows the mean of the relative approximation, I Bs.0/I, over
the 10000 repetitions plotted against n for the six different values of £ and the four different
approaches.

Figure 4.1 shows that the naive approaches underestimate I for both the DiCiccio and Warp
IIT approaches. This underestimation appears to be asymptotically zero. The non-naive
approaches do not lead to any such underestimation. The non-naive approaches should lead
to overestimation of I, which is asymptotically zero, but this overestimation is negligible
when compared to the underestimation caused by the naive approaches. For k > 1, the
results from the simulation study seem to concur with the analytic results, with a k-variate
uniform II, that the underestimation is O(%).

We can conclude from the simulation study, that we cannot use the same sample to construct
H or to warp II as we use in the bridge sampler. However, the non-naive DiCiccio and Warp
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Figure 4.1: Mean of the relative approximation over the 10000 repetitions plotted against n for the six
different values of k£ and the four different approaches.
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I1T bridge sampling approaches require more computational effort since we need to generate
two samples from II.

Warp III bridge sampling requires no extra sampling effort over the DiCiccio method and
is reported by Sinharay and Stern (2005) to provide more accurate approximations. For
these reasons we focus on the Warp III bridge sampling implementation over the DiCiccio
approach.

We consider the following scenario: we can generate a sample of size N from each of II and
H, denoted {07, ...,0%} and {87, ..., 0%}, respectively. Our present problem is to find how
to allocate the {6, ...,0%} to find p and S as well as to use in the bridge sampler. We
consider two strategies and assess their performance using the mean squared error of the
relative approximation from a simulation study.

Proportion Strategy

We use a proportion, p € (0,1), of the sample from IT with which to warp II and the
remainder is used in the bridge sampler. We use the whole sample from H in the bridge
sampler. Therefore, ny = N and njy = N — [pN]. Denote this approximation to I as _fg ;707
for a particular value of p. The algorithm for the proportion strategy is
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1. Generate {07, ...,0%} from the target distribution IT and {01, ..., 0%} from H.

2. Let np =N — [pN] and ny = N.

3. Let p and ¥ = SS” be the sample mean and variance of {Hgn 1y ON}, Tespectively.
4. Compute lpg; using (4.2) for i = 1,...,ny and lyy; using (4.3) for i = 1,...,nq.

5. Find I}, using (4.1).

Split Strategy
We split {07, ...,0%} into two unique, equally sized samples denoted by {0{[(1), ...,OEF(II)}

and {0?(2), ...,9%2)} where nip = &. We do the same with the sample from H to form

{67, ...,an(l)} and {87 ...,0511(2)} where ny = ny = 4. The approximation fg;,o is

found by using {9?(2), o 05&2)} to find p and S, and using the samples {9111(1), o 0%1)} and
{67 Ofn(l)} in the bridge sampler. Likewise, ff;;’o is found by using {61, ..., 0%1)} to

find g and S, and using {67, ...,Ogr(f)} and {67 ...,Ofn(z)} in the bridge sampler. The

two approximations are then combined to form f,%jg or [Aj(;;’%), where the A or the G is used

to denote whether f}};’o and fg;o have been combined using the arithmetic or geometric

mean, respectively.

The algorithm for the split strategy is:

—_

. Generate {07, ..., 0%} from the target distribution IT and {0, ..., 8%} from H.
2. Let nag=nyg = %
3. Let p and ¥ = SS” be the sample mean and variance of {87, ..., GEH}, respectively.

4. Compute ly; using (4.2) for i = ny +1,..., N and Ip; using (4.3) for i = ng + 1, ..., N.

5. Let —fg;,o be the final value of the following converged iterative scheme

ST s
j(t+1) . i=nptl nanH-nHIgé’O

i=n+1

nnlniJrang?g’o

6. Let o and 3 be the sample mean and variance of {OEH s 0%}, respectively.
7. Compute ly; using (4.2) for i = 1,...,ny and Ip; using (4.3) for i = 1, ..., ny.

8. Let [Agé,o be the final value of the following converged iterative scheme

= #(t
sy _ = gl
BS,O0 — Znn 1

i=1 7(t)

nlmit+nalps o
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~

S, A ~(1 2(2 2(8,G 1 7(2
9. Let I;(Bso) =3 (I(Bg‘,O + Iz(ag',o) and IJ(B’S,O) = I(Bg',OIJ(Bg',O

In the simulation study we will also assess whether to use H = N(0,1;) or H = t,(0, ).
Sinharay and Stern (2005) used v = 4 and we will do so also. They found that for Warp II
bridge sampling using a t-distribution over a normal distribution for H led to an improvement
in accuracy. However, they concluded that this was not the case for Warp III bridge sampling.
Sinharay and Stern (2005) believed that this was the case due to a t-distribution having more
overlap, and therefore higher Bhattacharyya measure, with the still skewed II, under the Warp
IT approach.

We consider four different target distributions:

1. TI; = N(14,2I;), i.e. the k-variate normal distribution with mean 1, and variance
matrix 2I;, where 1, denotes the k x 1 vector of ones.

2. Il = C(1y), i.e. the k-variate non-central Cauchy distribution with location 1. This
is a special case of the k-variate non-central t-distribution with mean 1; and one degree
of freedom. This distribution is heavy-tailed.

3. I3 = L(0,1), i.e. the k-variate logistic distribution with mean 0 and scale matrix Ij.
This distribution is formed from k& independent logistic distributions with mean 0 and
scale parameter 1. This distribution is heavy-tailed.

4. T, = LG(14,41y), i.e. the k-variate log gamma distribution with shape parameter 1,
and scale parameter 41;. This distribution is formed from k independent log gamma dis-
tributions with shape parameter 1 and scale parameter 4. This distribution is skewed.

We generate samples from II and H of size N and calculate fg;o for each p in {0.05,...,0.95}
as well as [! SO) and ]B*gs%) We repeat this 100000 times for H = N(0,1;) and H = t,(0,I;).
We choose k = 1,5 and 10. For k£ = 1, we use N = 1000 and 10000. For k =5, N = 2500

and 10000. For k = 10, N = 5000 and 10000.

Figures 4.2, 4.3, 4.4 and 4.5 show the relative mean squared error of I, (o) B30 Plotted against
p for IIy, Ily, I3 and Il4, respectively, for the different values of k£ and N. Also shown on
the plots is the relative mean squared error of Iéss%) We found no improvement in accuracy

from using the geometric mean over the arithmetic mean in the split strategy approach.

The first conclusion to draw is that typically using N(0, I) for H appears to outperform using
t4(0, 1)) with respect to minimising the relative mean squared error for all target distributions
except the Cauchy distribution. Even in these cases, the relative mean squared errors are
very similar when using H = N(0, I;) compared to H = t4(0, ).

The optimal value of p with respect to minimising the relative mean squared error is heavily

dependent on II, H, kK and N. When the target distribution is normal and H is also normal
then the optimal p is large suggesting we should use the vast majority of the sample from II to
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Figure 4.2: Relative MSE of IA,(;&,O plotted against p for the IT; = N(1g, 21;) target distribution with the
relative MSE of féséjg.
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find g and S. In this case, the distributional family of H and II is identical, so by increasing
the accuracy of the approximations, g and S, we increase the Bhattacharyya measure towards
1 and therefore decrease the variance of the bridge sampling approximation.

However, when the target distribution is Cauchy and H is normal, the optimal p is small
indicating that we need to use the vast majority of the sample from II in the bridge sampler.
For the logistic and log-gamma target distributions, the optimal p appears to lie in the
interval (0.1, 0.3).

It appears that a p that is optimal for one type of target distribution can be disastrous for
another type of target distribution.

In practice, posterior distributions are asymptotically normal and are approximately normal
for large sample sizes so it follows that using a large value for p could be a sensible approach.
However, as mentioned above this can be disastrous. A conservative choice would be use
p = 0.5, as this value seems to perform well for most scenarios.

Alternatively, consider the split strategy with the arithmetic mean. This strategy typically

outperforms the proportion strategy for any p except when the target distribution is normal
and in this case it performs close to the proportion strategy with optimal p.
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Figure 4.3: Relative MSE of f,gpg,o plotted against p for the Iy = C(1j) target distribution with the
relative MSE of féséjg.
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Therefore our recommendations are to use N(0,I;) as H and to use the split strategy with
the arithmetic mean.

Allocation of Sample Sizes

With regards to the allocation of sample sizes, these are set by the strategy we have adopted
from above and the relative ease of generating from the distributions H and II. We have
assumed that the two distributions, H and II, are equally easy to generate from, although
this may not be the case in practice. If it is easier to generate from H, then we can use

unequal sample sizes of n;, = %Nk, where N, is the size of the sample generated from k, for
k= H,II.
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Figure 4.4: Relative MSE of fggo plotted against p for the I3 = L(0,1I;) target distribution with the
relative MSE of féséjg.
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4.2.3 Summary

We summarise this Section by presenting the bridge sampling algorithm that we found best
approximates [ with respect to minimising the mean squared error.

1. Generate a sample, {011], ...,O%H}, of size N from the target distribution, II, and a
sample, {01, ...,OﬁH}, of size Ny from H = N(0,I;).

2. Let nmo = %NH and ng = %NH
3. Let p and ¥ = SS” be the sample mean and variance of {87, ..., GEH}, respectively.
4. Compute ly; using (4.2) for i = ny+1, ..., Ny and lyy; using (4.3) for i = nyy+1, ..., Np.

5. Let j}%,o be the final value of the following converged iterative scheme

1 \Nu i
Ft+1) nH i=np+1 nHle'-l-nH[g)S,o
BS,O0 — 1 ZNH 1

i S~i=nn+l nHlHi‘i’ang?S',O
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Figure 4.5: Relative MSE of IAJ(B,’);O plotted against p for the 11y = LG(1y,41;) target distribution with the
relative MSE of féséjg.
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6. Let p and & = SS” be the sample mean and variance of {BEH s O%H}, respectively.
7. Compute lg; using (4.2) for i = 1,...,ny and I; using (4.3) for i = 1, ..., ny.

8. Let fj(;;,o be the final value of the following converged iterative scheme

1 ng lHi
>t [0

j(t+1) o nH 1 nHle+77/H BS,0
BS,O & 1 Znn 1
I TN H BS,0

~(5,A ~(1 ~(2
9. Let 1(35,0) =3 (I(B:'Z‘,O + ]1(9;,0)-

4.3 Nested Sampling

4.3.1 Introduction

We introduced the basic idea of nested sampling in Section 2.2.5. A key feature of nested
sampling is the requirement to generate from H|L(6) > L(6;), i.e. the distribution H
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constrained to the region where L(0) > L(6;). Exact generation from this constrained
distribution is typically an intractable problem.

Skilling (2006) proposed the use of p MCMC steps at iteration ¢ with H|L(0) > L(0;) as

the stationary distribution and with one of the N — 1 elements of @ES) as the initial value.
Chopin and Robert (2009) point out that if this method is used then their central limit
theorem result is invalid since the stationary distribution changes at each iteration. They go
on to say that nested sampling based on MCMC could be interpreted as an approximation
to ideal nested sampling.

An alternative approach is to generate a sample from H and then to subsample those values
that satisfy L(0) > L(0;). However, this will become increasingly inefficient as L(6;) becomes
close to its maximum.

In the next Section, we discuss an extension of nested sampling called nested importance
sampling which allows exact generation from the constrained distribution.

4.3.2 Nested Importance Sampling

First, suppose we are interested in evaluating
I = / s(8)L(6)h(0)d0,
®

for some function, s(@), and for any positive function, L(@). Chopin and Robert (2009) show
that we can use the following nested sampling approximation

m

Lins = Y (e” 0DV — e N)L(0;)5(6)),

i=1

where the 6;’s are the same as would be used to approximate I, = [ L(0)h(6)d6, i.e.

at iteration 4, 6; = arg min{L(0;), ..., L(0;x)}, and we are still required to generate from
H|L(6) > L(6,).

Now, suppose s(0) = Z(Z()Z)(O) = é(—z;, then Iy = I = [, g(0)d0 and the nested importance

sampling approximation to [ is

Iyis =Y (e "IN —em/NYL(8;).

=1

We have a choice of the function L(@). If we choose L(8) = L(8), then we have the basic
nested sampling method from Section 2.2.5.

Suppose H = N(u, ) and

L(0) = M(6 — p)"'=7(6 — p)),
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where \() is any decreasing function. In this case, Chopin and Robert (2009) show that
the approximations to the U~1(z;)’s can be error-free. In nested sampling, we approximate
U~1(x;) by L(8;) but we can now do this exactly. If ¥~1(z;) = L(8;), then

v o= 0 (E(BQ) :
= P(L6)>L(6)).
= P((0—p)'E=(O0—-—p) <0, —p)''="10;,—p),

since A() is a decreasing function. Therefore z; = F)2 ((0; — w)™=71(0; — p)), where Fe()
is the distribution function of the xj distribution. Let ¢; be the z;th quantile of the X7
distribution, then ~!(z;) = L(0;) if and only if

g = (0; — )" T7HO; — ).

This can be achieved if

0, - \/@SV

+ K,
vy
where v ~ N(0,I;). We are sampling €; uniformly over the ellipsoid that contains x; of the

mass of H.

Chopin and Robert (2009) suggest setting p and 3 to be the mode and the negative inverse
of the Hessian matrix of log g(@) evaluated at the mode, respectively. As is the case for
bridge sampling, we feel that the mode and curvature do not give us sufficient information
about II. However, as is the case for bridge sampling, we may assume that we have a sample
of size Ny from II, and we can set p and ¥ to be the sample mean and variance matrix,
respectively.

The nested importance sampling approximation to I = f@ 9(0)d@ is then found using the
following algorithm:

1. Generate a sample of size Nyj from II. Set pp and ¥ = SS” to be the mean and variance
matrix of this sample, respectively. Set ¢ = 1 and ]1(\}1)“5 = 0. Choose N.

2. Generate v ~ N(0,I) and set

gi:@

+ W,
viv

—i/N

where ¢; is the e quantile of the x? distribution.

3. Let

~Gi+1 ~(3 —(i— —i 9(92‘)
Iz(v}rs): J(V)Is+(€ (NIN 7t/ (6,)

>

where h() is the pdf of H = N(u, X).

4. Repeat steps 2. to 3. until In1s has converged.

83



The value N is a tuning parameter which when increased will result in an approximation
with greater accuracy but an algorithm that will take longer to converge and thus will have
greater computational expense.

Note that we can choose H = t,(u, %), for v > 2, and

£0) = ({0 - w10 )

where A() is any decreasing function, and Y = “-23. In this case our approximations to the

U—1(x;)’s are error-free if
_ VGqkRv n

T

0;

?

A%

where v ~ N(0,1;), Y = RR”, and ¢; is the z;th quantile of the Fy, distribution.

A%

The algorithm for the t-distribution nested importance sampling algorithm is:

1. Generate a sample of size Ny from II. Set p and 3 to be the mean and variance
matrix of this sample, respectively. Set + = 1 and [ ](\25 = (. Choose N and v > 2. Let
Y = 22% and R be such that ¥ = RR".

v

2. Generate v ~ N(0,I) and set

_ VGkRv .

vIiv

0;

Y

where ¢; is the e/ quantile of the Fy, distribution.

3. Let

~Gi+1 ~(3 —(i— —i g(oi)
D = g+ (o — 28,

>

where h() is the pdf of H = t,(p, ).

4. Repeat steps 2. to 3. until Inis has converged.

4.4 Comparison of bridge and nested sampling

In this Section we undertake an empirical comparison of bridge and nested importance sam-
pling. From first appearances, what is required for our implementations of bridge sampling
and nested importance sampling are quite similar. Both methods require a sample of size
Ny1 to be generated from II, and then both methods require a sample from N(0, I1). For this
reason, we can try to compare the two methods having equated their computational expense.

However, we need to be careful. The main source of computational expense for both methods,
after generating samples from II and H, is evaluating the function g(). Suppose we have
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generated a sample of size Ny from II and after running the nested importance sampling
algorithm, it converges after W iterations. This algorithm will have required a sample of
size W to be generated from N(0,I;) and W evaluations of ¢g(). Suppose we then use
bridge sampling using the split strategy recommended in Section 4.2 where nyy = %NH and
ng = %W, using the same sample of size W from N(0,I;) that was used in the nested
importance sampling algorithm. This will require a total of 2Ny + 2W evaluations of g().
Instead, we will compare nested importance sampling with W iterations to bridge sampling
with at most W evaluations of g(). To do this we set ny = ny = ['s-]. We will also use this
empirical study to compare nested importance sampling with H = N(0,I;) against nested
importance sampling with H = t4(0, ), using the same sample of size Ny from II.

We consider four different target distributions:

1. I}y = N(14,2I;), i.e. the k-variate normal distribution with mean 1, and variance
matrix 2I.

2. I, = L(0,1;), i.e. the k-variate logistic distribution with mean 0 and scale matrix Ij.

3. I3 = t,(1x, R = 1), i.e. the k-variate non-central t distribution with location 1, scale
matrix I and v degrees of freedom. This distribution has variance —*51I; if v > 2 and
is undefined if otherwise. Note that as v — oo, this distribution approaches N(0, I ).

4. T, = LG(aly, 40001;), i.e. the k-variate log gamma distribution with shape parameter
al, and scale parameter 41,. Note that this distribution becomes closer to a normal
distribution as a grows large.

We consider two different values for N for nested importance sampling, i.e. N = 100 and
N = 1000, and three different values for k, i.e. £k = 1,5 and 10. We generate a sample of
size N = 100N from II. We then find the nested importance sampling approximation to
I which uses W iterations (with a maximum of Ny) and a sample of size W from N(0, I).
This is denoted [ Ni1s1i- We then compute the bridge sampling approximation to I with
np = ny = [%] with at most W evaluations of g(). We acquire our samples of size 2ny
from IT and N(0,I;) by randomly subsampling from within the existing samples from II
and N(0,I;). This is denoted by Ipsi. We also compute the nested importance sampling
approximation with H = t4(0,1;), denoted Inrso.

In addition we compute the bridge sampling approximation with ny = %NH and ng = %,

denoted I BS2.

We compare the four different methods using boxplots of the relative approximation, I /1.
Figures 4.6 and 4.7 show these boxplots for the different methods and the different values of
k and N for I and Il3, respectively. Figures 4.8 to 4.13 show the boxplots for Il for the six
different combinations of £ and N, respectively. The boxplots of the relative approximation
are plotted against different values of v > 2. Figures 4.14 to 4.19 show the boxplots for I1,
for the six different combinations of £ and N, respectively. The boxplots are plotted against
different values of o on a non-linear scale.
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lf‘igure 4.6: Boxplots of the relative approximation for IT; = N(1y,2I) for the four methods Inisti, Ipst,
Inis2, and Ipga.
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Figure 4.6 shows that if the target distribution is normal, then nested importance sampling
with H = N(0, ) outperforms bridge sampling with the same number of evaluations of g().
For other target distributions, nested importance sampling with H = N(0, I) underestimates
I. We see from Figures 4.8 to 4.13 when the target distribution is t, (1, R = Ij) and from
Figures 4.14 to 4.19 when the target distribution is LG(aly,41), that this underestima-
tion decreases as the target distribution becomes closer to a normal distribution. It is also
apparent that this underestimation tends to zero as N — oo.

On the other hand, nested importance sampling with H = t,(0,I;) overestimates I when the
target distribution is normal. We see from Figures 4.8 to 4.13 that when the target distri-
bution is t4 then nested importance sampling with H = t,,(0,I;) produces an approximation
to I with no bias. Generally though, as the target distribution becomes closer to a normal
distribution the overestimation of I by nested importance sampling with H = t,(0, I;) tends
to the amount seen when the target distribution is normal.

As expected, bridge sampling using the same number of values generated from II and H as

nested importance sampling with H = N(0, I;) outperforms bridge sampling using the same
number of evaluations of g() as nested importance sampling with H = N(0, I).
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lf‘igure 4'7i Boxplots of the relative approximation for IIy = L(0,1I;) for the four methods jNISl, fBSl,
Inis2, and Ipga.
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In conclusion, nested importance sampling with H = N(0, I,) performs very well when the
target distribution is normal. In fact, in this case, it outperforms bridge sampling using the
same number of evaluations of g(). When the target distribution is non-normal, it appears
to underestimate I, although this underestimation decreases as N increases. If the target
distribution is approximately normal than this underestimation may be small enough to
ignore. Posterior distributions are approximately normal for large sample sizes. However, it
would appear that bridge sampling provides a more robust alternative.

We now explore our implementation of nested importance sampling to gain some insight into

the underestimation. Consider a one-dimensional example where the target distribution is
IT = N(0,1) and H = N(u, 1). Let g(0) = \/%exp (—%) and therefore I = 1. The nested
importance sampling approximation is

e =32 (o0 () =0 () 6

i=1

where 0; = AT i, v ~ N(0,1) and g; is the exp (—ﬁ

|v]

) quantile of the x? distribution. The
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Eigurg 4.8: Boxplots of the relative approximation for II3 = t, (1, R = I) for the four methods Inist,
[BSL IN]SQ, and [BSQ, for k =1 and N = 100.
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i1 i 9(60)
= exp | — —exp | —— E(E )
Z( p( N) p( N)> ( n(o:)|"
i=1
Using the fact that
9(0:) ?

oy = oo (v - ).

) = g (15 ) lexpliey@) + expl-nv). (45)

we find that

9(0;)
. (h(en
9(0:)

If 1 is known to be 0, i.e. has been found deterministically then E (h(e-)

,u) = 1 and

E (fNIS) = I = 1. Therefore, in this case, nested importance sampling is unbiased. However,

suppose we cannot find p deterministically and so approximate it stochastically by letting
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Eigurg 4.9: Boxplots of the relative approximation for II3 = t, (1, R = I) for the four methods Inist,
[BSL IN]SQ, and [BSQ, for k =1 and N = 1000.
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be the mean of a sample of size Ny from II. Note that y ~ N (O, NLH> and that E (%

in (4.5) can be written as M>
E (ZEZ% u) = %eXp (%) [exp (—%(u - \/@2) + exp (—%(u + @)2)} ,

and by using the fact that Ni(pu—./g;)* and Ni(p+,/g;)? have the same distribution, namely
the non-central x? distribution with non-centrality parameter ¢; Ny, we find that

2 (i) = g (o (3) 1) S (st - ) 00

Figure 4.20 shows a plot of E(fNIS) from (4.6) against N for three different values of Ny, i.e.
100,1000,10000. This shows that nested importance sampling underestimates I even when
the target distribution, II, is normal. However, this bias is asymptotically zero with respect
to N and Np. This bias is negligible for moderately large values of N and Ny and this is
why we did not notice any bias for N = 100, 1000 and Ny = 10000, 100000 in Figure 4.6.
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lf‘igur(? 4.10: Boxplots of the relative approximation for Il3 = t, (14, R = I;) for the four methods Inist,
[BSL IN]SQ, and [BSQ, for k =5 and N = 100.
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It would appear that there are two mechanisms that are driving the underestimation of I
by nested importance sampling: 1) non-normality of II, and 2) approximating g and 3 for
H = N(u,X) by sample statistics from a sample generated from II. Chopin and Robert
(2009) found that nested importance sampling with small values of N underestimated I for
non-normal distributions when g and ¥ were found deterministically. In Section 4.6, we find
that nested importance sampling, when g and 3 are found deterministically, underestimates

I, even for large values of N when the target distribution is the posterior distribution of a
GLMM.

Our conclusion from this Section, is that bridge sampling is the more robust method for
approximating /.
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Eigurg 4.11: Boxplots of the relative approximation for Il3 = t, (14, R = I;) for the four methods Inist,
[BSL IN]SQ, and [BSQ, for k =5 and N = 1000.
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4.5 Application to GLMMs

In this Section we describe how bridge sampling or nested importance sampling can be applied
to approximating the marginal likelihood of a GLMM. The discussion of the two methods in
the previous Sections relied on the model parameters lying in R¥. It is easy to transform the
parameters of a GLMM so that they lie in R¥. Note that for the parameters of a GLMM,
B eRP, uec R DeP!and ¢ € RT, where P? denotes the set of all ¢ x g positive-definite
matrices and R™ denotes the set of positive real numbers. We need transformations, ¢;() and
t5(), such that v = #,(D) € R29+D) and w = t5(¢) € R, where 8 = (8, v,w)T € Retaa(at)+1,
For t,(), we use the Cholesky decomposition D = I'T”, where T is a lower triangular matrix
such that

v
611
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Eigurg 4.12: Boxplots of the relative approximation for Il3 = t, (14, R = I;) for the four methods Inist,
[BSL IN]SQ, and [BSQ, for k = 10 and N = 100.
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If U = (V11, Y12y ooy Vigy V22, ooy Vagy ooy Vaq) | € R24@) | then D is guaranteed to be positive-
definite. Using, for example, Muirhead (1982, Theorem 2.1.9), the Jacobian of this trans-
formation is dD = 27[[{_, exp (vkx(q +2 — k))dv. For t5(), we use the transformation
¢ = exp(w) with Jacobian d¢ = exp(w)dw. If w € R, then ¢ € RT.

Now the vector of transformed parameters 8 = (3,u,v,w)? € Rp+CatzalatD+l
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Flgure 4.13: Boxplots of the relative approximation for Il3 = t, (14, R = I;) for the four methods Inist,
[BSL IN]SQ, and [BSQ, for £k = 10 and N = 1000.
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The marginal likelihood for model m € M is

RTINS
fmn(Wm| D) fin (8o Dy ¢)d3,,d 0, dD,,d oy, (4.7)

/ 1 fm<y|ﬁm7u7rwewm)fm(um“‘—‘mrg;)fm(ﬁ'm?Fmrﬁ’ewm)7
RPm+GQm+7¢1m(¢Zm+1)+1

dm
Qm pwm H ermiram+2=kK)q3 - du,, dv,,dwp,,
k=1

/p +Gam+%q (gm+1)+1 gm(ﬂm, um’ Vm’wm)dﬂmdumdymdwm7 (48)
R m m j m m

where

m(ﬁm? um7 Vm7 wm) =
qm

fm(Yle, U, ewm)fm(um|rmrg;>fm(/6m7 I‘mI‘ZZ, e(Um)queé,Um H eVm. ki (am+2-k)
k=1
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Figure 4.14: Boxplots of the relative approximation for Iy = LG(al,41;) for the four methods Inist,
[BSL IN]SQ, and [BSQ, for k =1 and N = 100.
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To generate a sample from 3,,, Wy, Vi, wi|y we generate a sample from 3,,, Wy, D, G|y
and then transform. Due to the way WinBUGS works, this is typically more convenient
than trying to generate a sample from (3,,, Wy, Vi, wi|y directly. Also, if m is a model of
interest, then a sample from 3,,, W, Dy, & |y will be easier to interpret than a sample from
By Wiy Vi, Wi |y, for inferential purposes.

The expression (4.7) for the marginal likelihood of a GLMM can be used with any prior
distribution for the parameters, 3,,, D,, and ¢,,. However in Section 1.2.3, we decomposed
the pdf of the prior distribution as

fm(:wa D, ¢m> = fm(ﬁm’Dwm Qbm)fm(Dme)fm(Qbm)

Furthermore, it is computationally advantageous if the prior distribution for 3,, is indepen-
dent of D,,,. The unit information prior distribution for 3,,, proposed in Chapter 3, has such
a property. In this case, the pdf of the prior distribution can be decomposed as

fm(lgm7 D, ¢m) = fm(ﬁm|¢m)fm(Dm|¢m)fm(¢m)
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Eigur(? 4.15: Boxplots of the relative approximation for Ty = LG(aly,41;) for the four methods Inist,
[BSL IN]SQ, and [BSQ, for k =1 and N = 1000.
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Therefore, the expression (4.7) for the marginal likelihood can be simplified as

) = [ 1Bt ) (D)
Bl ) oDy 61:) (6,008,010, 1D

R+ JRGam JRPm

Pam

If the prior distribution for D,,,|¢,, is the inverse-Wishart distribution, IW (py,, R (¢m)), with
shape parameter, p,,, and scale matrix, R,,(¢,,), which depends on ¢,,, if it is unknown, then
the integral
fm (WD) firn(Din| @ )dDiy
Pam

is analytically tractable as

Ty, (2259) 1 R (¢m)| 5"
fm(um|Dm)fm(Dm|¢m)dDm = ( p?ﬂ ) Gam ‘ (G )l
Pam. L., (7) T2 [Rpn(dm) + Zi:l umiuz;n'

pm+G
2
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Figure 4.16: Boxplots of the relative approximation for Iy = LG(al,41;) for the four methods Inist,
[BSL IN]SQ, and [BSQ, for k =5 and N = 100.
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where
—k
PQm( ) - 7T4qm(Qm 1 | | F (a+ ) )

is the multivariate gamma function. Therefore, the marginal likelihood is

- [ | / q’”p_wizm P (1B s 61) (Bl )

Rou(6m)| %
R (%HZ L1 Wil

e Jon(0m)dB, duyden,.
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Figure 4.17: Boxplots of the relative approximation for Iy = LG(al,41;) for the four methods Inist,

[BSL IN]SQ, and [BSQ, for k =5 and N = 1000.
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Using the transformation w,, = e®", we find

where

Qn

R ()
R (€“m)+zz— mlu

= / gm(ﬁma Uy, wm)d/@mdumdwma
Rpm+Ggm+1

) = ] / q’"%;@mfm(ywm,um ) i Ble)
&

pm+G fm(ewm )ewm dﬁmdumdwma
2

m< )

o () T8
R, ()|

Ro(en) + ¥ u,ul,

Fn (Y18 Wy €7) frn (B ™)

m(ﬁma Uy, Wm) =

Pm+G fm(ewm)ewm'
2

The unit information prior for D,, proposed in Chapter 3 is an inverse-Wishart prior dis-
)
tribution with pym = gm + 2 and Ru(ém) = G (zfi X Zml-W,-,m,oZmO . Note that Wm0
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Eigur(? 4.18: Boxplots of the relative approximation for Ty = LG(aly,41;) for the four methods Inist,
[BSL IN]SQ, and [BSQ, for k = 10 and N = 100.
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depends on ¢,,, if it is unknown.

The marginal likelihood is now a (p,, + Ggn + 1)-dimensional integral which we can ap-
proximate using bridge sampling. The function g¢,,(3,,, Wn,wn) is the pdf of the marginal
posterior distribution, 3,,, Wy, wn,|y. To obtain a sample from this distribution, generate a
sample from 3,,, w,,, Dy, ¢y, discard the D,,’s and transform the ¢,,.

We noted in Section 4.4 that nested importance sampling with H = N(u, X) typically un-
derestimates I for non-normal target distributions in a non-negligible way. However, we also
noted that for a normal target distribution, nested importance sampling outperformed bridge
sampling (see Figure 4.6) based on the same number of evaluations of g(). We concluded
that bridge sampling provided a more robust method for approximating I.

We know that posterior distributions are asymptotically normal with respect to the sample
size, n, and approximately normal for a large sample size. It is unclear how ‘normal’ a poste-
rior distribution would have to be for us to favour nested importance over bridge sampling.
We attempt to address this issue in the next Section.
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Eigur(? 4.19: Boxplots of the relative approximation for Ty = LG(aly,41;) for the four methods Inist,
[BSL IN]SQ, and [BSQ, for £k = 10 and N = 1000.
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4.5.1 Turtle Data Example

We return to our turtle dataset running example where we have implemented the unit infor-
mation priors of Chapter 3 according to Section 3.3. We generate a sample of size N;; = 10000
from the posterior distribution of each of the five models using WinBUGS. We then approxi-
mate the marginal likelihood of model m using nested importance sampling with W iterations.
Subsequently, we approximate the marginal likelihood of model m using bridge sampling with
at most W evaluations of g,,(), i.e. np =ny = [*f]. We repeat this process 500 times.

We do not know the true value of the marginal likelihood for the five models so we follow
Sinharay and Stern (2005) by approximating the marginal likelihoods using importance sam-
pling with a very high sample size. We use H = N(u, ) where p and 3 are the mean and
variance matrix, respectively, of a posterior sample of size 100000. We then use a sample size
of ten million in the importance sampler. Table 4.1 shows these approximations to the log of
the marginal likelihoods of each of the five models. If we repeat this process using different
samples from the posterior and H, we arrive at the same approximations to four decimal
places. Therefore, we may assume that, up to this level of accuracy, the values in Table 4.1
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Figure 4.20: Plot of E(In;s) from (4.6) against N for three different values of Nij.

0 — 100
s --- 1000
(S

10000

o

T T T T I
200 400 600 800 1000
N

Table 4.1: Importance sampling approximations to the log of the marginal likelihood of the five models for
the Turtle Dataset.

Model | Log marginal likelihood
m log fm(y)
-162.8563
-154.2634
-159.8786
-154.8849
-153.9786

Ol W N~

are the true marginal likelihoods, f,(y).

Figure 4.21 shows boxplots of the 500 approximations to the relative marginal likelihood,
fm(¥)/ fm(y), using bridge sampling and nested importance sampling for the five models.

Figure 4.21 shows that for models 1 and 2, nested importance sampling outperforms bridge
sampling based on the same number of evaluations of the unnormalised posterior pdf with
respect to minimising the variance of the approximation. However, for models 3, 4 and 5,
we see that nested importance sampling exhibits the same behaviour seen in Section 4.4
of underestimating the normalising constant for non-normal target distributions. This is
probably caused by the non-normality of the posterior distributions of models 3, 4 and 5.
Models 3, 4 and 5 all have group-specific parameters which seems to cause a departure
from normality. This small empirical study confirms our conclusion from Section 4.4 that
bridge sampling provides the most robust method for approximating the marginal likelihood,
especially for the marginal likelihood of a GLMM.
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Figure 4.21: Boxplots of the 500 approximations to the marginal likelihood using nested importance
sampling and bridge sampling for the five models from the Turtle Dataset.
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4.6 Mode and Curvature

In Section 4.2, we stated that we felt that using the mode and curvature at the mode of
IT would not fully describe IT and that using the mean and variance of a sample generated
from IT would be a better choice. We felt that this is especially true when II is the posterior
distribution of a GLMM. In this Section, we investigate this issue empirically, using the
Turtle Dataset.

For each of the five models in M, we find the posterior mode, 0,, = (Bm,ﬁm)T, of the

transformed posterior distribution by maximising log g,,(0,,), and the posterior curvature by

9% log gm (gm)
00,00, 0., =0,

verse of the posterior curvature. We compute the nested importance sampling approximation
to the marginal likelihood of model m using the algorithm on page 83 where p = f,, and
3 = 3X,,. Suppose that this requires W iterations to converge, hence requires W evaluations

of gm(). Denote this approximation as I, 3. We generate a samples of size Ny = [ ] and
Ny
oL

. We then set f1,, to be the posterior mode and 3., to be the negative in-

Ny = L%j from the posterior distribution of model m and N(0,I;). We set nyy = ny =
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We compute the bridge sampling approximation to the marginal likelihood using the al-
gorithm of Section 4.2.3. Denote this approximation as fml. We also compute the bridge
sampling approximation using the algorithm on page 71 where p = f1,, and 3 = 3>,.. Denote
this approximation as jmjg. Similar to in Section 4.4, we configure the bridge sampling ap-
proximations so that they involve no more evaluations of the posterior pdf than are required
for the nested importance sampling approximation. Note that the computational expense of
nested importance sampling is still less than that of the bridge sampling approximation since
nested importance sampling does not require a sample to be generated from the posterior
distribution. We repeat this process 500 times.

Figure 4.22: Boxplots of the 500 relative approximations to the marginal likelihood using bridge sampling
when the mode and curvature are available, I3, and unavailable, I, for the five models from the Turtle
Dataset. I3 is the nested importance sampling approximation to I when the mode and curvature are available
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Figure 4.22 shows boxplots of the relative approximations for each of the five models using
the three different approaches. The true values of the marginal likelihood are given in Table
4.1. Figure 4.22 shows that bridge sampling using the mode and curvature performs better
than bridge sampling using the mean and variance for Models 1 and 2, i.e. the GLMs. But as
we expected, when the target distribution is a posterior distribution of a GLMM, the bridge
sampling approach using the mean and variance outperforms that using the mode and curva-
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ture. In the case of Model 5, this outperformance is quite marked. Using nested importance
sampling using the mode and curvature instead of the mean and variance again appears to
result in underestimation of the marginal likelihood. This underestimation becomes very
large for non-GLMs.

Our conclusion from this Section is that our implementation of bridge sampling presented in
Section 4.2.3 is the “best” method for approximating the marginal likelihood of a GLMM.

4.7 Discussion

In this Chapter we investigated bridge sampling and nested importance sampling as meth-
ods for approximating the unknown normalising constant of a probability distribution and,
in particular, the application of approximating the marginal likelihood of a GLMM. Both
methods rely on having some information (i.e. mean/mode and variance) about the posterior
distribution. We found in Section 4.6 that using a posterior sample to find the mean and
variance was preferable to using the mode and curvature. By using software packages such
as WinBUGS, it is relatively easy to generate a posterior sample from these models and
we use this to gain insight about the posterior (e.g. by using the sample statistics). We
developed bridge sampling and nested importance sampling strategies to approximate the
marginal likelihood using posterior samples and not the posterior mode and curvature.

In Section 4.2 it was shown that if we use the same posterior sample, to gain insight about
the posterior distribution, and in the bridge sampler then this led to an approximation that
would underestimate the true marginal likelihood. This underestimation increased with the
dimension of the problem. We developed a version of Warp III bridge sampling that did not
underestimate the true marginal likelihood. This is presented in Section 4.2.3.

In Section 4.3 we discussed the relatively new method of nested importance sampling and
developed a method that did not require the posterior mode to be found deterministically.

In Sections 4.4 and 4.5 we compared our implementations of bridge sampling and nested
importance sampling based on the same number of evaluations of the unnormalised pdf using
empirical studies. Nested importance sampling performed better than bridge sampling when
the posterior is normal or approximately normal but underestimated the marginal likelihood
for non-normal posteriors in a non-negligible way. We determined that this non-negligible
underestimation is caused by two mechanisms: 1) the non-normality of the posterior, and 2)
approximating g and X using a sample generated from II.

Since nested importance sampling outperforms bridge sampling when the posterior distri-
bution is approximately normal, a possible strategy once the posterior sample is generated
is to use some statistical test, e.g. the Shapiro-Wilks test, to test whether the posterior is
normal. If, using this test, we determine that the posterior is approximately normal then
we may use nested importance sampling to approximate the marginal likelihood. If the test
shows that there is a departure from the normal distribution then we use bridge sampling.
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However, this is an ad-hoc approach and we have shown that the bias found in the nested
importance sampling approximation to the marginal likelihood of a non-normal posterior
distribution are non-negligible, whereas the bias found in the bridge sampling approximation
to the marginal likelihood is negligible. For this reason, we recommend the use of bridge
sampling for approximating all marginal likelihoods.
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Chapter 5

Reversible Jump MCMC for GLMMs

5.1 Introduction

In Chapter 4, we investigated bridge sampling and nested importance sampling for approx-
imating integrals for the application of evaluating the marginal likelihood, f,,(y), of model
m € M, where
fm(y) = o fm(¥101m) f(01,)d0,,.

We now focus specifically on this application for GLMMs. Bridge sampling requires a sample
to be generated from the posterior distribution. Nested importance sampling does not directly
require a posterior sample but we do need some information (i.e. location and spread) about
the posterior with which to implement this method successfully. In fact, all of the Monte Carlo
methods described in 2.2.5, either directly require a posterior sample or some information
about the posterior distribution. For GLMMs which can be of high dimension, we are unsure
whether the mode of the posterior distribution and the curvature of the posterior distribution
at the mode will contain sufficient information. In Chapter 4, we suggested using a posterior
sample to approximate the posterior mean and variance.

Generating a posterior sample from each model m € M and then using bridge sampling
(or any Monte Carlo method) to approximate f,,(y) can quickly become impractical as the
number of models, |M|, in M grows large. We will effectively waste a lot of computational
resources on generating posterior samples from models with low or negligible posterior model
probabilities. A suitable approach would be to use some method to identify a subset, M* C
M, of models that have high posterior model probabilities and then approximate the marginal
likelihoods of the models in M™* using bridge sampling. A possible method for identifying
M* would be MCMC model determination. An MCMC model determination method based
on the parameters 3,,, Wy, Dy, &, m|y is difficult to implement successfully due to the high
dimensional jumps that are involved. For instance, suppose we have two models, m; and mso,
such that ¢, = ¢m, + 1 and py, = pm,. A jump from m; to my is equivalent to adding a
group-specific parameter. The difference in dimension between m; to ms without integrating
out the group-specific parameters is G + ¢,,,, + 1. However, the difference in dimensionality
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having integrated out the group-specific parameters is ¢,,, + 1. It is easier to implement a
reversible jump scheme where the difference in dimensionality is small.

Consider the integrated likelihood function

fn (1B Dy o) = Fn (1B Qs @) fin (0| D ) Aty (5.1)

RG4

and the pdf

Jm(Bom> D, dmly) = Jn (B Wy, Doy @y ) A,

RGq

of the resulting integrated posterior distribution which is just the joint marginal posterior
distribution of 3,,, D,,, ¢m|y. The dimension of the integrated posterior distribution is now
either p,, + %qm(qm +1)+1orp,+ %qm(qm + 1), depending on whether ¢,, is unknown or
known, respectively. Since the number of groups, G, is typically the main reason for the high
dimensionality of GLMMs, by using the integrated likelihood and the resulting integrated
posterior we significantly reduce the dimensionality of the model and so make MCMC model
determination easier. However, the integrated likelihood is rarely analytically tractable and
therefore requires approximation. Since we are using MCMC model determination we may
need to evaluate f,,(y|B,,, Dm, ®m) many times. Therefore the approximation will need to
be computationally inexpensive. It also does not need to be of the highest accuracy since we
are only using this method to identify M*. Cai and Dunson (2006) propose an MCMC model
determination method that uses a computationally inexpensive, deterministic approximation
to the integrated likelihood and a Stochastic Search Variable Selection (SSVS) algorithm. We
propose an alternative to this method that uses a Laplace approximation to the integrated
likelihood and a reversible jump algorithm. The reversible jump algorithm is an adaption of
an existing method proposed by Gill (2007) for model determination amongst GLMs.

In Section 5.2, we describe the method of Cai and Dunson (2006) for approximating the
integrated likelihood and then describe our Laplace approximation. We also conduct a com-
parison of the two competing methods. In Section 5.3, we describe the reversible jump
algorithm of Gill (2007) for GLMs and in Section 5.4, how this can be extended to GLMMs.

We propose this reversible jump algorithm for model determination amongst GLMMs as an
alternative to the SSVS algorithm of Cai and Dunson (2006).

The main disadvantage of the SSVS method of Cai and Dunson (2006) is it does not directly
approximate the posterior model probabilities. Instead it generates a posterior sample from
the most complicated model possible, i.e. all of the available explanatory variables are in-
cluded in X and Z. It generates a sampled value of 0 for a parameter which is associated with
the regression parameter or group-specific parameter for an explanatory variable according
to the posterior probability of that parameter being 0.

Another disadvantage of the SSVS algorithm of Cai and Dunson (2006) is that it is possible
for a group-specific parameter to be non-zero when the associated regression parameter is
zero. This contradicts our assumption in Section 1.2.1 that the columns of Z; are a subset of
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the columns of X;. However, it may be possible to construct a conditional prior distribution
for the elements of D, so that this is impossible.

5.2 Approximating the Integrated Likelihood

5.2.1 Introduction

In this Section we investigate the issue of approximating the integrated likelihood (5.1) of
a model m € M. We discuss two methods: the Cai € Dunson method of Cai and Dunson
(2006) and the Laplace method. Both rely on a 2nd order Taylor series expansion of the
first stage likelihood, f,.(y¥|8,,, Wn, ¢m). However, the Cai & Dunson method is based on an
expansion of the untransformed first-stage likelihood function, whereas the Laplace method
is based on an expansion of the log of the first-stage likelihood function. For the remainder
of this Section, we suppress the dependence on the model m by removing the subscript m.

5.2.2 The Cai & Dunson Method

First, we begin by noting that the integrated likelihood function (5.1) can be written

fy18,D,¢) = E(f(y|B,u,9)), (5.2)

where u ~ N(0,D*), i.e. the integrated likelihood is the expectation of the first-stage likeli-
hood with respect to the prior of the group-specific parameters, u.

The 2nd order Taylor series expansion of the first-stage likelihood with respect to u about
the prior mean, u = 0, is

_ Af(y|B,u, ) 1 . Pf(ylB,u,0)
fylB,u,0) =~ [f(ylB.,u,¢)|,0+  ou u:011+ éuT T oudul - u,
01
— B Ol x |14 PRI
u=0

luT 810g f(y,ﬁvuv qﬁ)@logf(y\ﬂ,u, ¢)
Ou ouT

2
9 log f(y|B,u, ¢)
ouou?

+0G

u] ,
u=0

where DG(A) denotes the diagonal matrix consisting of the diagonal entries of A. The last
equality above follows from

of (ylB,u,¢) dlog f(y|B;u, ¢)
T ou f(y1B,u,9) ou )
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and

B )
oJuou?

of (y|B,u,¢) 0f(y|B,u, ¢)
ou ouT

g | Sl

e <02 log f(y|3, u, ¢)>] .

By changing the variable of differentiation from the group-specific parameters, u, to the
linear predictor, n = X3 + Zu, we get

f(ylB,u,¢) =~ f(Y|/6au’¢)|u0X|: 5logf(g1|76 LIS
u=0

L Lyrgr (310% f(y18,u,0) dlog f(y|B, u, )

2 on on”
0*log f(y|B,u, ¢)
o (PlsfsBnaY) g o

We can now approximate the expectation (5.2) by using (5.3) and noting that the expectation
of a quadratic form, u’ Ru, where u ~ N(0,D*) is E(u’Ru) = tr(RD"), to find the Cai &
Dunson approximation to the integrated likelihood:

(y|B,u,¢) dlog f(y|B,u, ¢)
on on’

)| (5.4)

Cai and Dunson (2006) show that the approximation (5.4) may be expressed as

R OLTO SEERE 3 oI ol

fCD(Y|,3,D,¢) = f(¥1B, 0, )| g ¥ [1 n %tr <ZT <8logf

9 log f(y|B, u, cb)))
onon”

+DG (

fCD(Y|/8aD7¢) = f(Y|/6a u, ¢)|u 0

9

k=1 j=k+1
(5.5)
where B By ) and B k are functions of 3 and y.
Consider the case when ¢ = 1, where D = 72 is scalar, then
2 &
; 1
fen(¥18,7%,0) = [(¥18,10,0)lumo |1+ 55> B (5.6)
i=1

From (5.6) we see that when ¢ = 1, foD(y\ 3,72, ¢) is a linearly monotonic function of 72. It
is increasing if 35 BZ-(l) > 0, and decreasing if 7, Bi(l) < 0.

More generally, fCD(y|,6‘,D,¢) is a monotonic function of Dy, for j,k = 1,...,¢. It is
an increasing function of Dy if Zil Bl(lk) > 0, decreasing if Zil Bﬁ) < 0, and it is an
increasing function of Dy, if Zil Bfi)k > 0, decreasing if Zszl B@(?k < 0.

In fact, if Z BZ , < 0or Zz 1 B® <0 then fep(y|B, D, $) can be negative.

4,5,k

If ZZG:1 BZ.(7 >0 or zl 1 BZ] . >0, then fop(y|B,D, ¢) is a monotonically increasing func-
tion of elements of D. This can pose a particular problem for the reversible jump algorithm
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we present in Section 5.4 since we will need to maximise the approximation to the integrated
posterior pdf, foD(,B, D, ¢ly) x foD(ylﬁ, D, ¢)f(8,D, ¢), and this may not be possible with
finite elements of D unless the prior for D is sufficiently informative. We consider this
problem. Assume that the dispersion parameter, ¢, is known to be one, and that the prior
distribution of B and D are independent. The marginal likelihood is approximated by

i) = APW%Mﬂ@DHWMmﬂﬂw,

=&/ Y18, wlaco
Rr Jpa

REIPEIOLEER 35 Jéa%%k)

k=1 j=k+1

B)/f(D)dDdg,

= [ 101 (B8 + 5 ZE Dw) [ 3™ B (318, 0o f (8115

RP 1

53 B [ Y BB Wl (9108

k=1 j=k+1

Assuming that the integrals [o, f(y]|8,1)|lu=of(8)dB, [z Zl 1 BZ 2 f(¥18,9)|u=0f(B)dB,
and [, Zfil Bf?kf(yw, u)|u=0f(B)dB exist, the approximation to the marginal likelihood
does not exist if the prior mean, E(D), of D does not exist. Therefore, a necessary condition
for f (y) to exist, is that the prior mean of D exists. The prior mean of the unit information
prior distribution for D, proposed in Chapter 3, exists meaning we may use the Cai & Dunson
approximation in conjunction with our proposed priors. However, we find it worrying that
the integrated likelihood is a monotonic function of the elements of D. In the next Section,
we describe an alternative method for approximating the integrated likelihood and in Section
5.2.4 we undertake a small empirical comparison of the two methods.

5.2.3 The Laplace Method

The Laplace method has been used previously to approximate the integrated likelihood with
a view to finding maximum likelihood estimates of the model parameters (see, for example,

Breslow and Clayton (1993)). Since u; S N(0,D) for i =1, ..., G, then

f(y|8,D,¢) = H J(3ilB, ui; 6)f (wlD)du; (5.7)

This changes the problem from approximating a Gg-dimensional integral to approximating
G g¢-dimensional integrals.

Let g(w;) = f(y:lB,wi, ¢)f(u;|D) denote the ith integrand in (5.7). The 2nd order Taylor
series expansion of log g(u;) with respect to u; about the value, 4;, that maximises log g(u;)
is

r 0%log g(u;)

u;=u;

1 .
log g(u;) = log g(w;)], —g, + §(ui — W)
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By exponentiating both sides of (5.8) we get the following approximation to g(u;)

1 . N
g(w) = g(w)|, _q, exp <_§(ui — ;)" V,(u; — uz)> , (5.9)
where
0*log g(u;)
V., — _
! 8ui8uiT W=, ’
9 log f(yilB, wi, 9) 1
_ D
du;0u’l i *
Therefore,
< 1
f(y[B,D,¢) = H/ 9(Wi)|y,—q, xP (——(uz’ — ;)" Vi(u; - ﬁz’)) dus, (5.10)
i=1 7R 2

and we can perform the G integrations in (5.10) exactly. Therefore, the Laplace approxima-
tion to the integrated likelihood is

. - , 1
fr(ylB,D,¢) = D72 [ f(yil B, wi, 6)|y g, [Vil 72 exp (—§ﬁiTD_1fli) - (5.11)
=1

Note that we can find 0; using the Newton-Raphson method. The first and second derivatives
for this method are given by

0log g(u;) _ dlog f(yilB,u;, ¢)

— Dty
8ui 8111' it

and ) )
0 logg(ui) _ 0%log f(yilB, vi, ¢)
du;0ul dw;0ut
respectively. An alternative to the Newton-Raphson method would be to replace the matrix
of second derivatives by its expected value, resulting in the Fisher scoring method.

— D!

5.2.4 Comparison of the Cai & Dunson and Laplace Methods

Initially, we note that the Laplace method will be more computationally expensive than the
Cai & Dunson method. This is because for each ¢ we need to find 4; for i = 1,..,G. As
suggested in Section 5.2.3, we can use the Newton-Raphson method since both the first and
second derivatives of log g(u;) are available. The Laplace method is exact when the first-stage
likelihood is normal and works best when the first-stage likelihood is approximately normal.
It is also true, that if the first-stage likelihood is normal than the Newton-Raphson method
will converge in one iteration and O’Hagan and Forster (2004) state that if the first-stage
likelihood is approximately normal than the Newton-Raphson method will converge rapidly.
We know that the 7th contribution to the first-stage likelihood will approach normality as
n; — oo and is approximately normal for large values of n;.
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In Section 5.2.2, we described how the Cai & Dunson approximation, fcp(y|ﬁ,D, ®), is a
monotonic function of the elements of D. This leads to the necessary condition that E(D)

need exist for f(y) to exist.

We undertake a comparison of the two methods. To do this we return to the Turtle Dataset
example, and, in particular Model 4. Recall that Model 4 has the following linear predictor

nij = B + Baij + wi,

where u; ~ N(0,0?) for i = 1,...,G. The integrated likelihood is

[T [ 518 o) (5.12)

The integrals in (5.12) are analytically intractable. However, since these integrals are one-
dimensional we can use Simpson’s rule to approximate f(y|3,0?) to such a level of accuracy
that the approximation can be regarded as exact. Denote this approximation to the inte-
grated likelihood as fs(y|B,02). For the Simpson’s rule given by (2.7), we use n = 5000
and we choose large values for a and b of F15 as suggested in Section 2.2.2, since u; is un-
bounded. Denote the Cai & Dunson and Laplace approximations to the integrated likelihood

as fep(y|B.0?) and fr(y|B,0?), respectively.
Consider the profile likelihood which is defined as

f(oj) = f(Y|137 UQ)‘ﬁ:ﬁ(U2) )

where B(02) = argmax f(y|3, 0?) is the value that maximises f(y|8,o?) when ¢? is assumed
fixed.

Figure 5.1 shows plots of the approximate log profile likelihood where the three different
approximation methods have been used to approximate the integrated likelihood function.
We regard the Simpson’s rule approximation as exact and consider the Cai & Dunson and
Laplace approximations. Both of the methods produce approximations that become closer
to the true value as 0> — 0. This is obvious for the Cai & Dunson method since the
Taylor series expansion is taken about u; = 0 which is guaranteed when o? = 0. For the
Laplace method, as 02 — 0 the prior distribution for u; becomes more informative and begins
to dominate the ith contribution to the first-stage likelihood, f(y;|3,0?). This results in
g(u;) = f(y:lB, ;) f(u;|0?) becoming increasingly normal and the Laplace method becoming
more accurate.

For larger values of o2, the Laplace method provides a reasonable approximation to the
true profile likelihood. We can also see that the Cai & Dunson approximation produces an
increasing profile likelihood function due to the property we discussed in Section 5.2.2.

Cai and Dunson (2006) compared the accuracy of the Laplace method and the Cai & Dunson

method by approximating the marginal likelihood of a model and comparing those to the
true value. We can assess the accuracy of the two methods by approximating the marginal
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Figure 5.1: Plots of the approximate log profile likelihood against o2 using the three different approximation
methods.
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)= [ [ 118,018, 0%)0%as. (513)
r2 Jo

We replace f(y|3,02) by either fep(y|B,02) or fr(y|B,0%) to give fop(y) or fi(y), re-
spectively. We use the unit information prior distribution for the regression parameters, 3,

proposed in Chapter 3, i.e.
m™(1 0
o~ (05 (0 2 ).

where recall that n = 244. We consider two alternatives prior distributions for o?: the
unit information prior distribution proposed in Chapter 3, ie. ¢® ~ IG (2,%), and o2 ~
IG (20, %).

The prior distribution for o2 with shape parameter 20 has more mass at small values of o2
so both approximation methods should work better when the shape parameter is 20 than
when the prior distribution is more diffuse. To approximate fCD(y) and fL(y), we use the
transformation v = log 0 with Jacobian exp(v) so that

fly) = N F(y1B.exp(v) f(B) f (exp(v)) exp(v)dvdB.
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Table 5.1: Importance sampling approximations to the log of the marginal likelihood, log f4(y), of Model
4 with the prior distributions: o2 ~ IG (a, %), where the integrated likelihood has been approximated
deterministically.

Approximation Method | Shape Parameter, a
3 20
Simpson’s Rule (Exact) | -154.8849 | -153.1370
Cai & Dunson Method | -154.0511 | -153.2240
Laplace Method -154.9296 | -153.1404

We then find the posterior mode, p and Hessian matrix, —3 !, numerically. Finally we use
importance sampling with H = N(u, ¥) and a sample size of 100000. To find the ‘true’ value
of f(y) we replace f(y|3,72) by fs(}" 3, 72) and use importance sampling as described above.
Table 5.1 shows the approximations to the marginal likelihood. As expected the accuracy of
both methods increases as the prior distribution becomes less diffuse. The Laplace method
performs well in both scenarios. However, the Cai & Dunson method only performs well
when the prior distribution is concentrated near o2 = 0, and even in this case, the Laplace
method is more accurate.

As mentioned above, Cai and Dunson (2006) undertook a similar empirical comparison of
the Cai & Dunson and Laplace methods for simulated data. They found that the Cai &
Dunson method produced more accurate approximations to the integrated likelihood than
the Laplace method. It may be that the relative accuracy of the two methods is example-
dependent. Our small comparison suggests that we should favour the Laplace method for
approximating the integrated likelihood.

5.3 Reversible Jump for GLMs

In this Section we describe a reversible jump scheme for model determination amongst GLMs
as proposed by Gill (2007).

We begin by briefly describing a GLM. Let y; be the ith response for ¢ = 1,...,n and let x;
denote the px 1 vector of regression covariates which correspond to the regression parameters,
3. We assume that Y; is independently distributed from some exponential family distribution
with density

+ C<yi7 ¢) )
where (; is the canonical parameter, ¢ is the dispersion parameter and a(), b() and ¢() are
known functions. Define p; = E(Y;) = b/((;) as the mean of Y;. This is related to the ith

component of the linear predictor, 7;, through

g(ps) = m; = XzTﬂ7
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where ¢() is the link function and 3 is a p X 1 vector of regression parameters. Let =
(M oymn)” and X = (x7, ..., x1)7. Tt can be seen that a GLM is a special case of a GLMM
where u = 0, and, equivalently, D = 0.

We assume that the marginal posterior distribution of the dispersion parameter, ¢,,, remains
approximately the same for all models m € M, or at least does so for models with non-
negligible posterior model probability. We justify this assumption as follows. Consider two
models: m; and ms, and a move from m; to my. Suppose the posterior distributions of
¢ under m; and msy are such that ¢ tends to be larger under ms, then we would expect
that the modelling of the mean for m; better describes the data than that for model ms,
and hence, we would not want to move to model ms, and the difference in the distributions
of ¢ is inconsequential. Now suppose that ¢ tends to be smaller under ms then we would
expect that the modelling of the mean for msy better describes the data than that for m,. In
this case, the superior modelling of the mean makes the posterior model probability of my
negligible when compared to that of msy so we make the move regardless of the difference in
the distributions of ¢. A similar assumption is made by Papathomas et al. (2009) when they
consider a reversible jump scheme for linear models.

We are considering a move between models m; € M and ms € M. Without loss of generality,
assume that m, is nested within ms, so that X,,, = [X,,, S| and py,, > pm,. We only consider
local moves, so that m, and ms only differ by a single term, or interaction between terms.

Suppose that the current state of the MCMC chain is (mg, B,,,, ®m,) and we are interested
in a move to model m; so we need to propose values for 3,, and ¢,,,. This move is termed
a death move, as we are decreasing the dimension of the model.

Let n,,,, = X,8,,, be the current linear predictor. A possible proposal would be to set the
proposed linear predictor, n,,, , to be the orthogonal projection of the current linear predictor
onto the subspace defined by model ms. This projection is orthogonal with respect to an
inner product, W. So,

By = (X5, WX, ) XL WX, 8, (5.14)

An approach is to set W to be an approximation to the inverse posterior covariance matrix
of the working vector, y, which has ith element

Gi =i+ (Wi — pa)g ().

It has expected value E(Y) = i and variance var(Y) = W' = diag{var(¥;)¢'(1:)?}. Note
that E(Y) and W depend on the unknown parameters 3 and ¢. However, we prefer W not
to depend on the current model parameters, 3,,, and ¢,,,. This allows the reverse move to be
easily defined. Gill (2007) suggests fitting the most complicated model possible, m* € M, and
setting Bm and ¢2m to be the maximum likelihood estimates of 3,,. and ¢,,, respectively.

We then let ) )
W = diag {Var(Yi)g’(ui)Q}‘ﬁ:Bm* b

An alternative is to set Bm and ggm to be the posterior modes of 3,,. and ¢,,~, respectively.
This value of W is computed initially and remains fixed throughout the algorithm. Therefore
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(5.14) becomes
) -1 .
B, = (XmeXml) X WX,,8,, (5.15)

For the dispersion parameter, we use the assumption that the marginal posterior distribution
of ¢ remains approximately the same for different models and use the identity transformation,
le.

Oy = Oy - (5.16)
Recalling that X,,,, = (X;,,|S) and writing 3,,, = (BY BONT  where B% corresponds to

mao) mo
X, and ,8% corresponds to S, we see that (5.15) can be rewritten

~ -1 N
B = B + (X0, WX, ) XF, WSB2). (5.17)

Note that ,322 is a Py, X 1 vector and B% is & (Pmy, — Pmy) X 1 vector. This death move is
entirely deterministic. For reversibility to hold, the birth move from my to ms must satisfy
(5.16) and (5.17). It is easy to see that (5.17) is satisfied if

ma2

. 1 .

Let 6% = v, where v is generated from some distribution which we are free to choose.
Therefore (5.16) and (5.17) are satisfied if

1 X -1 X
5. ﬁé% L, —(XLWX,) XLWS 0) (5,
¢m2 B IBmQ B 0 Ipmz ~bmy 0 v
(bmz 0 0 1 ¢H’L2

The transformation is an upper triangular matrix with all diagonal elements equal to one.
Hence, the Jacobian is

~ -1 ~
1 — (XT WX, XT WS 0
pml mi 1 mi
O Ipmg_pml 0 - 1
0 0 1

We are now left with the choice of distribution for v. Gill (2007) suggests setting a multivari-
ate normal distribution for 3, and then inducing the distribution for v, from this. We set
the mean, Ka,,, and variance, EBmQ, of the distribution of 3,,, to be an approximate max-
imum likelihood estimate of 3,,, and an estimate of the inverse Fisher information matrix,
respectively. That is

. -1 . . -1
By, ~ N ((X?@WXM) X1, Wi, (X5, WX, ) ) ,
where 1) = XmBm Recall that

A -1 A
ﬁmg = Ipml - (XZ’HWXml) Xﬁlws ( IBm1 ) ,
0 | v

Pmg —Pmq
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therefore

0 I

(ﬁml ) B (I,,ml (X;\fvxml)_lxglvifs ) ( B )
- 5(2)

Pmg —Pmq

- Mg

ma?

where

M — ( L, (XTTM\fVXml)1 XT WS ) |
0 I

sz —;Dm1

Since 3,,, has a normal distribution, then so must (3,,,, v)T since it is an affine transfor-

mation of B,,.. The mean of (3,,,v)" is Mg, v = Mpg —and the variance is Xg v =
mi? mo mq’
MEIBMQMT. Now

~ -1
Elam2 = (X£2WXm2> bl

(X WX, XIWS)
B ST™WX,,, STWS
(1,1) (1,2)
;) %

= ( (1.2 '(6’"3>
= 1,2)T 2.9 )
X5, Zp,.
L) _(xT W -
=5 = (XmWXml)
~ A -1 ~ ~ -1
x (Ipml+X£qWS (S"W (I, - P.)S)  S"WX,, (X, WX,,) )

A~ -1 3 A -
() s (W)

$(22)  _ <STW (I, — P,,) S) ! 7

~ -1 ~
with P, = X,n, <X}Fn1WXm1> XT W. Let

X5, 28, v
— ml m17
Eﬁml ,V ( Eﬁml v Ev ) )
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then

~ -1 ~
e, = S+ (XL, WX,,) XI, Wwssg?,

(1,2) TR T <X -1
357 STWX,,, (X5, WX, )
m,l?
~ -1 ~ ~ ~ -1
+ (X0, WX, ) XE WSEE? STWX,,, (X1, WX,,,)
~ -1
- (XLWX,,)
A -1 A
o, = Dg7+ (X5, WX,,)  XE,Wssi?,
= 0,
s, = 257,

m2

= (s'W (I, - P, s)_l.

Therefore, the induced distribution of v is independent of 3,, . All that remains, is to find
the mean, u,,, of v. It follows that

IJ’,@ v (ll’ﬁml ) II’V>T7

mq

= Mpg, .
. -1 < (1,1) (1,2)
_ I (X%lwan&) XZMWS EﬁmQ Eﬁm X%l Wlfl
0 I S Egﬁ) st |

and that
_ (w0TT |, @IaT) e
:u’v - <Eﬁm2 Xm1 + Eﬁmzs ) Wna
~ -1 R N -1
_ (sTw (I, — P,,) S) S7 (In ~ WX, (ngxm) Xg) Wi,
~ -1 ~
- (W Pad) WP

Suppose the current state of the algorithm is (m, 3,,, ¢). In the algorithm, there will be
positive probability of remaining in the same model. O’Hagan and Forster (2004, pg. 299)
describe how any MCMC method can be used to update the parameters 3,, and ¢,,. The
obvious choice is a Metropolis-Hastings algorithm step and, in particular, Gibbs sampling,
an independence sampler or a random walk. All three methods have their advantages and
disadvantages. We discuss this issue further when we consider within model moves for the
reversible jump scheme for GLMMs in Section 5.4.

We are now in a position to write down the reversible jump algorithm.

1. Fit the most complicated model m* € M, to find ﬁm and ggm*, either the maximum
likelihood estimates or posterior modes of 3,,. and ¢,,~, respectively.

2. Suppose we are in model m with parameters 3,, and ¢,,.
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3. Propose a move to a neighbouring model £ € M with probability m,, .

4. If the proposal involves remaining in the same model, i.e. k = m, then update the
model parameters 3,, and ¢,, using any convenient MCMC method. Return to 2.

T
5. If the proposal is a death move, then partition X,,,3,, = [X|S] (ﬁ%), ,8(2)> . Set

~ -1 A
By =B+ (XIWX,)  X{wsg?,

and
Accept this proposal with probability

- [1 fiy 1B 90 By ¢k>f<k>wk,mq<ﬂii>>]

’ T (¥1Brs @m) fn By Sm) f(10) T i

where ¢() is the pdf of
« -1 A A -1
N ((STW(In . Pk)S) STW (L, — P,)i, (STW(In . Pk)S> ) .

Otherwise reject the move and remain at (m, 3,,, ¢n). Return to 2.

6. If the proposal is a birth move, then generate v from the distribution
. -1 . . -1
N ((STW(In - Pm)S> STW(L, — P,.)i, (STW(In - Pm)S> ) ,

which has pdf ¢(). Set

and
¢m = ¢k
Accept this proposal with probability

S (¥ 1B &%) fr(Bi o) f (K) T m }
’ T (Y 1B &) frn (B ¢m)f(m)7rm,k‘q(v) ’

otherwise reject the move and remain at (m, 3,,, ¢ ). Return to 2.

min [1

5.4 Reversible Jump for GLMMs

In this Section we generalise the reversible jump scheme of Gill (2007) to use for model
determination amongst GLMMs.
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5.4.1 Preliminaries

As described in Section 5.1, the reversible jump scheme for GLMMs will operate over the
integrated posterior distributions of each model, m € M. The pdf of the integrated posterior
distribution of m € M is

S (B Dy ¢mly) < fin(¥1By, Dy o) fir (B> Dras ).

Note that 3,, € R D,, € P9 and ¢,, > 0. Similar to Section 4.2, we want the model

.. 1 . . . .
parameters to lie in RPmt2m(@m+ D+ We yse the same transformations outlined in Section
4.5, so that D,,, = I',,T' where

e”m,ll
Vm,12 eVm,22
Fm == . . )
Vm,lqm el/quQO
— T Lgm(gm+1 —
for Vp = (Vm,117 Um,125 <5 Vm,1qm» Ym,225 -++» Vm,2qm s -+ quqm) S Rqu(qm ) and Wm = e¢m c R.

The pdf of the transformed integrated posterior distribution is proportional to
gm(ﬁrm Vmawm> = fm(Y|ﬁm7 Dm = Fmrfnawm = €¢m>
qm

X fin(Bms Din = Tl wy = €97)20m e H oVmoik (am+2-k)
k=1

We begin by making some definitions and an assumption. Let Mz C M denote the subset of
models with the same group-specific structure, namely those with group-specific covariates Z.
So, for example, My denotes the set of GLMs since they have no group-specific parameters.
Also, M; denotes the set of GLMMs with group-specific intercepts and My, denotes the set
of GLMMs with group-specific intercept and a group-specific parameter for x;. Note that
the Mz’s are disjoint, that

M =UzMz,

and that the number of group-specific structures is equal to the number of GLMs plus one,
i.e. the number of Mz’s is |My| + 1.

Define the Mz-saturated model, denoted by m% € Mz, as the most complicated model within
Mz, i.e. it has regression parameters for all regression covariates.

Consider the running Turtle Dataset example first presented in Section 1.4. There are two
possible GLMs, so there are three possible group-specific structures, so there exist My, My
and M. Models 1 and 2 lie in My, Models 3 and 4 lie in M;, and Model 5 lies in M. For
each of My, My and My, the Mz-saturated models are Models 2, 4 and 5, respectively.

We assume that the marginal posterior distribution of the transformed variance components,

v, and the transformed dispersion parameter, w, remains approximately the same for all
models within each group-specific structure, or at least does so for models with non-negligible
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posterior model probability. This assumption is similar to the assumption we made in Section
5.3.

The reversible jump scheme for GLMMs is based on three different types of move:

1. Within group-specific structure moves,
2. Across group-specific structure moves,

3. Within model moves.

For the within group-specific structure moves, we only add or remove a regression parameter
and retain the same group-specific parameters. The models we consider moving between
only differ by a single term in their regression covariates. We propose the parameters for
the proposed model in an analogous way to Gill (2007). We describe our generalisation in
Section 5.4.2.

For the across group-specific structure moves, opposite to the within group-specific structure
moves, we only add or remove group-specific parameters and retain the same regression
parameters. The models we consider moving between only differ by a single term in the
group-specific covariates. To make these type of moves, we use an independence sampler and
we describe how to form the proposal distribution in Section 5.4.3.

For the within model moves, we have several options as we discussed for the corresponding
moves for GLMs. In Section 5.4.4, we discuss the advantages and disadvantages of some
options and make our recommendations.

Define 0,,, = (8,,, Vim,wm)" € RPm+39m(@n 1) When we describe the types of move in detail,
it will become apparent that we need, for each of the Mz-saturated models, posterior modes
of 6,,,» which are denoted émg = (Bm*z, f/m*z,djm%)T. In addition, we also require, for each of
the Mz-saturated models, an approximation to the Hessian matrix of log g, (0,2 ) evaluated

at ém’é, i.e.
alog fm*z(em*z y)
aem}aoﬂ* 7
zZ Gm*z :Bm*
and we define
1
"z 96,,- 06" . i ’
zZ Z Gm* :Bm
zZ =z
SO -
= | it e | 5.19
(Ef;; ) >
Z Z

-~ ﬁ . . - U7w .
where Em*z 1S & Py X Py, Matrix, Em*z is a (%Qm*z(qm*z +1)+ 1) X (%Qm"z(qm"z +1)+ 1)
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- - LT
matrix. Let Djn*z =Ig® Dm*z =1g® Fm§Fm§, where

61/11
R V19 61/22
T =
Vg e € A
zZ | ZB=) Ve

Finally define ﬁm*z = Xz B -

zZ

5.4.2 Within group-specific structure moves

Suppose we are considering a move between models m; € Mz and ms € Mz. Again, we
assume that X,,, = [X,,,|S], and that p,,, > py,,. Since we are considering a within group-
specific structure move, ¢, = ¢m,. We only consider local moves so m; and msy differ only
by a single term in the regression covariates.

Suppose that the current state of the MCMC chain is (mg, B,,,, Vms, Wm,) and we are con-
sidering the death move to model my, so we need to propose values for 3, , V., and wy,,.

Let n,,,, = X, 3,,, be the current linear predictor. Similar to the algorithm of Gill (2007), we
set the proposed linear predictor, n,,,, to be the orthogonal (with respect to W) projection
of the current linear predictor onto the subspace defined by ms, i.e. according to (5.14).

We need to consider what value to use for W. Gill (2007) uses an approximation to the
inverse posterior covariance matrix of the working vector. We use an analogous expression
for the working vector, y, of a GLMM with components

Uis = Mg + (Wig — 1z)9g (bij)-

The working vector has expectation E(Y) = E(E(Y|u)) = X3 and variance

var(Y) = W
= E(var(Y|u)) + var(E(Y|u)),
= V+1ZD'Z",
where V' = diag{var(Y;;)¢'(1;;)*}. Again, we do not want W to depend on the current

model parameters so, similar to Gill (2007), we use the posterior modes of the Mz-saturated
models. So we replace W by W,,- where

~ ~ ~ -1
— * T
Wos = (Vi + 2 D3 20, |
and

Vs, = diag{var(Yyj)g' (i)"Y s_p . oos . -
mZ7 mz
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Note that mez =2y, = Zp,. If Mz = My, then Wm*z is identical to the W used in the

algorithm of Gill (2007) since Z,; = 0. The non-diagonal nature of sz accounts for the
correlation between the responses y;; for j = 1,...,n;, in proposing 3,, . Now

A -1 A
B = (X5, Wi X ) X5, Wi X0, (5.20)

and we use the assumption that the posterior distributions of v and w remains approximately
the same and so use the identity transformation for v,,, and w,,,, i.e.

Vi, = Vmy, (521)
and
Wy = Wiy (522)
Writing 3,,, = (ﬁ%, B%)T, where ,6,(72 corresponds to X,,, and [3;2 corresponds to S, (5.20)
can be rewritten .
B,. =pBW + (thWm}Xml) X7 W,..SB2). (5.23)

For the reverse birth move from m; to mg, (5.23) must be satisfied, and is if
-1
1 T YA T YA 2
B = By — (X0 W X ) X5 W, SB.

If we generate v from some distribution then (5.23), (5.21) and (5.22) are satisfied if

-1
1 2 A
%5; L. - (Xglwm; Xml) XT W, S 0 0\ /3,
ﬂmz — 0 ]:pm2 ~Prmy O 0 Vv
Vg 0 0 I%qml(qm1+1) 0 Vi,
Wy 0 0 0 1 Wi

The transformation is an upper triangular matrix with all diagonal elements equal to one,
so the Jacobian is equal to one. Again, we are left the choice of distribution of v and
analogous with Gill (2007) we choose the normal distribution for 3,,, with mean equal to
an approximation to the maximum likelihood estimate of 3,,, and variance equal to an

approximation to the variance matrix of the maximum likelihood estimate of 3,,,, i.e.

. -1 . . ~1
T T . T
/Bmg ~ N ((Xmlwm*zxnu) Xmlwm*znm*zm <Xm1Wm*ZXm1> ) )
From this, as in Section 5.3, we induce the distribution of v and find it is normal with mean

~ -1 ~
Ky = (STWm*Z (L, — Pml,Z)S) STWm*Z (L, — Pm1,Z)ﬁm}7

and variance matrix

2, = ($"Wos (1, - sz)s)_1 ,

~ -1 ~
where P, » = X, (X,anmzxm) XT W,

mi
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5.4.3 Across group-specific structure moves

Suppose we are interested in moving between models m; € Mz, and my € Mz,. Since we only
consider local moves, X,,, = X, and Zin, = (Zim, |S) or Zim, = (Zim,|S) fori =1,...,G.

As mentioned above, we use the independence sampler and now describe how to form the
proposal distributions for a general m; € Mz, .

Consider the most complicated model, m% , in Mz,. We can approximate the posterior

distribution 9m*21 y by N <9m*21 , ﬁ]m*z’l)' If m; = m%, then we can just use this distribution

as our proposal distribution. For all the remaining models in Mz, , we can use ém*zl and ﬁ]m*zl
to form proposal distributions. We assumed that for all models m; € Mz, the marginal
posterior distribution of v,,, and w,, remains approximately the same, so the proposal
distribution for (v,,,,wm, )T is

PN N IR IS e
wml wmgl
We make the proposal distribution of 3,, independent of the distribution of (v, , wm,)”,

A -1 n
. o T T A . .
and also normal with mean p,, = (Xm Wm*ZXm) Xy Wiz M, and variance X, =

. -1
(X% W Xm1> . Therefore, the complete proposal distribution for a move from ms € Mz,

to m; € Mz, is

/Bml Hml Em 0
v ~ N Vs !

mi Amzl ) 0 ﬁ]y’wm*21
wml wm*zl

These independence sampler moves could actually be used to move to any model in M. The
reason we restrict the moves to be local moves to neighbouring models which only result in
an addition or removal of a group-specific parameter, is to make the algorithm more efficient.
Reversible jump moves that are a transformation of the current model parameters are viewed
as being more efficient than an independence sampler since they use information from the
current model parameters to propose new parameters. However, we can also increase the
efficiency of the algorithm by assuming that a model with high posterior model probability
will be neighboured by models, also with high posterior model probability. Therefore, by only
proposing local moves to neighbouring models we increase the efficiency of the algorithm.

5.4.4 Within model moves

We can use any MCMC method to update the parameters within the model. The obvious
choices are a scan of a Gibbs sampling algorithm, or a step of an independence sampler or a
random walk algorithm. Suppose the current state of the MCMC chain is (m, 8,,,, Vm, Wm),
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where m € Mz. We now describe how we can use each of the Metropolis-Hastings samplers
mentioned above.

An independence sampler could use the same proposal distribution as a move across group-

specific structures, i.e.
VUm ~ N I/m*z , VW

- 0o X .
Wm wm*z Mz

A random walk algorithm could have proposal (8,,, Vm,wm)! + € where

N|o0k Xm0
€ ~v , Km 0 2:;2 .

where k,, is a tuning parameter chosen so that the acceptance rates are between 0.1 and 0.4,
providing an algorithm which is close to optimal (see page 24). Gibbs sampling would update
the elements of (3,,, Vm,wn)? one at a time, or we could use block updates. Typically, there
exists no conditional conjugacy so we will have to use adaptive rejection sampling or ARMS.
Also there exist no conditional independencies. For these reasons, Gibbs sampling is the most
computationally expensive of the three methods mentioned. The independence sampler and
the random walk algorithm both only require one evaluation of g,,(8,,) per within model
move. The random walk algorithm may require tuning to get it close to optimal, whereas
the independence sampler does not require any such tuning. However, the random walk
algorithm uses information from the current state thus making sampling more efficient. In
practice, we found both methods were mobile and seemed to work well.

5.4.5 The Algorithm

We now present the reversible jump algorithm for GLMMs in its entirety.

A

1. For each Mz-saturated model, m%, find the posterior modes, 6,2 = (Bm*z’ f/mfz,djm*z)T,

of 0,2, = (,Bm*z, I/m*z,wm*z)T by maximising 1og gmx (6m+ ), and, also, find an approxi-

mation to
2
90,,- 0" . ’
zZ Z Bm* :Om*
Z Z
to find .
ﬁ) L o log Imx (em*z)
"= 96,,- 67 . . ’
z z 977L* :om*
zZ zZ

where ﬁ?m*z is partitioned as in (5.19).

2. Suppose we are in model m € Mz with current parameters 3,,, v,, and wy,.
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3. Propose a model k£ € M with probability m,, k.

4. If the proposal involves remaining in the same model, i.e. k = m, then update the
model using any MCMC method. In Section 5.4.4, we recommended either a step of a
random walk algorithm or an independence sampler.

5. If the proposal is an across group-specific structure move, so that k € Mz, # Mz, .
Generate proposal parameters (8, Vi, wy)? from

/6k Al'l’k Ek 0
Vi ~ N Vm*zk ) Shlig 9

. 0o =
W wm*zk 2k

where the pdf of this distribution is ¢y, x(). Let gx.m() be the pdf of
N Al*l’m Zm 0
S N IR S
wm* m
Zm
Accept this proposal with probability

gk(ﬁk, Vkawk)f(k>Qk,m(ﬁma Vmawm)ﬂ-k,m }
gm(lgma Vm, wm)f(m)qm,k<18k7 Vg, wk)ﬂ-m,k

min |1,

else reject the move and remain at (m, 3,,, Vm, wn). Return to 2.

6. If the proposal is a within group-specific structure death move, so that k£ € Mz, , then
partition X,,,3,, = [Xx[S](B), BT, Set

Br = By +XiWoy Xi) ' X{ W,y SBY,
Vi = Vpn,

W = W,

Accept this proposal with probability

i [ 968k v ()ma(82)
’ gm(ﬁwm Vi, wm)f(m)ﬂ'm,k

where ¢() is the pdf of

. -1 . A -1
T T . T
N ((s W (L= Piz,)S) S"Woy (L—Prz )il . (S"Was, (L —Piz,)S) ) .
Else reject the move and remain at (m, 3,,, Vi, wn). Return to 2.

7. If the proposal is a within group-specific structure birth move, so that k£ € Mz, then
generate v from the distribution

N ((STWm}m (L~ Pp.z,)8) T STW, (L= Prz, )it (S"Was, (L~ Py.2,)8) _1) ,

Y
m
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which has pdf v. Set

~ —1 R
8, = ( L, - (XTTnWm*Zme) XIW,: S ) < a,, ) |

0
Vi = Vg,

W — Wny.

ka —p+m

Accept this proposal with probability

gk(/@kv Vkvwk)f(k>7rk,m :|
G (Bons Viny Win) f (M) 70 kg (V) 7

min {1,

A%

else reject the move and remain at (m, 3,,, Vm, wn,). Return to 2.

5.4.6 Turtle Data Example

We can apply the reversible jump scheme for GLMMs to the five models that are possible
for the Turtle Dataset running example. We apply the unit information priors of Chapter
3 to the model parameters. Note that using the reversible jump algorithm for this dataset
in practice would be unnecessary since the number of models is small enough to use the
marginal likelihood approach with, for example, bridge sampling. Figure 5.2 shows the types
of move possible amongst the five models.

Figure 5.2: The types of move possible for the Turtle Dataset.

Model 1

N

Model 3

Model 2

N

Model 5

- - - Across group-specific structure moves
—— Within group—specific structure moves

We choose uniform proposal probabilities, 7, 5, that include the probability of remaining in
the same model. Table 5.2 shows the proposal probabilities, m,, k.

We need to find the posterior modes of the Mz-saturated models, i.e. of Model 2, Model 4
and Model 5. Table 5.3 shows the posterior modes of these three models.
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Table 5.2: Proposal probabilities, mp, k.

m
k1112131415
T 1T 111
SN M
3§(§)1%0
4813%1
510lololt]?

4 | 2

Table 5.3: Posterior modes of the Mz-saturated models, to 4 decimal places.

Model 2 Model 4 Model 5
0 =—0.3683 | /1 = —0.3758 | B; = —0.4171
By =0.4084 | By =0.4138 | B =0.4451
v1 = —0.7630 | v1; = —0.7372
V19 = —0.0038
V99 = —0.6965

We run the reversible jump algorithm for a total of 10000 iterations with a burn-in phase
of 1000 iterations. Table 5.4 shows the posterior model probabilities as approximated by
this algorithm. Also in Table 5.4, are the posterior model probabilities which are found
using the marginal likelihoods that we approximated using importance sampling and were
regarded as exact. The log of these approximated marginal likelihoods are displayed in Table
4.1. The posterior model probabilities as approximated by the reversible jump algorithm
are very close to their exact values. This indicates that the Laplace approximation to the
integrated approximation works well in this example. This may be due to the values of
the variance components being small. Table 5.3 shows that the posterior modes of the
transformed variance components for Models 4 and 5 are all quite small and we know that
the Laplace approximation works well when the variance components are small.

Table 5.4: Approximated Posterior Probabilities of the Five Models from the Turtles Dataset.

Model, m Posterior Model Probabilities, f(mly)
Reversible Jump | Marginal Likelihood Approach
with importance sampling
1 0.0000 0.0001
2 0.3648 0.3484
3 0.0023 0.0013
4 0.1870 0.1871
5 0.4459 0.4632
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5.5 Discussion

In this Chapter, we proposed a reversible jump algorithm for model determination amongst
GLMMs by generalising a reversible jump algorithm for GLMs proposed by Gill (2007).

The reversible jump algorithm operated on the marginal posterior distribution of the param-
eters 3,,, D,, and ¢,, by integrating out the group-specific parameters, u,,. Using an MCMC
model determination method over these marginal parameters was also used by Cai and Dun-
son (2006) incorporating an SSVS algorithm. The integrated likelihood is rarely analytically
tractable so we needed to have a computationally inexpensive method for approximating it.
We explored two competing methods: the Cai & Dunson method and the Laplace method.
We found that both methods are more accurate when the variance components are small.
Using an empirical assessment we found the Laplace method to be more accurate than the
Cai & Dunson method. However, Cai and Dunson (2006) found the opposite, which indicated
that the accuracy is example-dependent, which includes what prior is used.

We showed that the Cai & Dunson approximation to the integrated likelihood is a monotonic
function of the elements of D and that for the resulting approximate posterior distribution to
be proper, the prior mean of D must exist. Therefore, our chosen method for approximating
the integrated likelihood was the Laplace method. However, the reversible jump algorithm
described in this Chapter could be used with any diffuse priors. If a user wanted to specify
another default prior for D such that the prior mean existed then the Cai & Dunson method
could be used. The advantage of doing this is that the Cai & Dunson method is computa-
tionally less expensive than the Laplace method. In the Laplace method, we need to find the
value, @;, of u; that maximises f(y;|3,w;, ®)f(u;|D), for alli =1, ..., G.

We described the algorithm of Gill (2007) for MCMC model determination amongst GLMs
and then generalised it in Section 5.4 to GLMMs. To implement the algorithm we needed
to maximise a number of approximate integrated posterior distributions. This is the main
disadvantage of the method since it requires some prior computational expense. The number
of integrated posterior distributions to maximise is equal to one more than the number of
GLMs. The posterior modes and Hessian matrices evaluated at the posterior modes are used
to form the proposal distributions for every model m € M. The proposal distributions are
used in an independence sampler for making across group-specific structure moves. Note that
we could use an independence sampler to make all moves but, as noted in Chapter 2, this
is an inefficient method and by incorporating moves that use information from the current
state we increase the efficiency of sampling.

The reversible jump algorithm can be used with any diffuse prior distribution for the regres-
sion parameters. The reason it has to be diffuse is that we centre the proposal distribution
for 3,,,, for a within-group move, at an approximate maximum likelihood estimate of 3,,, .
We could modify this proposal distribution to account for prior information.

We applied the reversible jump algorithm to the Turtles Dataset and found that it approx-

imated the posterior model probabilities very accurately. We concluded that this was due
to the variance components being small; and therefore, the Laplace method performing well.
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We will apply the reversible jump algorithm to various different examples in Chapter 6.

Recall from Section 5.1 that we are using a reversible jump algorithm to identify M* C M
so that we need not use bridge sampling on all models m € M, and can just use it on the
more manageable number of models in M*. We now to discuss how to identify M*.

One possible approach is that we assume we only have computational resources to use bridge
sampling to approximate the marginal likelihood of b models. In this case, we include in M*,
the models with the b highest approximate posterior model probabilities, f (m]y), as found
via the reversible jump algorithm.

Another approach is to identify max,,,c f (m|y) and then include in M*, all models that have
approximate posterior model probability larger than a specified fraction of max,,cy f(mly),
ie.

M = {m & M|f(mly) > cma f<m|y>} , (5.24)

where 0 < ¢ < 1. This definition is used in relation to selecting a set of models to model-
average over by Madigan and Raftery (1994).

The disadvantage of the first definition is that there may only be a small number of models
that have non-negligible posterior model probability and, thus, we include in M* models of
negligible posterior model probability. This would not happen using the second definition,
although we may get an M* containing more models than we can manage with the marginal
likelihood approach.

We prefer this second approach, with a default value of ¢ = 10. For the Turtle Dataset, we
approximate the posterior model probabilities of the five models using the reversible jump
and these are shown in Table 5.4. Note that Model 5 has the highest approximate posterior
model probability of 0.4632. So with the value of ¢ = 10, we include in M*, all models with
approximate posterior model probability larger than 0.0463, i.e. we include Models 2, 4 and
5in M*.
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Chapter 6

Examples

In this Chapter, we use the default model determination strategy for three examples. We
apply the default prior distributions of Chapter 3 to the model parameters, 8 and D. In
these examples, the dispersion parameter is known so we need not specify a prior distribution
for ¢. We identify M* using the reversible jump scheme of Chapter 5. We then approximate
the marginal likelihood of each of the models in M* using bridge sampling as implemented
in Chapter 4.

For these examples, we compare our model determination conclusions to those of other meth-
ods or authors, where relevant. When we report the values of BIC, they are found by using
the function glmer in the R package lme4 (see Bates and Maechler (2009)).

6.1 Ship Incident Data

The Ship Incident Data can be found in McCullagh and Nelder (1989, pg. 205) and concerns
the number of damage incidents suffered by cargo ships between 1960 and 1979, that were
caused by waves. The dataset contains data from five different types of ship which we regard
as the groups, i.e. G = 5. There are two other classification factors: year of construction

(1960-64, 1965-69, 1970-74, 1975-79) and year of operation (1960-74, 1975-79).

Let y;; and E;; denote the number of damage incidents suffered by and the aggregate months
of service of the ith ship type and the jth unique combination of classification factors, respec-
tively, for i = 1,...,G = 5 and j = 1,...,n;. Since there are four different classifications for
year of construction and two for year of operation, n;, = 8. However, since a ship constructed
in 1975-79 cannot operate in 1960-74, the aggregate months of service is zero and these rows
can be deleted, resulting in n;, = 7. Also, the aggregate months of service for ship type 5,
constructed in 1960-64 and operating in 1975-79 is also zero, so this row can be deleted.
Therefore, n; =7, for i =1,...,4, n5 =6, and n = Zf’;l n; = 34.
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We construct indicator variables for the classification factors. For the ith ship type, let

S 1, if the jth entry was operating in 1975-79,
L 0, otherwise,

for j =1, ...,n;. Likewise, for the ith ship type, let

- 1, if the jth entry was constructed in 1965-69,
25701 0, otherwise,

T3ij = {
Laij = {

We adhere to the modelling principle, that if there are more than one indicator variables
that relate to a classification factor, then they are either all included or all excluded from
the linear predictor. For example, if 24;; is included in the linear predictor, then so must ;;
and x3;;.

, if the jth entry was constructed in 1970-74,
, otherwise,

1
0
1, if the jth entry was constructed in 1975-79,
0, otherwise,

for j =1,...,n;.

We assume that y;; ~ Poisson(yu,;) where p;; = E;jA;; and log A;; = n;;. The link function

is then g(u;;) = log (fg?), with ¢'(pij) = % We term E;;, the aggregate months of service

as the exposures. We do not consider interactions between the classification factors, so there
are a total of thirteen models, including four GLMs. Therefore, there are five group-specific
structures.

We apply the prior distributions proposed in Chapter 3 for 3 and D, and run the reversible
jump algorithm proposed in Chapter 5. The algorithm is run for a total of 10000 iterations
after a burn-in phase of 1000 iterations, and identifies an M* containing four models. These
models have linear predictors:

iid
10. m;j = B1 + wiij + (B2 + u2ij)x1ij + B2 + Batsij + P524i5; where u; ~ N(0, D),

11. mi; = B 4+ wiij + (B2 + u2i)xoij + (Bs + usi)sij + (Ba + wai)ai5; where
iid

w; = (i, Ugi, uzi, ug) ~ N(0, D),

12, my; = Br + wiij + Poxriy + (B3 + usi)Taij + (Ba + was)Taij + (B + usi)2aij; where u; =

7 iid
(Uu, U3, Uds, USi)

~ N(0,D),

13. mij = B1 + wiij + (B2 + ugi) w15 + (B + usi)voij + (81 + wai)xsij + (05 + usi)xas;; where
iid

~ N(0,D),

_ T
u; = (Uu, Ui, W34, Udg, U5i)

Table 6.1 shows the posterior model probabilities of the four models in M*, as approximated
by the reversible jump algorithm. These four models account for 97.65% of total posterior
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Table 6.1: Approximated Posterior Probabilities (to 3 decimal places) of Models 10, 11, 12 and 13 from
the Ship Incident Data, as approximated by the reversible jump algorithm.

Model | Posterior Model Probabilities

m_ | flmly,M) | f(mly, M*)
10 0.058 0.059
11 0.182 0.186
12 0.231 0.237
13 0.506 0.518

Table 6.2: Approximated Log Marginal Likelihoods and Posterior Probabilities (to 3 decimal places) of
Models 10, 11, 12 and 13 from the Ship Incident Data, as approximated by bridge sampling.

Model, m | Log Marginal Likelihood, log f,,(y) | Posterior Model Probabilities, f(m|y)
10 -125.581 0.042
11 -124.389 0.138
12 -123.974 0.209
13 -122.904 0.610

model probability. Table 6.1 also shows the posterior model probability, if we consider only
models in M*.

We now approximate the marginal likelihood of the four models in M* using bridge sampling
as described in Chapter 4. We use a total posterior sample size of 20000. Table 6.2 shows
the log marginal likelihoods and resulting posterior model probabilities, as approximated by
bridge sampling.

The model with the highest posterior model probability is actually the most complicated
model possible, i.e. Model 13. This suggests that the effect that the classification factors
have on the number of damage incidents suffered is different for the different types of ship.
This means that, if we considered ship type to be an additional classification factor, and
used a standard GLM there would exist an interaction between the ship type factor and the
year of construction and year of operation factors. McCullagh and Nelder (1989) conducted
such an analysis using classical statistical methods. They found inconclusive evidence for
this interaction but stated that after fitting the interaction “the deviance reduced from 38.7
with 25 degrees of freedom to 14.6 with 10. This reduction would have some significance if
the Poisson model were appropriate but, with over-dispersion present, the significance of the
approximate F-ratio vanishes completely”. The existence of over-dispersion is what makes a
GLMM an appropriate model for this dataset.
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6.2 Six Cities Data

The Siz Cities Data can be found in Fitzmaurice and Laird (1993). It is frequently used to
assess mixed models methodology. It concerns the wheezing status of 537 children over four
years, and is sometimes referred to as the Wheeze Data in the literature.

Let y;; denote the wheezing status (0=not wheezing, 1=wheezing) of the ith child at the
jth time point, for ¢ = 1,...,537 and j = 1,...,4. Also, let z;; and zy;; denote the child’s
age (in years) and the mother’s smoking status (0=non-smoker, 1=smoker) of child i at time
point j, for ¢ = 1,...,537 and j = 1,...,4. In this dataset, 2o;; = 294, for all j,k = 1,...,4,
i.e. the mother’s smoking status does not change. Note that this simplification is in no way
necessary for the following model determination approach. Also, z1;1 = 7, 2152 = 8, 2153 = 9,
and z1;4 = 10, for all i =1, ..., 537.

Let 21;; = ==L and 29;; = —2L= denote the standardised versions of the age and
var(z1ij) \/ var(z2i;

smoking status variables. Let x3;; = x1;;x2;; be the interaction between the age and smoking
status variables.

Dij

1_p__> = 1;;, i.e. we use the logit link function.
ij

Suppose y;; ~ Bernoulli(p;;) where log(
There are a total of nineteen models.

We apply the unit information prior distributions for the regression parameters, 3 and the
variance components matrix, D, proposed in Chapter 3 and then use the reversible jump
algorithm proposed in Chapter 5. The algorithm is run for a total of 20000 iterations after
a burn-in phase of 1000 iterations. This algorithm identified M* to contain six models, with
the following linear predictors:

6. 1;; = B1 + u1i; where uy; 3 N(0, 02),

7. mi; = B + Pa1i; + wi; where uy; s N(0, 0?),

8. mij = P1 + Paway; + uii; where uy; S N(0, 0?),

9. ni; = b1+ Poxij + Parai; + ur; where uy; s N(0, 02),

iid

11. m;; = (B1 + ug;) + (Ba + ugi)w1ij; where u = (ugz, uz)?” ~ N(0,D),

iid
15. nij = (51 + Uli) + ﬁgl‘lij + (ﬁg + Ugi)QTgij; Where u = (Uli,U:ﬁ,i)T ~ N(O, D)

Table 6.3 shows the posterior model probabilities (to 3 decimal places) of the six models in
M*, as approximated by the reversible jump algorithm. The models in M* account for 95.7%
of total posterior model probability. Also shown in Table 6.3 is the approximate posterior
model probabilities if we just consider models in M*. These are found by

f(m!y,M) ‘
> menr- f(mly, M)
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Table 6.3: Approximated Posterior Probabilities (to 3 decimal places) of the models in M* from the Six
Cities Data, as approximated by the reversible jump algorithm.

Model | Posterior Model Probabilities
m | f(mly, M) | f(m|y, M)
6 0.319 0.333
7 0.349 0.365
8 0.066 0.069
9 0.081 0.085
11 0.048 0.050
15 0.094 0.098

Table 6.4: Approximated Log Marginal Likelihoods and Posterior Probabilities, as approximated by bridge
sampling, and BIC values of models in M* from the Progabide Data (to 3 decimal places).

Model, m | Log Marginal Likelihood, log f.(y) Posterior Model BIC,,
Probabilities, f(m|y)
6 -808.317 0.347 1614.178
7 -808.200 0.390 1614.984
8 -809.923 0.070 1619.757
9 -809.885 0.072 1620.568
11 -810.294 0.048 1628.188
15 -809.872 0.073 1635.911

We now use bridge sampling to approximate the marginal likelihood of the six models in
M~*. We use a posterior sample size of 50000. Table 6.4 shows the log marginal likelihood
and the resulting posterior model probabilities of models in M*, as approximated by bridge
sampling.

Models 6 and 7 account for nearly 70% of the posterior model probability in M*. By studying
the linear predictors of these two models, it suggests that a child’s wheezing status is different
for each child and there is some evidence of an age effect on the wheezing status. We discussed
the disadvantages of BIC for mixed models in Section 2.2.7. Nonetheless, in Table 6.4, we
also give the values of BIC for the models in M*. We did not compute the BIC values for all
models in M but the BIC values for models in M™* seem to support our model determination
conclusions, at least for the models with just group-specific intercepts. However, for models
with not just group-specific intercepts, there is less correspondence between our conclusions
and the BIC values.
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Table 6.5: Approximated Posterior Probabilities (to 3 decimal places) of the models in M* from the
Progabide Data, as approximated by the reversible jump algorithm.

Model | Posterior Model Probabilities
m | f(mly, M) | f(m|y, M)
35 0.353 0.432
36 0.136 0.166
39 0.070 0.085
50 0.097 0.119
61 0.111 0.135
69 0.052 0.063

6.3 Progabide Data

The Progabide Data can be found in Thall and Vail (1990). It concerns four successive two-
week seizure counts for 59 epileptics. Also recorded are the number of seizures suffered in the
eight week period prior to the study, whether the patient received either the drug Progabide
or a placebo, the age of the patient and the visit number. Let y;; denote the number of
seizures suffered by the ith patient in the two weeks prior to visit j, for i = 1,...,59 and j =
1,...,4. Likewise, denote 21,5, 22i;, 23;; and z;; as the age, base-line seizure count, treatment
(0O=placebo,1=Progabide) and visit number of the ith patient at visit j, respectively, for
i=1,..,89 and j = 1,...,4. Note that z4; = j, and also, note that, z1;; = 21, 22i; = 22ik,
235 = 23k, for any j, k=1,...,4.

Thij—Tk

Let o4 = —29=%k_ for | = 1,....4, i.e. the zj;’s are the standardised versions of the z4;’s.
(§] l’kj \/m or 1.€ exk]sare € Standardilsed versions o ezkjs

Suppose y;; ~ Poisson()\;;), where log \;; = n;;. If we do not consider interactions, there are
a total of 97 models, including 16 GLMs. Therefore, there are 17 group-specific structures.

We apply the unit information prior distributions proposed in Chapter 3 and run the re-
versible jump algorithm proposed in Chapter 5. We run the algorithm for a total of 20000
iterations after a burn-in phase of 1000 iterations. If we use the definition of M* from (5.24),
then we identify an M* containing six models. The approximate posterior model probabili-
ties of these six models are shown in Table 6.5. The models in M* account for 79.5% of total
posterior model probability. Also shown in Table 6.5 are the approximate posterior model
probabilities if we just consider models in M*. The linear predictors for the models in M*
are:

35. mi; = (B + u1i) + Boxoij + (O3 + us;)xaij; where u; = (uq;, U3z‘)T ~ N(0,D),
36. mij = (01 + wii) + Boxoij + Psxsi; + (Ba + wa;)Tas;; where u; = (uy,, ug;) " ~ N(0,D),

39. mij = (1 + i) + Boxrij + P32 + (Ba + wa;)Tas;; where u; = (uy;, U4i)T ~ N(0,D),
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Table 6.6: Approximated Log Marginal Likelihoods and Posterior Probabilities, as approximated by bridge
sampling, and BIC values of models in M* from the Progabide Data (to 3 decimal places).

Model, m | Log Marginal Likelihood, log f,,(y) Posterior Model BIC,,
Probabilities, f(mly)
35 -679.715 0.454 588.462
36 -680.755 0.160 590.771
39 -681.400 0.084 592.035
50 -680.951 0.132 603.954
61 -680.990 0.127 602.018
69 -682.062 0.043 612.292

50. mij = (81 + wwi) + Boaij + (B3 + uzi) T35 + (Ba + wai)waiz; where w; = (uyg, uzi, ugg)? ~
N(0,D),

61. 7 = (81 + uii) + (B2 + woi)xaij + (B + ugi)xaj; where w; = (uq;, ug;, ug;)" ~ N(0,D),

69. ni; = (81 + uii) + (B2 + ugi)waij + (85 + usi)xsij + (Ba + ai)x4i5; where
w; = (i, Ugi, Uzi, ugi)” ~ N(0, D).

We can now use bridge sampling to approximate the marginal likelihood of each of the models
in M*. We use bridge sampling with a total posterior sample size of 20000. Table 6.6 shows
the log marginal likelihoods and the resulting posterior model probabilities as approximated
by bridge sampling.

By studying the linear predictors of the six models in M*, we see that they all contain
regression parameters for the base-line seizure count and the visit number. They also all
contain a group-specific parameter for the visit number. This suggests that the base-line
seizure count and the visit number has an effect on the number of seizures suffered, and that
the effect that the visit number has on the number of seizures suffered is different for each
patient.

It would be impractical to compute the values of BIC for all 97 models in M*. However,
we give the values of BIC for the models in M* in Table 6.6. Similar for the Six Cities
Data, the BIC values seem to support our conclusions for the models with less group-specific
parameters.
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Chapter 7

Discussion

In this thesis, we developed an automatic, default strategy for Bayesian model determination
amongst GLMMs. This strategy addressed the two key issues of default prior specification
and computation.

In Chapter 3, we extended the idea of unit information prior distributions, which have been
previously applied to the regression parameters of linear models and GLMs, to the regression
parameters of GLMMs. We also developed a default prior distribution for the variance
components matrix that relies on a unit information concept.

In Chapter 4, we investigated the method of bridge sampling for approximating the marginal
likelihood on a GLMM. This marginal likelihood approach can only be applied, in a practical
sense, when the number of models, |M]|, is small, or when we have identified a subset of
models, M* C M, which have high posterior model probability and such that |M*| is small
enough so that we can use bridge sampling. In Chapter 5, we proposed a reversible jump
algorithm for identifying M™.

An important note about the three parts of the strategy, i.e. the default prior distributions,
the bridge sampling and the reversible jump algorithm, is that they are all stand-alone.
This means that a user can use any number of the parts of the strategy. For instance, they
could use the default prior distributions proposed in Chapter 3, but another method for
model determination. A scenario where we may consider doing so is for normally distributed
responses. In this case, we can evaluate the integrated likelihood exactly and the results of
the reversible jump method will be, accordingly, more accurate. In this case, we may feel it
is unnecessary to evaluate the marginal likelihood of each model in M*.

The default prior distributions proposed in Chapter 3 can be applied to a rich set of mod-
els. Common proposed default priors for mixed models are typically restricted to certain
scenarios, e.g. LMMs or for models that only have group-specific intercepts. One area where
our default prior distributions are restricted is D* must be I ® D, i.e. the group-specific
parameters are exchangeable.
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We did not develop a default prior distribution for the dispersion parameter. If this parameter
is unknown, it will be contained in every model, so we can recommend using a diffuse inverse-
gamma prior distribution. The disadvantage of this is we cannot undertake Bayesian model
determination amongst different response distributions.

A possible criticism of the default prior distributions proposed in this thesis, and unit in-
formation prior distributions in general, is that they depend on the form of the experiment
through the matrix X, and therefore the matrix Z. Our position is that all regression analyses
are conditional on the covariates, so it is acceptable for the prior distribution to be dependent
on the covariates and therefore the matrices X and Z. This property of the prior distribution
depending on the form of the experiment is not just possessed by unit information prior
distributions. Jeffreys prior, for instance, also depends on the form of the experiment.

The reversible jump scheme proposed in Chapter 5 is an extension, to GLMMSs, of the re-
versible jump scheme proposed by Gill (2007) for GLMs. This scheme can be applied when
any default prior distribution has been proposed for the model parameters, i.e. does not need
to be used in conjunction with the default priors proposed in Chapter 3. A disadvantage of
this implementation of the reversible jump scheme is that we need to find the approximate
posterior mode of the marginal posterior distribution by maximising fm*z (ﬁm*z, Vs, Wit |Y)
for each Mz-saturated model, m%. In addition, we also need to find the Hessian matrix
of log fm*z (Bm*z, Vs, Wy |y) evaluated at the posterior mode. As the total number of ex-
planatory variables available increases, the number of Mz-saturated models also increases.
Therefore, our reversible jump scheme can only be applied to a moderately-sized dataset,
where the measure of the size of a dataset is the number of available explanatory variables.
An alternative approach is to only consider models with group-specific intercepts; this still
gives us a rich set of models, but we only need to find the posterior mode and Hessian matrix
for two models.

The reversible jump scheme is only as good as the Laplace approximation to the integrated
likelihood. If the Laplace approximation is poor, our concern is that the reversible jump
algorithm will mis-identify M*. Hopefully, in this case, when we use bridge sampling to
approximate the marginal likelihood for each of the models in M* we will find that the ap-
proximate Bayes factors from the marginal likelihood approach will not correspond to the
Bayes factors from the approximate posterior model probabilities from the reversible jump
algorithm. In this case, we may have to use a computationally more intensive method for ap-
proximating the integrated likelihood, such as Gauss-Hermite quadrature (see Section 2.2.2).
The 1-point Gauss-Hermite quadrature rule is equivalent to the Laplace approximation. Us-
ing a Gauss-Hermite quadrature rule with more points will result in a computationally more
intensive method.

Bridge sampling has previously been used to approximate the marginal likelihood of GLMMs
by Sinharay and Stern (2000) and Sinharay and Stern (2005). In both papers, the integrated
likelihood is evaluated by using Simpson’s rule. This is feasible since only group-specific
intercept models are considered. Bridge sampling is then used to approximate the p+ %q(q +
1) + 1 dimensional integral. However, we use bridge sampling to approximate the marginal
likelihood by approximating the p+Gq+ %q(q—i— 1)+1 dimensional integral, i.e. not evaluating
the integrated likelihood. This allows us to consider much more complicated models.
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Our treatment of bridge sampling is completely general and can be applied to any posterior
distribution where it is relatively straightforward to generate a posterior sample.

There is a lot of scope for future work, in extending the work of this thesis.

It would be useful to construct a default prior distribution for the dispersion parameter
so that we could make formal Bayesian model determination choices with respect to the
response distribution. This would have to take account of the fact that, for some response
distributions, the dispersion parameter is known. If would be convenient if the default prior
distribution for an unknown dispersion parameter is an inverse-gamma distribution. Then
this would be the conjugate prior distribution for the linear model.

In this thesis, to apply the unit information concept prior distribution for D, we restricted
ourselves to exchangeable group-specific parameters, i.e. D* = I ® D, where D is unstruc-
tured. Firstly, we could allow D to have some structure. For instance, we could allow D to
have the following structure

1 p o .. pqii
1 4=
D=0’ ? _— p: : (7.1)
pq_l pq_2 . e 1

i.e. Dy, = a2pl=H for j,k =1,...,q. Therefore D depends on two unknown parameters, as
opposed to %q(q + 1) unknown parameters when D is unstructured. The structure used for
D in (7.1) is commonly used in longitudinal studies with equally-spaced observations where
the correlation between two observations from the same group decreases as the time between
those two observations increases.

Secondly, future work could also look at situations where D* is not block-diagonal. For
instance, at present cov(u;,u;) = 0, for i # j. However, we could make this covariance
non-zero and, therefore, introduce correlations between the components of u. A well-known
example of a dataset where we might want to use a non block diagonal matrix for D* is for
the Scotland Lip Cancer Data which is found in, for example, Breslow and Clayton (1993).
In this dataset, y; is the number of cases of lip cancer observed in the ith Scottish district,
fori=1,...,56, from 1975-80. Let x; and E; denote the observed percentage of the workforce
who work outside and the expected number of cases of lip cancer, respectively, for the ith
district. Also recorded for the ith district is a set, A;, of geographically adjacent districts.

For i =1,...,56, we assume y; ~ Poisson(E;);), where
log A\; = 01 + Ba;i + wj,

where u; is scalar such that u = (uy, ..., us6)” ~ N(0,D*). The approach in this thesis would
be to make D* a diagonal matrix depending on one parameter, o2. However, if we take
this approach for this dataset, we are ignoring how the rates of lip cancer of geographically
adjacent districts are likely to be correlated since they experience similar environmental
conditions. This is known as spatial correlation. Sinharay and Stern (2005) consider this
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example and use

D* = o’E7' +7%(I5s — ¢C)'E7,
= {0Lig + 7°(I5s — ¢C) '} E7',

E;

i,7 = 1,...,56. Therefore C;; is non-zero if districts ¢ and j are geographically adjacent and
it follows that D* is non-diagonal. In this case, D* depends on three parameters: o2 > 0,
72 > 0 and ¢ € (0, pmax) Where ¢pax is a function of the E;’s determined so that D* is
positive-definite. The parameter ¢ controls the amount of spatial correlation. It would be
of interest to determine whether there exists spatial correlation. This is equivalent to using
Bayesian model determination amongst the two models: one having exchangeable group-
specific parameters and the other having spatially correlated group-specific parameters as
described above. As mentioned above, the bridge sampling approach described in Chapter
4 could be applied to this problem. We can apply the unit information prior distribution to
the parameters (5; and (3. However, we would need to to define a default prior distribution
for the parameters o2, 72 and ¢. As a result, we are almost certain to lose the conditional
conjugacy that we had with exchangeable group-specific parameters and an inverse-gamma
prior distribution.

where E and C are known matrices such that E = diag(E;) and C;; = <&> I [j € Ay, for

Most importantly, future work should focus on developing an MCMC model determination
scheme that does not require the posterior modes of multiple models and can therefore
be applied to a larger number of models, i.e. datasets with more available explanatory
variables. An alternative, interesting route to reversible jump would be to attempt to apply
the saturated space approach of Brooks et al. (2003). In this approach, the dimension of
the Markov chain, conditional on model m € M, is always kyax = sup,,ep {km} and has
elements (8,,, w,,)T where the dimension of the auziliary model parameters, W, is kyjax —kum.
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