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Abstract: There has been growing interest in discrete choice experiments (DCEs) in health economics over the last few years. This paper identifies and describes applications conducted during 1990–2000. From this basis some important areas for future research are reflected upon. These include: having a better understanding of how respondents interpret price, risk and time attributes; strengthening designs and analysis; investigating decision making heuristics employed when completing DCEs, and the extent these are related to the complexity of the task; external validity, reliability and generalisability. Collaborative work with statistical design experts, psychologists, sociologists and qualitative researchers will prove useful when investigating these issues. It is also critical to link, more generally, the research agenda to work being carried out in marketing, transport and environmental economics and health economics benefit assessment.
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Introduction
To fully assess the value of alternative health policies in public health care systems, researchers must estimate the value of non-marketed commodities. Several non-market stated preference valuation techniques have been used in the health economics literature, and over the last few years there has been a growing interest in discrete choice experiments (DCEs). The aim of this paper is to identify current practice in the application of DCEs in health care and, from this, reflect on important areas for future research. A brief introduction to DCEs including guidance on conducting and reporting DCEs is presented. It is, however, not the intention of this paper to describe how to conduct a DCE; for more on this, as well as detailed explanation of the theoretical basis of DCEs, see Louviere et al (2000). The health economics applications reviewed (see Appendix I) and the methods for identifying and reviewing applications of DCEs in health economics are explained. Many of the issues raised in this paper cannot be discussed in detail due to limited space; references are provided for the interested reader.

Discrete choice experiments
Discrete choice experiments draw upon Lancaster’s economic theory of value (Lancaster 1966) and random utility theory (McFadden 1973, p 105–42; Hanemann 1984). Attributes of the commodity being valued are first defined, and levels assigned to them. Statistical design theory is then commonly used to draw an independent sample of scenarios (ie combinations of attribute levels) from the full factorial set. These are placed into efficient choice sets and subjects are presented with these choices. Assuming that price is included as an attribute in these choice sets (or some proxy for price), willingness to pay (WTP) can be indirectly estimated for both changes in individual attributes, as well as changes in any combination of attributes.

The decision making process within a DCE can be seen as a comparison of indirect utility functions. The subject makes a series of choices. For each choice he/she chooses the alternative that leads to the higher level of utility. Thus, if:

\[ U_{iq}(A) = v_i(A) + \varepsilon_{iq} \] (1)

where \( U_{iq}(A) \) represents the indirect utility function of individual \( q \) for good \( i \) with attributes \( A \), \( v_i(A) \) represents the measurable component of utility estimated empirically, with \( i, q \) and \( A \) as defined above, and \( \varepsilon \) reflects the unobservable factors, the subject will choose \( i \) over \( j \) if:

\[ (v_i + \varepsilon_{iq}) > (v_j + \varepsilon_{jq}) \] (2)

or

\[ (v_i - v_{iq}) > (v_j - v_{jq}) \] (3)
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Given that error terms are unknown, a probability model is estimated where:

\[ P(i_q | A, C) = P(i_q) = \frac{\left( e_{jq} - e_{iq} \right)}{\left( v_{jq} - v_{iq} \right)} \]

The probability of choosing alternative \( i \) (over \( j \)) by individual \( q \), given the set of attributes \( A \) and the choice set \( C \), is given by the probability that the error difference is smaller than the difference in the 'observable' utility component between \( i \) and \( j \). For purposes of empirical measurement, a probability distribution is assumed for \( (e_{jq} - e_{iq}) \). Logit and probit techniques are commonly used to estimate the measurable component of the utility function. Given that multiple observations are obtained from individuals (since individuals are presented with a series of choices) panel data models are appropriate.

When analysing the data, assumptions must be made about the functional form of the observable indirect utility function. Assuming a linear utility function (as is most commonly done), then:

\[ V = \chi_0 + \Sigma \chi_n X_n + \delta P + \theta \]

where \( \chi_0, \chi_n \) and \( \delta \) are the parameters of the model to be estimated; \( X_n \)'s represent the levels of the \( n \) attributes of the commodity being valued \((n = 1, 2, \ldots, k)\); \( \Sigma \chi_n X_n \)'s represent the summation of all the model effect coefficients; \( P \) the price level (or some proxy for price); and \( \theta \) the unobservable error term for the model. \( \chi_0 \) reflects the subject's preferences for one commodity over another when all attributes in the model are the same (referred to in the literature as the alternative-specific constant (ASC)).

The \( \chi \) parameters are equal to the marginal utilities of the given attributes (ie \( \partial V/\partial X_i = \chi_i \)), and the ratio of any two parameters show the marginal rates of substitution between attributes. Following on from this, the ratio of any given attribute to the absolute parameter on the price attribute shows how much money an individual is willing to pay for a unit change in that attribute (ie \( \chi_i/\delta \)) (McIntosh and Ryan 2002, p 376). From this it is possible to estimate overall WTP for a change in the provision of a service by summing all attributes coefficients (ie \( \Sigma \chi_n X_n \)) and dividing by the absolute parameter on the price – the measure commonly used to estimate the welfare impact of a change in policy is given by:

\[ \text{WTP} = (\Sigma \chi_n X_n)/\delta \]

**Methods**

A systematic literature search was conducted to identify published English language studies using DCEs within a health economics context. Searches of the following databases between 1 January 1990 and 31 December 2000 were undertaken: MEDLINE; EMBASE; HEALTHSTAR; Social Science Citation Index; PsychLIT; EconLIT; and Health Management Information Consortium database. To reflect the different terms used to refer to DCEs, search strategies were formulated for each individual database using the following free text terms: 'conjoint', 'conjoint analysis', 'conjoint measurement', 'conjoint studies', 'conjoint choice experiments', 'part-worth utilities', 'functional measurement', 'paired comparisons', 'pairwise choices', 'discrete choice experiments', 'discrete choice modelling', 'discrete choice conjoint experiments' and 'stated preference'. Studies were also identified from the bibliographies of DCE applications identified in the literature search and websites of academic institutions (the latter to identify discussion papers and published conference papers).

Only experimental (as opposed to actual) studies that used choice-based response data, were written in English and applied to health care (as opposed to methodology, theory or opinion papers) were of interest.

When conducting a methodological systematic review, issues are raised concerning the criteria that should be used to evaluate quality. This was done by considering current practice regarding the key stages of a DCE (selection of attributes and assignment of levels, choice of experimental design and construction of choice sets, measurement of preferences, estimation procedure and testing of validity of responses). In addition, the papers reviewed were read to identify criteria assessed, and current debates in the literature concerning appropriate criteria to assess instruments were considered (Ryan et al 2001, p 17–23). Based on this, studies were examined with respect to 26 'items' which were both extractable from secondary sources and presented a good breadth of coverage of issues in the conduct of DCEs (see Tables 1–5). Twenty-four items reported counts of occurrences or facts to classify current practice, retaining as much objectivity as possible. The authors used their own judgements to classify the remaining item (Table 3, item 13, 'quality' of experimental design).

**Results**

The literature search generated 919 references which were checked for duplicates and eligibility. Revealed preference studies, conjoint analysis studies not grounded in random utility theory (RUT) and studies not written in English or without health economic applications were excluded. This reduced the pool of potential studies to 328. A second, more careful reading of abstracts removed a further 199
references because they were not original empirical studies. One hundred and twenty-nine full references were obtained and read by one of the authors (KG) to verify eligibility. A further ninety-five studies were rejected as they did not use choice-based responses, eg, ranking exercises (Singh et al 1996), rating exercises (Ryan et al 1998) or a choice-based approach using an alternative modelling framework (Hadorn et al 1992). The remaining thirty-four studies were included in the review. Appendix 1 provides key references relating to eligible studies.

Table 1 provides background details of the studies used in the review. The UK was the predominant producer of DCEs during the decade covered and the rate of production of studies increased over time.

Although the main focus was to value benefits, other applied areas included health insurance planning, labour supply characteristics, time preference values and valuation of generic health status domains.

**Attribute selection and level setting**

Table 2 considers current practice with respect to attribute selection and level setting. Whilst it is not possible to comment on the appropriateness of the sources used to select attributes and assign levels, it was encouraging that all studies reported sources and discussed the rationale for them.

The number of attributes included varied from 2 to 24, with a mode of 6. No studies assessed the effect of the number of attributes on respondent’s ability to complete the choice task, though there appears to be an assumption that 4–6 attributes is acceptable (and beyond that the choice task will get too complex). Louviere (2001, p 33–4) argues that increasing the number of attributes will not significantly affect mean preference parameters. He comments that there is no empirical evidence to suggest this but that increasing numbers of attributes (and other aspects of complexity) would impact on the random component variability. Hensher et al (2001, p 374) note, whilst academics and practitioners agree that DCEs should not be too ‘complex’, to date there is no guidance on what constitutes ‘complex’. This is clearly an area for future research.

The scope of attributes used in DCEs is clearly linked to the topic of application. Many studies used DCEs as a way of valuing non-health benefits and 19 studies (58%) incorporated a monetary attribute. Whilst including a price proxy allows indirect estimation of willingness-to-pay (WTP), several issues are raised (Ratcliffe 2000). One concerns the appropriate payment vehicle in a collectively funded health care system. Whilst most studies used payment at the point of consumption, willingness to accept compensation (Study 14, see Appendix 1), travel costs (Study 20) and Medicare Levy (Study 24) were also used as payment vehicles. Two studies (Studies 31 and 32), concerned with incentives for changing general practitioner (GP) behaviour, used changes in income levels. Future applications of DCEs to collectively funded health care interventions should systematically explore alternative ‘incentive compatible’ payment vehicles.

Another important area for future research is the extent to which DCEs overcome some of the known problems of the direct WTP approach eg, lack of scope sensitivity, part-whole biases, status quo bias, cost-based responses, strategic biases, ‘yea-saying’ and warm glow (Ryan et al 2001).

<table>
<thead>
<tr>
<th>Item</th>
<th>Category</th>
<th>Nr studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Country of origin</td>
<td>UK</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>US</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Australia</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Canada</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>1996–1997</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>1998</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>1999</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>2000</td>
<td>13</td>
</tr>
<tr>
<td>3. Areas applied</td>
<td>Economic evaluation</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>Insurance plans</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Other (eg labour supply)</td>
<td>12</td>
</tr>
<tr>
<td>4. Preference source</td>
<td>Patient</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Community</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>Health insurance consumer</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Other (eg Consultants, GPs)</td>
<td>8</td>
</tr>
</tbody>
</table>

*If more than one publication was associated with a study the earliest one was counted.*

<table>
<thead>
<tr>
<th>Item</th>
<th>Category</th>
<th>Nr studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 and 6. Source of attributes and level assignment</td>
<td>Clearly described</td>
<td>34</td>
</tr>
<tr>
<td>7. Number of attributes</td>
<td>2–3</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>4–5</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>7–9</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>&gt; 10 (max 24)</td>
<td>4</td>
</tr>
<tr>
<td>8. Attributes covered</td>
<td>Monetary measure</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>Time</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>Risk</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>Health status domains</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>Health care</td>
<td>28</td>
</tr>
<tr>
<td></td>
<td>Other</td>
<td>3</td>
</tr>
</tbody>
</table>

*Totals more than 34 as each study may use many attributes.*
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Whilst it has been argued DCEs can overcome some of these problems (Hanley et al 2001), as yet there has been no empirical work in this area.

Twenty-five (74%) studies included some type of time attribute. Sixteen of these incorporated waiting time, whilst other definitions of time included travel time, time to return to normal activities, duration of illness and time preferences. Study 20 estimated value in terms of time and from this a monetary value was estimated using the value of waiting time for public transport. Given that time is a commodity that individuals are used to trading in a publicly provided health care system, its potential use within an economic evaluation should be explored. However, a number of caveats should be noted, including the fact that the value of time depends on the opportunity cost of that time and waiting time (to treatment) may have an impact on the risk of worsening outcomes.

Twelve DCEs (35%) included risk as an attribute in a variety of formats; three presented risk levels in terms of gains; five as losses; and four were mixed. Information was presented as percentage chances (9 studies), natural frequencies of chances (2 studies) or both (1 study), and as absolute risk (5 studies) and relative risk (6 studies). It has been shown in the psychological literature that individuals have difficulty in understanding risk, viewing events as more likely if they are familiar; hazards as more risky for other people than themselves; responding to gains or losses and relative risk compared to absolute risk differently; and code risk data in a categorical manner i.e., 'low' or 'high' (Lloyd 2001). There appeared to be little consideration given to whether these studies had appropriately presented risk as an attribute. Future work should address this.

One study was identified which had addressed the sensitivity of WTP estimates to the range of the attribute levels (Study 33). This study found that whilst estimated coefficients were not significantly different across five of the six attributes included in the experiment, mean WTP estimates were significantly different for four of the five welfare estimates. Within the marketing literature, Ohlcer et al (2000) found that whilst attribute range influences main effects to a small degree, substantial effects were found on attribute interactions and model goodness of fit. More empirical data would provide a stronger basis to investigate this issue in greater detail.

**Experimental design and choice sets**

Table 3 reports current practice regarding experimental designs employed and the construction of choice sets. Inclusion of interaction terms must be allowed for at the design stage of the study. The first aspect examined was whether fractional or full factorial designs were used. A full factorial design is more robust as it allows investigation of all interaction effects. But the price paid is potentially large numbers of scenarios to be examined by respondents. Thus, full factorials are usually only possible if there are a small number of attributes and levels. Four studies used small full factorial designs (Studies 3, 6, 15 and 22), 25 employed a fractional factorial design, often allowing only for main effects, and 5 did not specify. Despite evidence from outside health economics that main effects explain over 80% of the preference structure (Emery and Baron 1979; Louviere 1988, p 95; Pearmain et al 1991, p 37) (health) economic theory has little guidance for researchers on what interactions to include. Indeed, it is likely that the importance of interaction terms will be highly context specific. Whilst this review did not judge the relevance of the main effects designs in individual studies, the tendency to include only main effects mirrors practice in the environmental economics literature. However, here the view is changing and it would be apposite for health economists to keep pace with these developments (Adamovicz 2002).

<table>
<thead>
<tr>
<th>Item</th>
<th>Category</th>
<th>Nr studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>9. Design type</td>
<td>Full factorial (main, interactions, polynomials, higher order)</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Fractional factorial (limits on effects estimated)</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>Not reported</td>
<td>5</td>
</tr>
<tr>
<td>10. Design source</td>
<td>Software packages</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>Catalogue</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Expert</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Not reported, fractional factorial design used</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Not reported, no further details on design</td>
<td>5</td>
</tr>
<tr>
<td>11. Design plan</td>
<td>Main effects only (includes interactions with covariates)</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>Main effects and selected 2-way interactions between attributes</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Full factorial (all effects, includes higher polynomial)</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Not reported</td>
<td>3</td>
</tr>
<tr>
<td>12. Allocation of scenarios to choice sets</td>
<td>Binary</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Pairwise (random)</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>Pairwise (other)</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>&gt;2 choices</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Not reported</td>
<td>3</td>
</tr>
<tr>
<td>13. Design quality</td>
<td>'Strong'</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>'Weak'</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>Not reported</td>
<td>13</td>
</tr>
</tbody>
</table>
Of the 25 studies making use of fractional designs 19 used computer software packages to produce the design, 2 used design catalogues and 4 utilised design experts. The same 5 studies as above did not report on design source. Making no details available about design type and/or source is poor practice, preventing the reader or end user making judgement on whether an optimal design had been used. A word of caution is also needed regarding design software packages and design catalogues. It would be too simplistic to unthinkingly use these without examining the properties of the resultant designs. Either method may contain irregular fractions through error or design faults. Simple checks (correlation matrix of the design’s attribute levels, frequency count of levels) should be conducted.

The majority of studies within health economics have used computer software to design DCEs. Such software, like catalogues, produces a number of scenarios for which preferences must be elicited. If using the single binary choice approach, ie would you do this, ‘yes’ or ‘no’ (eg Studies 19 and 30) then the scenarios derived from the experimental design can be presented to individuals. However, when multiple choices are used (as in at least 29 studies in the review) the resulting scenarios from the experimental design must be placed into choice sets. In doing this, it is important that the statistical design properties of orthogonality, balance, minimum overlap and balanced utilities are maintained (Huber and Zwerina 1996). Zwerina et al (1996), recognising that it is difficult to satisfy all four design principles, have developed a computerised approach which minimises the size of the covariance matrix.

To what extent have these properties been considered in the application of DCEs in health economics? A number of (earlier) applications paired scenarios randomly, making little reference to design properties. Fourteen studies used a constant comparator (from the experimental design or the current situation), aiding adherence to the statistical properties of computer generated and catalogue-based designs. Study 20 produced a design where the three attributes, ‘cost’, ‘waiting time’ and ‘location’ were entered into the computer software design as ‘cost in choice A’, ‘location in choice A’, ‘waiting time in choice A’, ‘cost in choice B’, ‘location in choice B’ and ‘waiting time in choice B’. This resulted in a computer generated design that was automatically orthogonal in differences (since the level for say location in A was compared to location in level B, and the difference was therefore automatically given). Such an approach is only possible for experiments with a small number of attributes (since the number of attributes is doubled in the design). One study used computer software to develop choices (Hanley et al 2002) (Study 25). Five studies used more than two scenarios in choice sets (Studies 2, 13, 18, 23, 25) and used appropriate allocation methods (ie L\textsuperscript{40} designs or random designs) (Louviere et al 2000, p 111–37). Three studies failed to report information about the allocation of scenarios to choice sets.

This review graded designs ‘strong’ if they clearly reported on three or four of the principles of a good design, and discussed the suitability of the resultant design; and ‘weak’ if the study has not been explicit in this regard but some information can be extracted indirectly (eg a full factorial will be orthogonal and balanced). Based on this, there were no strong designs and 21 weak designs. Thirteen studies (38%) did not report sufficient detail to comment on design. Whilst there is no one correct way to design DCEs, greater attention should be given to reporting the properties of designs. Greater collaboration with design experts would help to improve designs and make use of cutting-edge techniques.

**Measurement of preferences, response rate and comprehension**

Table 4 summarises current practice in the measurement of preferences and respondent comprehension. Thirteen studies used 8 or less choices, eighteen studies between 9 and 16 choices and 2 studies used more than 16 choices. One study did not comment on this issue. Whilst no research has investigated what a reasonable number of choices is in health economics, this has been debated elsewhere. Hanley et al (2002), within the environmental economics literature, found that increasing the number of choice tasks influenced estimated model parameters. However, Hensher et al (2001), within the context of choices over airlines, concluded the opposite. This is clearly an important area for future research.

Most studies (27) used self-complete questionnaires (posted or handed out and returned in a ‘clinic-like’ setting), 3 administered surveys by interview, and 3 used computerised interviews (one did not report information). Whilst it is generally accepted that interviewer-based administration is the best approach, this is also a more costly approach and may not be feasible within the researcher’s budget or timetable. Care must also be taken to understand the impact of the computerised interview approach on design properties; at present this does not appear to be well understood.

Most self-completion questions used text, with little consideration given to pictorial representations of the subject matter. Given current developments in high-powered graphic
packages and the ability to download images from the Web, consideration should be given to alternative styles of presenting health goods to the subject. More generally, consideration should be given to whether the type of representation (text, pictorial, interview (with or without pictures), computer-based (with or without pictures) influences the model parameters. In the marketing literature Vriens et al (1998) suggest that whilst pictorial representations improve respondents' understanding of the design attributes, verbal representations facilitate judgement.

Response rates varied across studies. The seven studies achieving 90%-100% response rates handed out questionnaires in 'clinic-like' settings or were interview-based. Lower responses were obtained using postal questionnaires. Many of the very low response rates were reported in pilot studies. It is unacceptable not to report response rates (of which 5 studies did not). Ten studies explicitly asked respondents to comment on how easy they found the questionnaire to complete. This provides some helpful, but limited, direct feedback. There did appear to be a significant minority who felt they had some difficulty, but given the nature of the question it was not clear whether this arose from the choice per se or because the instructions were unclear. Where it was measured, completion time to fill out questionnaires seemed mostly acceptable (three studies took on average 10-15 minutes to complete) but completion times of 1-2 hours seemed too long. Future research should address the issue of comprehension within the context of alternative survey designs (i.e. varying number of attributes, levels and presentation of scenarios (text versus pictures).

**Estimation procedure**

Table 5 reports the use of econometric models to analyse DCE data. The majority of studies (26) employed random effects probit or logit models, thus allowing for multiple observations from respondents. Where respondents are asked to evaluate more than two alternatives within a choice set multinomial logit had been most commonly employed. This approach assumes independence of irrelevant alternatives and does not allow for multiple observations. The random parameter logit, employed in one study (Study 25), overcomes these limitations, whilst also allowing for heterogeneity of responses (Revelt and Train 1998). Other methods being developed within environmental economics to model DCEs, allowing for heterogeneity of responses, include mixed logit models, latent class models and hierarchical Bayes models (Adamowicz 2002). These models will become increasingly important to health economics as research attempts to understand the complexity of the choice process within a DCE (see below).

**Validity and reliability**

Table 5 also reports the different aspects of validity considered. Given that many of the applications have taken place in countries with a publicly provided health care system, and therefore with a lack of secondary data sets to compare real and stated behaviour, much emphasis is placed on theoretical validity (22 studies or 65%). This involves checking that model coefficients have the signs expected given theory. A more indirect test of theoretical validity is to consider whether results are consistent with intuition i.e., whilst economic theory has nothing to say about the relationship between experience and value, we may expect that patients who have experience of an illness value treatment differently from those with no experience. Such 'intuitive hypotheses' will be context specific. Two studies addressed face validity (presenting a pre-pilot version of the survey to a subset of respondents and revising it to
remove ambiguities contained in the interpretation of the tasks and information provided), and 4 studies assessed convergent validity (tested with respect to WTP, standard gamble and visual analogue scale).

Utility theory is defined from a normative perspective. That is, it is not based on observations of how individuals actually behave, but rather on how they should behave. Whilst some argue that economics should be concerned only with prediction, others argue that it is important to test validity by looking at the extent to which individual behaviour is consistent with the axioms of economic theory. This latter view has lead to the validity of DCEs being tested by investigating rationality of responses (often referred to as internal consistency) and the assumption that individuals trade across all attributes (equivalent to the Archimedian (and related continuity) axiom).

Fifteen studies tested for rationality by including dominance tests (choice sets where one alternative is clearly superior) and three studies tested transitivity. Noticeable here was a lack of any research investigating reasons for ‘irrational responses’. There is a growing literature from both psychology and economics indicating that apparently ‘irrational’ responses can be rationally explained (Fischer and Hawkins 1993). Future work should explore ‘irrational’ responses in more detail and qualitative research techniques will prove useful here (Schkade and Payne 1994). Alternative more challenging tests of rationality may be explored, including transitivity and Sen’s contraction and expansion properties (Sen 1993). Applications of transitivity tests would imply observing the following choice pattern: if Choice A is preferred to Choice B and Choice B is preferred to Choice C, then Choice A should be preferred to Choice C. See McIntosh and Ryan (2002) for an application of this test to DCEs. Applications of Sen’s contraction (expansion) property imply that if Choice set 1 is narrowed (expanded) to form Choice set 2, and the alternatives chosen from 1 are still in 2, then no unchosen alternative should be chosen and no chosen alternative should be unchosen. See San Miguel (2000) for an application of these tests to DCEs.

One of the underlying assumptions of DCEs is that individuals adopt compensatory decision making. That is they consider all the attributes included in the experiment and, based on the levels of all attributes, make a choice. Twelve studies investigated this assumption by testing whether individuals always chose according to the best level of a given attribute. However, such tests are limited since compensatory behaviour may result in such a choice pattern (Ryan and Gerard 2001). Indeed, quantitative analysis is limited in its ability to identify decision strategies employed by respondents and, again, qualitative work will prove useful in this area (Ryan et al 2002).

Interestingly, there has been little debate regarding the relationship between adherence to economic axioms and complexity of the DCE design. Whilst a limited number of economists have discussed this (De Palma et al 1994; Heiner 1983; Scott 2002), more extensive literature from psychology has argued that as complexity of tasks increase, so would reliance on simple decision making strategies (Payne 1976; Payne et al 1993; Gigerenzer and Todd 1999, p 141–67). This may lead to violations of the assumptions of rationality and compensatory decision making and is an essential area for future research. Further, if non-compensatory decision making is identified, questions are raised concerning the analysis of response data. Recently Swait (2001) has developed a formal model for analysing a wide range of decision strategies that relax the assumption of compensatory decision making. Future work should consider the application of this model in health care.

No studies were identified addressing external validity, ie comparisons of hypothetical and actual behaviour. Only one external validity study was identified in the environmental economics literature (Carlsson and Martinsson 2002). Here DCE estimates of values for wildlife protection were insignificantly different from real payment obtained in an experimental setting. Health economists must attempt to apply tests of external validity (as they are doing in the direct WTP literature (Blumenschein et al 2001; Clark 2002). Consideration should be given here to setting up experiments to compare real and stated behaviour, or identifying secondary data sets where information on actual behaviour exists.

<table>
<thead>
<tr>
<th>Table 5 Estimation procedure and validity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Item</strong></td>
</tr>
<tr>
<td>ESTIMATION PROCEDURE</td>
</tr>
<tr>
<td>20. Econometric models</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>21–26. Validity and reliability*</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

* Totals more than 34 as each study may test for more than one aspect of validity.
Table 6 Reflections on future research questions

Design questions
- What is the manageable number of attributes and choices to include in a DCE?
- If indirect WTP measures are to be extracted, to what extent can DCEs overcome known problems with the direct WTP approach?
- Under what circumstances is time a useful valuation rubric?
- How can risk attributes be meaningfully incorporated into DCEs?
- To what extent do attribute range effects exist?
- Can more complex experimental designs improve the precision of DCE modelling?
- Can good practice criteria be developed to promote strong quality experimental designs?

Analysis questions
- How do alternative approaches to econometric modelling compare?
- Can analysts be more discerning in their treatment of apparently 'irrational' responses?
- To what extent should respondents conform to the axioms of economic theory?
- Are DCEs applied in health economics externally valid and reliable and under what circumstances are results generated generalisable?

One study (Study 11) investigated the test-retest reliability of DCEs. Whilst a high level of reliability was reported, the authors note that their results are likely to be context specific, and that further work is required in this area.

Generalisability
In addition to the criteria set for this review, generalisability ought to be considered. Preference elicitation can be time-consuming and expensive, resulting in an increasing interest in developing generalisable benefit measures (e.g. EQ-5D has been used to measure the value of alternative health outcomes across a wide range of health care interventions). Whilst information on this issue is currently lacking within the DCE literature (Dowie 1998), a useful starting point would be to build on the benefit transfer literature in environmental economics (Morrison et al 2002). Benefit transfer relates to the notion of assessing whether DCE models can be transferred or adapted to construct valuations for resources that are different in type, location or time from the one originally studied (Smith 1993).

Conclusions
Discrete choice experiments are being increasingly used in health economics in a number of different contexts. The growing enthusiasm by health economists to use DCEs must not be overlooked by the need to follow a paced development that both draws from, and builds on, knowledge from other disciplines. This paper has reviewed current practice in the application of DCEs in health economics, and reflected on a number of important design and analysis issues for future research (see Table 6 for a summary). It is important to note that there are no cookbook answers to many of the research questions raised. Consideration must be given to the context of the design. It is clearly also critical to link this research agenda to valuation work being carried out in health economics more generally.
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Notes
1 Published papers included published conference proceedings with ISBN numbers.
2 Although it is possible that ranking and rating data can be converted to choice-based responses, the studies cited here did not adopt that approach.
3 This framework was a modification of Thurstone's method of analysis of pairwise choices which allowed for a degree of preferences.
4 In instances where a number of papers were associated with a single study the study was deemed eligible if at least one reference was published between 1st January 1990 and 31st December 2000.

Appendix 1
Studies reviewed (for full references see Ryan and Gerard 2001)
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