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Abstract: Lectures can be digitally recorded and replayed to provide multimedia revision material for students who attended the class and a substitute learning experience for students unable to attend. Deaf and hard of hearing people can find it difficult to follow speech through hearing alone or to take notes while they are lip-reading or watching a sign-language interpreter. Notetakers can only summarise what is being said while qualified sign language interpreters with a good understanding of the relevant higher education subject content are in very scarce supply. Synchronising the speech with text captions can ensure deaf students are not disadvantaged and assist all learners to search for relevant specific parts of the multimedia recording by means of the synchronised text.  Real time stenography transcription is not normally available in UK higher education because of the shortage of stenographers wishing to work in universities. Captions are time consuming and expensive to create by hand and while Automatic Speech Recognition can be used to provide real time captioning directly from lecturers’ speech in classrooms it has proved difficult to obtain accuracy comparable to stenography. This paper describes the development of a system that enables editors to correct errors in the captions as they are created by Automatic Speech Recognition. 
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1.
Introduction

UK Disability Discrimination Legislation states that reasonable adjustments should be made to ensure that disabled students are not disadvantaged (SENDA 2001) and so it would appear reasonable to expect that adjustments should be made to ensure that multimedia materials including speech are accessible for both live and recorded presentations if a cost effective method to achieve this was available. 

Many systems have been developed to digitally record and replay multimedia face to face lecture content to provide revision material for students who attended the class or to provide a substitute learning experience for students unable to attend the lecture (Baecker et al. 2004, Brotherton & Abowd 2004) and a growing number of universities are supporting the downloading of recorded lectures onto students’ iPods or MP3 players (Tyre 2005).

As video and speech become more common components of online learning materials, the need for captioned multimedia with synchronised speech and text, as recommended by the Web Accessibility Guidelines (WAI 2005), can be expected to increase and so finding an affordable method of captioning will become more important to help support a reasonable adjustment. 

It is difficult to search multimedia materials (e.g. speech, video, PowerPoint files) and synchronising the speech with transcribed text captions would assist learners and teachers to search for relevant multimedia resources by means of the synchronised text (Baecker et al. 2004, Dufour et al. 2004). 

Speech, text, and images have communication qualities and strengths that may be appropriate for different content, tasks, learning styles and preferences. By combining these modalities in synchronised multimedia, learners can select whichever is the most appropriate. The low reliability and poor validity of learning style instruments (Coffield et al. 2004) suggests that students should be given the choice of media rather than a system attempting to predict their preferred media and so text captions should always be available

Automatic Speech Recognition (ASR) can be used to create synchronised captions for multimedia material (Bain et al 2005) and this paper will discuss methods to overcome existing problems with the technology by editing in real time to correct errors. 

2.
Use of Captions and Transcription in Education

Deaf and hard of hearing people can find it difficult to follow speech through hearing alone or to take notes while they are lip-reading or watching a sign-language interpreter. Although summarised notetaking and sign language interpreting is currently available, notetakers can only record a small fraction of what is being said while qualified sign language interpreters with a good understanding of the relevant higher education subject content are in very scarce supply (RNID 2005):

‘There will never be enough sign language interpreters to meet the needs of deaf and hard of hearing people, and those who work with them.’

Some deaf and hard of hearing students may also not have the necessary higher education subject specific sign language skills. Students may consequently find it difficult to study in a higher education environment or to obtain the qualifications required to enter higher education.

Stinson (Stinson et al 1988) reported that deaf or hard of hearing students at Rochester Institute of Technology who had good reading and writing proficiency preferred real-time verbatim transcribed text displays (i.e. similar to television subtitles/captions) to interpreting and/or notetaking.

An experienced trained ‘re-voicer’ using ASR by repeating very carefully and clearly what has been said can improve accuracy over the original speaker using ASR where the original speech is not of sufficient volume or quality or when the system is not trained (e.g. telephone, internet, television, indistinct speaker, multiple speakers, meetings, panels, audience questions). Re-voiced ASR is sometimes used for live television subtitling in the UK (Lambourne at al. 2004) as well as in courtrooms and classrooms in the US (Francis & Stinson 2003) using a mask to reduce background noise and disturbance to others:  

‘An extensive program of research has provided evidence that the C-Print system works effectively in public school and postsecondary educational settings’

Due to the complexity of the multiple tasks required of the ‘notetaker’, the C-Print ASR system, although enabling a notetaker to take more notes than when just writing, still requires some summarisation. 

Re-voiced ASR can also be used remotely over the telephone to turn the speech of a meeting or a telephone call into text that can then be read by a deaf person (Teletec International 2005).

The most accurate system is real time captioning using stenographers using a special phonetic keyboard but although UK Government funding is available to deaf and hard of hearing students in higher education for interpreting or notetaking services, real time captioning has not been used because of the shortage of trained stenographers wishing to work in universities rather than in court reporting. Downs (Downs et al 2002) identifies the potential of speech recognition in comparison to summary transcription services and students in court reporting programs unable to keep up with the information flow in the classroom:

‘The deaf or hard of hearing consumer is not aware, necessarily, whether or not s/he is getting the entirety of the message.’

Robison (Robison et al 1996) identified the value of Speech Recognition to overcome the difficulties sign language interpreting had with foreign languages and specialist subject vocabulary for which there are no signs as:

 ‘Fingerspelling words such as these slows down the interpreting process while potentially creating confusion if the interpreter or student is not familiar with the correct spelling’

Since Universities in the UK do not have direct responsibility for funding or providing interpreting or notetaking services, there would appear to be less incentive for them to investigate the use of ASR in classrooms as compared to universities in Canada, Australia and the United States.

Automatic speech recognition offers the potential to provide automatic real time verbatim captioning for deaf and hard of hearing students or any student who may find it easier to follow the captions and transcript than to follow the speech of the lecturer who may have a dialect, accent or not have English as their first language. 

In lectures/classes students can spend much of their time and mental effort trying to take notes. This is a very difficult skill to master for any student or notetaker, especially if the material is new and they are unsure of the key points, as it is difficult to simultaneously listen to what the lecturer is saying, read what is on the screen, think carefully about it and write concise and useful notes. Piolat (Piolat, Olive & Kellogg 2004) undertook experiments to demonstrate note taking is not just a transcription of information that is heard or read but involves concurrent management, comprehension, selection and production processes and so demands more effort than just listening, reading or learning, with the effort required increasing as attention decreases during a lecture. Since speaking is about ten times faster than writing, note takers must summarise and/or abbreviate words or concepts requiring mental effort, varying according to knowledge about the lecture content. When listening, more operations are concurrently engaged and taking notes from a lecture places more demands on working memory resources than notetaking from a Web site which is more demanding than notetaking from a book. Barbier (Barbier & Piolat 2005) found that French university students who could write as well in English as in French could not take notes as well in English as in French, demonstrating the high cognitive demands of comprehension, selection and reformulation of information when notetaking. Although The Guinness Book Of World Records (McWhirter 1985) recorded the World's Fastest Typing top speed at 212 wpm, with a top sustainable speed of 150 wpm, Bailey (Bailey 2000) has reported that although many jobs require keyboard speeds of 60-70 words per minute, people type on computers typically between 20 and 40 words per minute, two-finger typists typing at about 37 words per minute for memorised text, and at about 27 words per minute when copying.

The automatic provision of a live verbatim displayed transcript of what the teacher is saying, archived as accessible lecture notes would therefore enable students to concentrate on learning (e.g. students could be asked searching questions in the knowledge that they had the time to think) as well as benefiting students who find it difficult or impossible to take notes at the same time as listening, watching and thinking or those who are unable to attend the lecture (e.g. for mental or physical health reasons). Lecturers would also have the flexibility to stray from a pre-prepared ‘script’, safe in the knowledge that their spontaneous communications will be ‘captured’ permanently.

3.
Captioning

Tools that synchronise pre-prepared text and corresponding audio files, either for the production of electronic books (e.g. Dolphin 2005) based on the DAISY specifications (DAISY 2005) or for the captioning of multimedia (e.g. MAGpie 2005) using for example the Synchronized Multimedia Integration Language (SMIL 2005) are not normally suitable or cost effective for use by teachers for the ‘everyday’ production of learning materials. This is because they depend on either a teacher reading a prepared script aloud, which can make a presentation less natural sounding and therefore less effective, or on obtaining a written transcript of the lecture, which is expensive and time consuming to produce. Carrol (Carrol & McLaughlin 2005) describes how they used Hicaption by Hisoftware for captioning after having problems using MAGpie, deciding that the University of Wisconsin eTeach (eTeach 2005) manual creation of transcripts and Synchronized Accessible Media Interchange (SAMI) captioning tags and timestamps was too labour intensive and ScanSoft (Nuance 2005) failing to return their file after offering to subtitle it with their speech recognition system.
4.
ASR Feasibility Trials

Feasibility trials using existing commercially available ASR software to provide a real time verbatim displayed transcript in lectures for deaf students in 1998 by the author in the UK (Wald 2000) and St Mary’s University, Nova Scotia in Canada identified that standard speech recognition software (e.g. Dragon, ViaVoice (Nuance 2005)) was unsuitable as it required the dictation of punctuation, which does not occur naturally in spontaneous speech in lectures. Without the dictation of punctuation the ASR software produced a continuous unbroken stream of text that was very difficult to read and comprehend. Attempts by an editor to insert punctuation by hand in real time proved unsuccessful as moving the cursor to insert punctuation also moved the ASR text insertion point and so jumbled up the text word order. The trials however showed that reasonable accuracy could be achieved by interested and committed lecturers who spoke very clearly and carefully after extensively training the system to their voice by reading the training scripts and teaching the system any new vocabulary that was not already in the dictionary. Based on these feasibility trials the international Liberated Learning Collaboration was established by Saint Mary’s University, Nova Scotia, Canada in 1999 and since then the author has continued to work with IBM and Liberated Learning to investigate how ASR can make speech more accessible.

5.
Automatic Formatting

It is very difficult to usefully automatically punctuate transcribed spontaneous speech as ASR systems can only recognise words and cannot understand the concepts being conveyed. Further investigations and trials demonstrated it was possible to develop an ASR application that automatically formatted the transcription by breaking up the continuous stream of text based on the length of the pauses/silences in the speech stream. Since people do not naturally spontaneously speak in complete sentences attempts to automatically insert conventional punctuation (e.g. a comma for a shorter pause and a full stop for a longer pause) in the same way as normal written text did not provide a very readable and comprehensible display of the speech. A more readable approach was achieved by providing a visual indication of pauses showing how the speaker grouped words together (e.g. one new line for a short pause and two for a long pause: it is however possible to select any symbols as pause markers)

6.
Liberated Learning Concept

The potential of using ASR to provide automatic captioning of speech in higher education classrooms has now been demonstrated in ‘Liberated Learning’ classrooms in the US, Canada and Australia (Bain et al 2002, Leitch et al 2003, Wald 2002). Lecturers spend time developing their ASR voice profile by training the ASR software to understand the way they speak. This involves speaking the enrolment scripts, adding new vocabulary not in the system’s dictionary and training the system to correct errors it has already made so that it does not make them in the future.  Lecturers wear wireless microphones providing the freedom to move around as they are talking, while the text is displayed in real time on a screen using a data projector so students can simultaneously see and hear the lecture as it is delivered. After the lecture the text is edited for errors and made available for students on the Internet. 

To make the Liberated Learning vision a reality, the prototype ASR application, Lecturer developed in 2000 in collaboration with IBM was superseded the following year by IBM ViaScribe. Both applications used the ViaVoice ASR ‘engine’ and its corresponding training of voice and language models and automatically provided text displayed in a window and stored for later reference synchronised with the speech. ViaScribe created files that enabled synchronised audio and the corresponding text transcript and slides to be viewed on an Internet browser or through media players that support the SMIL 2.0 standard (SMIL 2005) for accessible multimedia. ViaScribe (IBM 2005, Bain et al 2005) can automatically produce a synchronised captioned transcription of spontaneous speech using automatically triggered formatting from live lectures, or in the office, or from recorded speech files on a website.

7.
Readability Measures

Mills (Mills & Weldon 1987) found that it was best to present linguistically appropriate segments by idea, phrase and not separating syntactically linked words. Smaller characters were better for reading continuous text, larger characters better for search tasks. Bailey (Bailey 2002) notes that Readability formulas provide a means for predicting the difficulty a reader may have reading and understanding, usually based on the number of syllables (or letters) in a word, and  the number of words in a sentence. Because most readability formulas consider only these two factors, these formulas do not actually explain why some written material may be difficult to read and comprehend. Jones (Jones et al. 2003) found no previous work that investigated the readability of ASR generated speech transcripts and their experiments found a subjective preference for texts with punctuation and capitals over texts automatically segmented by the system although no objective differences were found (they were concerned there might have been a ceiling effect). Future work would include investigating whether including periods between sentences improves readability. 

8.
Improving Usability and Performance

Current unrestricted vocabulary ASR systems normally are speaker dependent and so require the speaker to train the system to the way they speak, any special vocabulary they use and the words they most commonly employ when writing. This normally involves initially reading aloud from a training script, providing written documents to analyse, and then continuing to improve accuracy through improving the voice and language models by correcting existing words that are not recognised and adding any new vocabulary not in the dictionary. Current research includes developing and improving voice models (the most probable speech sounds corresponding to the acoustic waveform) and language models (the most probable words spoken corresponding to the phonetic speech sounds) by analysing existing recordings of a person’s spontaneous speech, so the speaker themselves does not need to spend any time reading training scripts or improving the voice or language models (Bain et al 2005). This should also help ensure better accuracy for a speaker’s specialist subject vocabularies and also spoken spontaneous speech structures which can differ from their more formal written structures. Speaker independent systems currently usually have lower accuracy than trained models but systems can improve accuracy as they learn more about the speaker’s voice. Lamel (Lamel et al 2000) undertook experiments with some promising results to reduce costs of improving the accuracy by automatically iteratively retraining the system on the increasingly accurate speech data. Detailed manual transcription took 20-40 times real-time and broadcast closed caption transcriptions although readily available were not an exact transcription of what was spoken, and were not accurately synchronised with the audio signal. 

9.
Improving Readability through Confidence Levels and Phonetic Clues

Current ASR systems normally only use statistical probabilities of word sequences and not syntax or semantics and will attempt to display the ‘most probable’ words in their dictionary based on the speakers’ voice and language models even if the actual words spoken are not in the dictionary (e.g. unusual or foreign names of people and places). Although the system has information about the level of confidence it has about these words (i.e. the probability they have been correctly recognised), this is not usually communicated to the reader of the ASR text whose only clue that an error has occurred will be the context. If the reader knew that the transcribed word was unlikely to be correct, they would be better placed to make an educated guess at what the word should have been from the sound of the word (if they can hear this) and the other words in the sentence. Providing the reader with an indication of the ‘confidence’ the system has in recognition accuracy, can be done in different ways (e.g. colour change and/or displaying the phonetic sounds) and the user could select the confidence threshold. For a reader unable to hear the word, the phonetic display would also give additional clues as to how the word was pronounced and therefore what it might have been. Since a lower confidence word will not always be wrong and a higher confidence word right, further research is required to improve the value of this feature. 

10.
Improving Accuracy through Editing in Real Time

Detailed feedback (Leitch et al 2003) from students with a wide range of physical, sensory and cognitive disabilities and interviews with lecturers showed that both students and teachers generally liked the Liberated Learning concept and felt it improved teaching and learning as long as the text was reasonably accurate (e.g. >85%). Although it has proved difficult to obtain an accuracy of over 85% in all higher education classroom environments directly from the speech of all teachers, many students developed strategies to cope with errors in the text and the majority of students used the text as an additional resource to verify and clarify what they heard. 

Editing the synchronised transcript after a lecture, involving frequent pausing and replaying sections of the recording, can take over twice as long as the original recording for 15% error rates while for high error rates of 35%, it can take as long as if an audio typist had just completely transcribed the audio recording (Bain et al 2005). The methods used for enabling real time editing to occur can equally be applied to speed up post lecture editing and make it more efficient.

Although it can be expected that developments in ASR will continue to improve accuracy rates (Howard-Spink 2005, IBM 2003, Olavsrud 2002)  the use of a human intermediary to improve accuracy through correcting mistakes in real time as they are made by the ASR software could, where necessary, help compensate for some of ASR’s current limitations.

It is possible to edit errors in the synchronised speech and text to insert, delete or amend the text with the timings being automatically adjusted. For example, an ‘editor’ correcting 15 words per minute would improve the accuracy of the transcribed text from 80% to 90% for a speaker talking at 150 words per minute. Since the statistical measurement of recognition accuracy through counting recognition ‘errors’ (i.e. words substituted, inserted or omitted) does not necessarily mean that all errors affected readability or understanding (e.g. substitution of ‘the’ for ‘a’ usually has little effect) and since not all errors are equally important, the editor can use their knowledge and experience to prioritise those that most affect readability and understanding. It is difficult to devise a standard measure for ASR accuracy that takes readability and comprehension into account.

While one person acting as both the re-voicer and editor could attempt to create real time edited re-voiced text, this would be more problematic if a lecturer attempted to edit ASR errors while they were giving their lecture. However, a person editing their own ASR errors to increase accuracy might be possible when using ASR to communicate one-to-one with a deaf person. 

Lambourne (Lambourne at al. 2004) reported that although their ASR television subtitling system was designed for use by two operators, one revoicing and one correcting, an experienced speaker could achieve recognition rates without correction that were acceptable for live broadcasts of sports such as golf. 
Previous research has found that although ASR can transcribe at normal rates of speaking, correction of errors is problematic. Lewis (Lewis 1999) evaluated the performance of participants using a speech recognition dictation system who received training in one of two correction strategies, either voice-only or using voice, keyboard and mouse. In both cases, users spoke at about 105 uncorrected words per minute and the multimodal (voice, keyboard, and mouse) corrections were made three times faster than voice-only corrections, and generated 63% more throughput. Karat (Karat et al 1999) found native ASR users with good typing skills either constantly monitored the display for errors or relied more heavily on proofreading to detect them that when typing without ASR. Users could correct errors by using either voice-only or keyboard and mouse. The dominant technique for keyboard entry was to erase text backwards and retype. The more experienced ASR subjects spoke at an average rate of 107 words per minute but correction on average took them over three times as long as entry time. Karat (Karat et al 2000) found that novice users can generally speak faster than they can type and have similar numbers of speech and typing errors, but take much longer to correct dictation errors than typing errors whereas experienced users of ASR preferred keyboard-mouse techniques rather than speech-based techniques for making error corrections. Suhm (Suhm et al 1999) reported that multimodal speech recognition correction methods using spelling/handwriting/pen ‘gesture’ were of particular value for small mobile devices or users with poor typing skills. Shneiderman (Shneiderman 2000) noted that using a mouse and keyboard for editing required less mental effort than using speech. Typewell (Typewell 2005), who provide abbreviation software to aid keyboard transcription, state on their website (without providing any supporting evidence) that in their view typing is a faster way to get an acceptably accurate transcript because ASR errors are harder to spot than typing errors and that an ASR word accuracy of 92% corresponds to a meaning accuracy of only 60% and somebody wouldn’t be able to correct an error every five seconds while also revoicing. 

11.
Methods of Real Time Editing

Correcting ASR errors requires the editor(s) to engage in the following concurrent activities: 

· Noticing that an error has occurred; 

· Moving a cursor into the position required to correct the substitutions, omission, or insertion error(s);

· Typing the correction;

· Continuing to listen and remember what is being said while searching for and correcting the error. This is made more difficult by the fact that words are not displayed simultaneously with the speech as there is an unpredictable delay of a few seconds after the words have been spoken while the ASR system processes the information before displaying the recognised words. 

There are many potential approaches and interfaces for real time editing, and these are being investigated to compare their benefits and to identify the knowledge, skills and training required of editors. 

Using the mouse and keyboard might appear the most natural method of error correction, but using the keyboard only for both navigation and correction and not the mouse has the advantage of not slowing down the correction process by requiring the editor to take their fingers off the keyboard to move the mouse to navigate to the error and then requiring the hand using the mouse to return to the keyboard for typing the correction. 

The use of foot operated switches or a ‘foot pedal’ to select the error and using the keyboard to correct the error has the advantage of allowing the hands to concentrate on correction and the feet on navigation, a tried and tested method used by audio typists (Start-Stop Dictation and Transcription Systems 2005). Separating the tasks of selection and correction and making correction the only keyboard task, also has the advantage of allowing the editor to begin typing the correct word(s) even before the error selection has been made using the foot pedal.

An ASR editing system that separated out the tasks of typing in the correct word and moving the cursor to the correct position to correct the error would enable the use of two editors.  As soon as one editor spotted an error they could type the correction and these corrections could go into a correction window. The other editor’s role would be to move a cursor to the correct position to correct the substitutions, omission, or insertion errors. For low error rates one editor could undertake both tasks.

Errors could be selected sequentially using the tab key or foot switch or through random access by using a table/grid where selection of the words occurs by row and column positions. If eight columns were used  corresponding to the ‘home’ keys on the keyboard and rows were selected through multiple key presses on the appropriate column home key, the editor could keep their fingers on the home keys while navigating to the error, before typing the correction.

Real time television subtitling has also been implemented using two typists working together to overcome the difficulties involved in training and obtaining stenographers who use a phonetic keyboard or syllabic keyboard (Softel 2001, NCAM 2000). The two typists can develop an understanding to be able to transcribe alternate sentences, however only stenography using phonetic keyboards is capable of real time verbatim transcription at speeds of 240 words per minutes.

For errors that are repeated (e.g. names not in the ASR dictionary) corrections can be offered by the system to the editor, with the option for the editor to allow them to be automatically replaced.

Although it is possible to devise ‘hot keys’ to automatically correct some errors (e.g. plurals, possessives, tenses, a/the etc.) the cognitive load of remembering the function of each key may make it easier to actually correct the error directly through typing.

Speech can be used to correct the error, although this introduces another potential error if the speech is not recognised correctly. Using the speech to navigate to the error by speaking the coordinates of the error is a possibility, although again this would involve verbal processing and could overload the editor’s cognitive processing as it would give them even more to think about and remember.

A prototype real-time editing system with a variety of editing interfaces incorporating many of these features has been developed and is currently being used to investigate the most efficient approach to real-time editing.
12.
Feasibility Test Methods, Results and Evaluation
A prototype real-time editing system with editing interfaces using the mouse and keyboard, keyboard only and keyboard only with the table/grid was developed to investigate the most efficient approach to real-time editing. Five test subjects were used who varied in their occupation, general experience using and navigating a range of software, typing skills, proof reading experience, technical knowledge about the editing system being used, experience of having transcribed speech into text, and experience of audio typing. Different 2 minute samples of speech were used in a randomised order with speech rates varying from 105 words per minute to 176 words per minute and error rates varying from 13% to 29%. Subjects were tested on each of the editing interfaces in a randomised order, each interface being used with four randomised 2 minutes of speech, the first of which was used to give the user practice to get used to how each editor functioned. Each subject was tested individually using a headphone to listen to the speech in their own quiet environment. In addition to quantitative data recorded by logging, subjects were interviewed and ask to rate each editor. Navigation using the mouse was preferred and produced the highest correction rates. However this study did not use expert typists trained to the system who might prefer using only the keyboard and obtain even higher correction rates. An analysis of the results showed there appeared to be some learning effect suggesting that continuing to practice with an editor might improve performance. All 5 subjects believed the task of editing transcription errors in real-time to be feasible and the objective results support this as up to 11 errors per minute could be corrected, even with the limited time available to learn how to use the editors, the limitations of the prototype interfaces and the cognitive load of having to learn to use different editors in a very short time.

13.
Automatic Error Correction

Future research work will include investigating automatic error correction using phonetic searching and confidence scores to automate the moving of a cursor to the correct position to correct the substitutions, omission, or insertion.

ASR systems produce confidence scores, which give some indication of the probability that the recognised word is correct. However Suhm (Suhm and Myers 2001) found that highlighting likely errors based on these confidence scores didn’t help speed up correction as some correct words were also highlighted as well.

If, for an error rate of 10% and a speaker speaking at 150 words per minute, every 4 seconds approximately 10 words are spoken and 1 word is corrected, the system will have to select which of the 10 or so words has an error.

Phonetic searching (Clements et al 2002) can help find ASR ‘out of vocabulary’ errors that occur when words spoken are not known to the ASR system, as it searches for words based on their phonetic sounds not their spelling.

If the system can compare the phonetic ‘sounds’ of the correct word typed in by the editor with the phonetic sounds of the 10 or so words that have an error, then coupled with the confidence scores it may be possible to automatically identify the error and replace it with the typed correction, with the option for the editor of overriding the automatic system if it makes a mistake. The system could begin to compare the phonetic ‘sounds’ of the correct word as it is typed in even before the whole word has been entered.

14.
Methods of Displaying the Edited Text

It is possible to display the text on the large screen as it is being corrected, which has the advantage of not introducing any further delay before words are displayed. The reader can see both the errors and their corrections. If text is displayed only after editing, a method must be chosen for deciding how long the editor should ‘hold on’ to the text. A constant delay of 5 seconds added to the ASR delay would mean that the editor would only ever have 5 seconds to correct an error.  If the speaker was speaking at 150 words per minute 2.5 words would be spoken every second and for an error rate of 10% one word would have to be corrected every 4 seconds. If the 15 errors occurred evenly throughout every minute of speech (i.e. one every 10 words) then correcting one word every 4 seconds might be feasible with the 5 second delay. However if errors were bunched together, 12.5 words will have been spoken during this 5 seconds, only 1.25 of which will have been able to be corrected. If a variable delay is used then if errors occur consecutively there can be a longer delay before the last word is displayed. If no errors are found then a minimal delay can be introduced by the editor passing the correct text through unedited by pressing a key.

For TV live subtitling a delay is often introduced before the audio is transmitted (e.g. to remove offensive material), and this can provide extra time for the subtitling to occur, but this delay cannot occur for live voice in lectures. Also for TV live subtitling a maximum allowable delay is defined so the captions still synchronise with the video as for multiple speakers, problems and confusion would result if the delay meant that the speaker had already disappeared from view when the captions appeared. 

15.
Coping with Multiple Speakers

Various approaches could be adopted in meetings (real or virtual) or interactive group sessions in order that contributions, questions and comments from all speakers could be transcribed directly into text. The simplest approach would be for a speaker independent system that worked for any speaker. However at present a speaker independent system is less accurate than using acoustic models trained to each speaker and so the simplest approach to give the best recognition would be for each participant to have their own separate computer with their personal ASR system trained to their voice and the text could be displayed on the screen in front of them. 

A less expensive alternative might be to have one computer where the system identifies a change in speaker (e.g. through software or by microphone or by locating the position speech originates from) before loading their voice model.  This would involve a short time delay while identifying the speaker and switching models. The speech would have to be stored while this was occurring so no words were lost. An alternative approach that would not involve any time delay to identify speaker or switch acoustic models, would be for the system to have all the user’s voice models running simultaneously on multiple speech recognition engines each running a different speaker’s voice model. Since speech-recognition systems work by calculating how confident they are that a word that has been spoken has been recognised in their dictionary, it is possible with more than one speech recognition engine running to compare the scores to find the best recognition and output those words. Clearly there is a limit to the number of simultaneous systems that could be run on a single processor machine without introducing unacceptable time delays and/or errors in the recognition as the processor would be unable to cope with the speed of processing. This could be overcome using a client server system with multiple processors. The best recognition can at present be achieved with everyone wearing close talking, noise cancelling headset microphones, although the quality achieved by lapel, desktop or array microphones and signal processing is improving.

Usually a meeting involving more than one person talking is a very difficult situation for a deaf person to cope with. However multiple instances of the ASR engine should be able to cope even with everyone speaking at once and so the deaf user of the ASR system may be able to cope even better than the hearing listeners who will struggle with the auditory interference of everyone talking at once. Multiple real time editors could cope with this situation whereas a single editor might have problems. 

16.
Personalised Displays

Liberated Learning’s research has shown that while projecting the text onto a large screen in the classroom has been used successfully it is clear that in many situations an individual personalised and customisable display would be preferable or essential. A client server personal display system has been developed (Wald 2005) to provide users with their own personal display on their own wireless systems (e.g. computers, PDAs, mobile phones etc.) customised to their preferences (e.g. font, size, colour, text formatting and scrolling). This also enables the ASR transcriptions of multiple speakers to be displayed on multiple personal display windows on the deaf person’s computer. It should also be possible to combine these individual display ‘captions’ into one window with the speaker identified, if preferred. A transcript of the meeting would require this combined view and it would also be easier for a single editor to cope with a single window text display. A client server personal display and editing system could also correct errors by comparing and combining any corrections made by students on their personal display/editing systems. The system could also enable students to add their own time synchronised notes and annotations.
17.
Conclusion

Notetaking in lectures is very difficult, particularly for deaf students and non-native speakers and so using ASR to assist students could be very useful. Improving the accuracy of the ASR transcript and developing faster editing methods is important because editing is difficult and slow. Some ASR errors may have negligible effect on readability and knowledge of this would enable editors to prioritise error correction for those errors most affecting readability if they were unable to correct 100% of the errors. Further research is required to investigate the importance of punctuation, segmentation and errors on readability. The optimal system to digitally record and replay multimedia face to face lecture content would automatically create an error free transcript of spoken language synchronised with audio, video, and any on screen graphical display (e.g. PowerPoint) and enable this to be displayed in different ways in different devices. Real time editing was shown to be feasible, but the relatively small subject and test sample size, the lack of the test subjects’ practice with the editing interfaces and the high cognitive load of having to change to a new and different editor approximately every 20 minutes meant that the results, while indicative, are not conclusive but can be helpful in informing the direction of future developments. Continued research is needed to improve the accuracy of ASR and develop efficient methods of editing errors in real time before the Liberated Learning vision can become an everyday reality.
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