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Abstract – This paper presents a novel approach to semantic annotation of learning resources using a blend of folksonomy keywords and ontology-based semantic annotation. This approach attempts to match folksonomy terms (after normalization), from bookmarked resources saved in a bookmarking service such as del.icio.us, against terms in the ontology (which operates as a controlled vocabulary). The approach will provide an attribute-value relationship that is semantically rich and adds ‘intelligence’ to searche for learning resources in a specific subject domain.
I Introduction

Tagging, as a phenomena of assigned vocabulary, is considered one of the vital faces of the so-called Web 2.0TM era. Many web-based tagging systems such as del.icio.us
, Flickr
  and Odeo
  use tagging as a corner stone in their systems’ functionality. These systems operate by allowing users to assign a set of freely chosen textual labels (tags) to web pages, images, audio files or any other electronic resource to describe what a resource is about.

Tagging can also depict the consensus of taggers (people who assign tags to resources) and gives a web resource a flavor of reputation. Web services that foster the tagging mechanism are potential candidates for the application of data mining techniques on the tags that people have generated. This introduces possibilities for research from perspectives of computer science, social networks and information systems. 

In principle, social bookmarking services, where people save their bookmarks for others to see, are considered one of the best-known web-based tagging systems. Since their inception in early 2003, with the del.icio.us service being among the first such services, many services have increased in popularity as means of social interaction [1].

Despite the popularity of such systems, there has been little work on extracting structured metadata from folksonomies. Automatic generation of semantic metadata (data that describes the meaning of a resource in a machine processable manner) is key research question, and folksonomies are a potentially rich source for such processing. The main question this paper is trying to articulate is: how can folksonomies be used to generate semantic metadata? 

This paper will demonstrate a potential use of tags in producing semantically structured metadata for intelligent retrieval of web resources from an educational perspective. The feasibility of our proposed model will be verified by applying it to a case study concerning the teaching of web design. 

The paper will be structured as follows:  Section 2 outlines the building blocks of the tool we have implemented to derive semantic metadata from folksonomies. Section 3, reports on a preliminary evaluation procedure carried out on the system output. Section 4, compares and contrast our system with other similar systems. Finally, the paper concludes with on going work and possible future research directions. 
II System Architecture 
We have implemented the FolksAnnotation Tool to convert folksonomies into semantic metadata. It consists of two components (as shown in Fig. 1): the Normalization pipeline, and the Semantic Annotation pipeline. Next, a detailed description of the two processes is discussed.
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Fig. 1 System Architecture of the ‘FolksAnnotation’ Tool
A The Normalization pipeline
This process starts by fetching a bookmarked resource from the del.icio.us bookmarking service, so that the tag extraction process starts extracting viable information from the web page of the bookmarked web resource. This information includes: Web Resource Title, URL, Number of people who bookmarked the resource and the list of all tags assigned to the bookmarked resource. 

All tags assigned to a web resource in the del.icio.us service are extracted and then normalized using several techniques. First, tags are converted to lower case so that string manipulation (e.g. comparison) can be applied to them easily. Secondly, non-English characters are dropped; this step is to insure that only English tags are present when doing the semantic annotation process. Thirdly, tags are stemmed (e.g. converting plural to singular) using a modified version of Porter Stemmer
, then similar tags are grouped (e.g. inclusion of substrings). Finally, the general concept tags (e.g. ‘programming’, ‘web’, etc) in our domain of interest are eliminated. The process of normalization is done automatically and it is potentially useful to clean up the noise in peoples’ tags. Table ‎I and Table II depict this process by giving an example of tags before and after normalization. Also, Fig. 2 shows a screen shot of part of the normalization program ‘in action’ on another web resource. 
TABLE I
Tags used to annotate a sample web resource
  stored in the del.icio.us service (before normalization). The numbers refer to the frequency of occurrences
	123 css

56 design

47 graphs

46 webdesign

28 graph

27 web
	18 gui

14 html

12 webdev

10 reference

9 development

8 cool
	7 howto

5 tips

5 usability

5 graphing

3 bar

3 coding
	3 stats

2 bargraph

2 example


TABLE II
Tags after applying the normalization process
	123 css

80 graph

18 gui

14 html
	10 reference

8 cool

7 howto

5 tip
	5 usability

5 bargraph

3 code

3 stats
	2 example
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Fig. 2 Screenshot of the finished normalization process for a bookmarked web resource
The normalized list is then passed into the semantic annotation process, where each normalized folksonomy tag will be mapped to the different ontologies we are using, i.e. each tag is associated with a corresponding concept in one of  three ontologies (explained in the next section). This process will attach ontology terms as descriptions for a web resource.
B Semantic Annotation Pipeline
The semantic annotation process is the backbone process that generates semantic metadata using the three ontologies. The process attempts to match folksonomy terms (after normalizing them) from the bookmarked resource against terms in the ontology (which it will work as a controlled vocabulary) and only selects those terms that appear in the ontology. 

The inference engine is responsible for associating pedagogical semantics to the annotated web resource. In our system we define two pedagogical semantic terms. ‘Instructional level’ can be basic, intermediate or advanced and refers to where the concept fits within the domain being studied. ‘Difficulty’ can be easy, medium or hard, and describes how conceptually difficult this resource will be to understand within the domain and instructional level concerned.

These two pedagogical values are generated from a set of inference rules so long as enough information is available in the basic semantic descriptors. For example, given a web resource within the domain of ‘CSS’ tagged with a folksonomy value of ‘font’ the inference engine would trigger the rule that states “if a web resource has a tag value of ‘font’ then its difficulty will be ‘easy’ and its instructional level will be ‘basic’”.

After finishing the annotation process, each item of the generated semantic metadata is saved in a database (e.g. a triple store) for later query by a dedicated interface. 

III The System Ontologies
In the previous section we talked about the use of three ontologies in our system. This section will highlight the importance of having ontologies in our system and frame the three ontologies we have built to fulfill the system purpose. 

The main goal for building ontologies in e-Learning systems is to represent the semantics of the learning resource; such semantics are stored in repositories, so that they can be reused, shared and queried by users (e.g. teachers and students). 

Moreover, ontologies form the base for generating semantic metadata, and in our proposed system, they are used to add more fine grained semantics to web resources. 
A Ontological Modeling of the three Ontologies
The three ontologies in our system were chosen based on observed patterns in peoples’ tags in the del.icio.us bookmarking service for our domain of interest (for this case study our domain of interest is the teaching of ‘CSS’ within ‘web design’). In other words, the three ontologies we have modeled are the domain of ‘web design’, the subject of ‘CSS’ and the learning resources ‘types’. For that reason, the three ontologies were designed with a web design and development course in mind, and they were built using Protégé
 ontology editor and saved in OWL DL format.

B Web Design Domain Ontology
The domain ontology represents an abstract level of the domain of ‘web design’ and the relation of the concepts in that domain. The rational for using a domain ontology is to place the CSS subject ontology in the context of its domain. 
C CSS Subject Ontology
Fig. 3 shows the CSS ontology. The ontology gives a fine grained listing of the concepts used in the subject of CSS. We derived this ontology from assorted websites that classify the subject of CSS.
[image: image1]Fig. 3 is-a diagram showing the hierarchical relation between the main concepts in the subject of CSS
D Resource Type Ontology
Type Ontology models resource types that go beyond the scope of the common-set provided by IEEE-LOM. The rationale behind using a different vocabulary set is that different learning resources can come in a variety of forms. To give an example, suppose a learning resource was of type ‘editor’, a software tool used to create or modify files of a particular type. A possible use of the resource will be to use it as an additional resource in the context of a programming course. This type of resource and others have not been mentioned in the IEEE-LOM resource type set; so, new vocabulary needs to be modeled to represent the new resources emerging in people’s vocabulary.
E The Semantic Metadata
Learning resources are usually described using standards such as Dublin Core and IEEE LOM with their RDF bindings. The semantic metadata used in this system builds on these standards and adds more fine grained semantics to web resources. In other words, parts of the generated semantic metadata elements were derived from the IEEE-LOM standard. These elements include the web resource title, description, URL, difficulty and keywords. 

The rest of the generated semantic metadata elements were derived from our ontologies. These include fine grained elements that are dedicated for the subject of ‘CSS’.

IV Preliminary Evaluation
To evaluate the performance of the generated semantic metadata, we have embarked an evaluation procedure adopted from [2], where they compared keywords against semantic topic search. However, in our system we have compared the performance of folksonomy search against semantic topic search to see which search results in more relevant records. 

We produced an evaluation tool to allow us to search CSS topics (e.g. BoxModel, Layout, Navigation, Positioning and Typography.) in two ways. For the first search we queried the folksonomy for the topic and in the second search we conducted a semantic search on the CSS ontology for the same topic. 

In some cases the number of resources returned by the semantic search is higher as the semantic search benefits from the relationship between topics in the CSS ontology, in this case the ‘related_to’ relationship which links between related concepts. For instance, when someone searches for the topic ‘positioning’, all resources that have as their subject the word ‘positioning’ plus all related resources will be retrieved. Table III shows the result obtained when searching for the (positioning and navigation) topics in the CSS ontology.

TABLE III
The Relevance Result between Folksonomy Search and Subject Search Using CSS Ontology
	CSS Topic
	Positioning

	
	Folksonomy Search
	Subject Search

	Number of records found
	3
	4

	Number of records relevant to topic
	3/4
	4/4

	

	CSS Topic
	Navigation

	
	Folksonomy Search
	Subject Search

	Number of records found
	1
	2

	Number of records relevant to topic
	1/2
	2/2


As it appears from the results the semantic search outperforms folksonomy search in our sample test, this is because folksonomy search, even if the folksonomy keywords were produced by humans, is analogous to keyword search and therefore limited [9].

V Related Work
Automatic metadata generation is a well-known research area in the field of library science. Our presented work extends this research area by exploiting other features from multiple research domains including: the Semantic Web, eLearning and Web technologies. 

Basically, automatic metadata generation techniques can be categorized into two types: Techniques to generate Standard Metadata, and Techniques to generate Semantic Metadata.  Our paper will talk about the two genres and how do they relate to our current work.

A Standard Metadata Techniques
Most metadata assignment techniques follow one of two approaches: extraction or classification [4]. In the extraction approach, metadata is extracted from documents using techniques such as natural language processing. This approach is appropriate for uncontrolled metadata fields such as title, description and creator. On the other hand, the classification approach relies on controlled vocabulary to assign metadata to documents. 

There are many metadata extraction and generation tools used in an educational context, among them is the DC-dot program   that extracts Dublin core from the author’s META tags in an HTML document. Another application is the automatic metadata generation framework (AMG) developed by Erik Duval and his team [3]. Their prototype framework operates by extracting metadata from the content in two learning management systems namely: SIDWeb and Toledo-Blackboard. Despite the fact that the extracted metadata is compliant to IEEE-LOM it only provides values to a limited number of elements in the LOM. However, for those fields where metadata can be automatically generated, the accuracy of the data is assured, when compared to a manual assignment.

The previously mentioned systems generate LOM metadata, primarily for human consumption. The scope of their research is different from our main research theme and so our system produces its metadata in a format suitable for machine processing by semantic web tools. 
B Semantic Metadata Techniques
In a developing field such as the Semantic Web, it is impossible to complete a comprehensive survey of the new tools and new versions of existing tools that are used to generate semantic metadata, due to the rapid progress in this area. However, most of these tools are created to generate general purpose semantic metadata, without taking into consideration the requirements of the educational field (e.g. [5]; [6]).

Luckily, some examples from the semantic domain do exist that adhere to the requirements of educational domain. The most recent example is an ongoing project carried out in the laboratories of Advanced Research in Intelligent educational Systems (ARIES), Canada [8]. This project is replacing the standard metadata (i.e. IEEE-LOM) with more flexible ecological approach based on semantics. The approach sees metadata as the process of reasoning over observed interactions of users with a learning object for a particular purpose.

Another example is the TANGRAM system [7]. TANGRAM is a learning web application for the domain of Intelligent Information Systems (IIS) where users (students and teachers) can upload, describe, search or compose a new learning object using components in the system repository. The system provides a solution for automatic metadata generation of learning objects (LO) components. Thus, each generated semantic metadata attached to a LO allows the TANGRAM system to assemble these objects into new LOs personalized to the users’ goals, preferences and learning style. 

Despite the similarity between the purpose and outcome of the TANGRAM system and our system, our system does not rely on any algorithms to generate or extract metadata from web resources (that are equivalent to LO). Moreover, our system uses a freely accessible web service (i.e. del.icio.us) for generating semantic metadata, while the TANGRAM system operates from within a learning management system. Finally, our system adds an extra layer of semantics to existing human generated metadata (i.e. folksonomies) which opens the doors for a wide range of intelligent applications. 

VI Discussion 
From the previous overview it is apparent that our work differs from prior research in automatic metadata generation in number of ways. First, our system relies on keywords generated by people to create the semantic metadata, while this approach is novel; the authors have not encountered any research dealing with such an approach. Secondly, our system has not used any kind of algorithms to extract keywords from web resources; thus, it gets use of people’s tags to generate new values to the elements of the semantic metadata. Finally, our system generates semantic metadata rather than standard metadata.
VII Conclusion and On Going Work  
Our aim in this research was to show that semantic metadata can be potentially generated using folksonomies guided by domain ontologies. And to some extent we tried to show that part of our claim is valid by reporting on the results of the preliminary evaluation. 

However, despite the preliminary evaluation results, which showed that semantic search of folksonomies is more powerful than searching by folksonomies alone, further rigorous evaluation procedures are planned. This will include the measurement of the validity, quality and performance of the generated semantic metadata.
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� http://del.icio.us, social bookmarking service


� http://www.flickr.com, photo sharing service


� http://www.odeo.com, audio (Podcast) sharing service


� http://www.tartarus.org/martin/PorterStemmer/


� http://apples-to-oranges.com/blog/examples/cssgraphs.html, Date Accessed May 12, 2006 at 10:00 PM GMT


� http://protege.stanford.edu/





[image: image3.png]


[image: image4.jpg]


