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Abstract: Although manual captioning can increase the accessibility of multimedia for deaf students it is rarely provided in educational contexts in the UK due to the cost and shortage of highly skilled and trained stenographers. Speech recognition has the potential to reduce the cost and increase the availability of captioning if it could satisfy accuracy and readability requirements. This paper discusses how developing an application that uses captioned multimedia can enhance learning for all students and how finding ways to improve the accuracy and readability of automatic captioning can encourage its widespread adoption to greatly benefit disabled students.
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1. Introduction 

Text transcriptions of the spoken word can benefit deaf people and also anyone who needs to review what has been said (e.g. at lectures, presentations, meetings etc.) The provision of synchronized text captions (subtitles) and images with audio and video enables all their different communication qualities and strengths to be available as appropriate for different contexts, content, tasks, learning styles, learning preferences and learning differences. For example, text can reduce the memory demands of spoken language; speech can better express subtle emotions; while images can communicate moods, relationships and complex information holistically. Deaf learners and non-native speakers may be particularly disadvantaged if multimedia involving speech is not captioned while visually impaired learners may be disadvantaged if accessible text or spoken descriptions of visual information is not available. Multimedia has become technically easier to create (e.g. recording lectures) but while users can easily bookmark, search, link to, or tag the WHOLE of a podcast or video recording available on the web they cannot easily find, or associate their notes or resources with, PART of that recording. As an analogy, users would clearly find a text book difficult to use if it had no contents page, index or page numbers and they couldn’t insert a bookmark or annotation. Therefore the growing amount of knowledge available in multimedia formats has yet to achieve the level of interconnection and manipulation achieved for text documents via the World Wide Web and so realize the exciting opportunities for learning. This paper discusses how captioning has the potential to enhance learning for all students through making multimedia web resources (e.g. podcasts, vodcasts, etc.) easier to access, search, manage, and exploit for learners, teachers and other users through supporting the creation of synchronised transcripts, notes, bookmarks, tags, links and images. The paper argues that the availability of accurate automatic captioning will encourage the widespread adoption of this technology and so also greatly benefit disabled students. Research has confirmed the importance of captions for searching recordings and reading the transcripts and the value of also being able to personally annotate the recordings (e.g. bookmarks, notes and tags) and search these annotations (e.g. Whittaker et al 1994, Wilcox et al 1997, Chiu et al 1999, Brotherton et al 2004). Speech recognition (SR) has been demonstrated to provide a cost-effective way
 
 of automatically creating accessible text captions and transcripts synchronised with audio and video and so allowing audio visual material to be manipulated through searching and browsing the text (Bain et al 2007). Although real-time captioning using phonetic keyboards can provide an accurate live transcription for deaf people, it is often not available because of the cost and shortage of highly skilled and trained stenographers (Wald 2006a). This paper therefore also describes ongoing research into the development of systems that can reduce the cost of captioning by providing readable automatic text transcription of speech using SR when a stenographer is not available. Real-time SR is required for deaf and hard of hearing students and non native speakers whereas non real-time SR may often suffice for others and will provide more time for processing allowing for more accurate methods of SR to be used. Available SR systems (e.g. Dragon, ViaVoice) can be adjusted to provide the fastest recognition (e.g. real-time) or to provide a slower but more accurate text output. It is possible therefore to provide fast but less accurate real-time recognition in a lecture and then later replace the transcript with one produced using slower but more accurate non real-time recognition. A study of the use of SR captioning in classrooms (Leitch & Macmillan 2007) showed that students with disabilities liked the fact they were not the only people to benefit from the technology as it drew the entire class into a collective learning experience and so making the recording and captioning of lectures standard procedure in universities would be of great benefit.
2. User needs
User needs analysis has identified many benefits of annotating multimedia recordings in the ways proposed in this paper. It will for example enable learners to: search text transcripts, slides and notes and then replay recordings from that point; read captions to support learning style preference, deafness, or second language; read text descriptions of visual information (in videos and/or slides) use the transcript of lectures to support their understanding of text books and academic articles if they find the more colloquial style of transcribed text easier to follow than an academic written style; insert a bookmark in a recording so as to be able to continue later from where they left off; link to sections of recordings from other resources (e.g. documents, web pages etc.) or share these sections with others; tag and highlight sections of recordings/transcripts they don’t understand fully so they can revisit them later for clarification; annotate recordings with notes and URLs of related resources (e.g. documents, websites etc.) at specific places in a recording to clarify issues and support revision; tag recordings using their own terms as a personal index. A community folksonomy ‘index’ can be created from everyone’s tags to help provide a shared understanding and a more detailed and complete index.

It will also enable teachers/lecturers to: index their recordings using syllabus topic tags; provide synchronized slides and text captions to accompany podcasts; provide text descriptions for visually impaired students of visual information; identify topics needing further clarification from the pattern of learners’ ‘not understood’ tags; provide feedback on learner-created recordings of presentations; ask learners to annotate recordings to provide evidence of their group contributions; analyse unstructured tags learners use (folksonomy) to help create structured tags (ontology); tag recordings with URLs of related resources (e.g. documents, websites etc.); link to and use sections of existing multimedia without having to edit the recording.

While some proprietary existing systems can synchronise students’ notes with teachers’ presentations and recordings, they do not provide captioning (e.g. Tegrity
). Since no existing technology was found to satisfy all the identified user needs it was decided it was therefore necessary to develop new software that: Works with web multimedia and stores annotations separately in XML format; Synchronises captions, images, tags, links, notes and bookmarks; Enables users to add and search for annotations quickly and easily; Supports private or shared annotations; Is accessible to people with any disability (e.g. visually impaired).
3. Automatic speech recognition captioning
Commercially available SR software (e.g. Dragon, ViaVoice
) was found to be unsuitable for live transcription of speech as without the dictation of punctuation it produced a continuous unbroken stream of text that was very difficult to read or comprehend. Liberated Learning (LL) and IBM therefore developed ViaScribe
 (Bain et al 2002) as a SR application that automatically formats synchronized real-time text captions from live speech with a visual indication of pauses. Detailed feedback from students, including those with a wide range of physical sensory and cognitive disabilities, and interviews with lecturers (Leitch & MacMillan 2007) showed that both students and teachers felt this approach enhanced teaching and learning if the text transcription was reasonably accurate (e.g. >85%). Similar results have been reported by others who have developed similar systems based on the LL approach but using the Microsoft SR Engine (Kheir & Way 2007) or Dragon Naturally Speaking (Bennett et al 2007). To improve accuracy of SR captions an application RealTimeEdit was developed to enable corrections to SR captions to be made in real-time (Wald 2006b). An improved version of RealTimeEdit was used by 6 students with typing speeds varying from 48wpm to 80wpm and speech with an error rate of 20% and spoken at 100wpm (Matthews 2007). The results showed a correlation of 0.93 between individual typing speed and correction rate when using two hands on the keyboard and taking one hand off to operate the mouse and this suggested that 15 corrections per minute could be achieved with a typing speed of 90 wpm. Informal studies suggest that editing becomes more difficult the higher the error rate and the faster the speaking rate as users find it more difficult to identify the errors and remember what has been said. Analysis of a SR transcript with a 22% error rate suggested that correction of less than 20% of the errors may be required to understanding the meaning of all the captions if only ‘critical’ errors are targeted (Wald 2006c) which would suggest that even if 100% accuracy was not achievable, 100% understanding might be. Using multiple editors in parallel, one editor could have the role of selecting or highlighting which errors other editors should correct whereas another approach could be for any editor to be free to correct any error. The probability of correcting more errors would appear to increase with the number of editors and less delay is added in comparison to using editors in series. Re-analysing the corrected transcripts of the five editors in the study described in Wald (2006b) showed that while on average, a single editor was capable of correcting 24% of the errors in the transcript, using the best combination of two editors would have corrected 44% of the errors on average. Combining the corrections of all five editors however provided little extra benefit. Using Multiple Editors in series each editor could correct errors the previous editor didn’t correct and also just highlight errors if they didn’t have time to correct them. However, the more editors in the series the greater the delay in the system and so it is necessary to decide how long each editor can hold onto the text before it is passed through to the next editor. This ‘expiry time’ can be adjusted with RealTimeEdit. In situations where there is more than one person speaking, to produce a transcript of the session with speakers identified, the application RealTimeMerge was developed to add the speakers’ names to the text captions and merge the streams from the instances of ViaScribe. 
3. Prototype annotation system

A prototype annotation system that meets the identified requirements is being developed (supported by the JISC
) and trialed (supported Net4Voice
), adding to the synchronised multimedia captions, images, and slides demonstrated using ViaScribe (see figure 1) the facility for users to also create synchronized tags and notes and bookmarks and links (Wald 2007) called ‘Synmarks’ (see figure 2). Figures 3 & 4 schematically show the system being developed. Synchronised Annotations will be referred to by the new term ‘Synnotations’ to differentiate them from traditional annotation and multimedia linking on the web. A real-time annotation system is also being developed to allow users to synchronise notes taken in class with the lecture. The transmission in real-time of the text captions to the user allows accurate selection of parts of the transcript for highlighting and tagging. Without the transcript the system can only record the actual times users pressed keys or made notes.  
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4. Possible post-processing techniques
While SR accuracy can be enhanced by the improvement of SR engines and acoustic and linguistic models, post-processing techniques also offer promise and are currently being researched (Bell 2007). Investigations include whether combining subject domain information and semantic and linguistic information can automatically, or in combination with an editor's human intelligence, improve the accuracy through 'post-processing' the transcript output by the recogniser. For example if a human editor is available, or additional subject domain information is provided, then this information could be used in combination with the information from alternates lists, confidence scores, phonemes, visemes, and signal/noise measures  to improve the accuracy through 'post-processing' the transcript output by the recogniser. It would be possible for information used in the post-processing system to be integrated with the SR system and also enable it to learn from the real-time corrections. This could be achieved by providing ways of inputting the information into the SR system.
A difficult problem is identifying automatically whether an error has in fact occurred and so currently using a human intermediary to do this identification would allow the system to suggest corrections. If it was possible to identify that an error had occurred then replacing the error with the next most probable word in the alternates list would improve accuracy. Initial studies using ViaVoice alternates lists’ rankings suggest 20% error rates may be decreased by 2% using this approach. This is a similar finding to that of Fischer et al (2005) where the first word in the ViaVoice alternates list was correct 12% of the time.  The system should enable an editor to select the correct word from the list to override an automatic replacement if it was not correct. Clearly where speed/time is important the user interaction design needs to allow the operator to select the correction faster than they could have just corrected it by typing on the keyboard. The results of an initial study using ViaVoice alternates lists indicate that, for an average word error rate of 22% a 32% relative reduction in error rate could be achieved in the best case scenario of being able to detect all errors successfully (e.g. through a well trained human intermediary) and it being possible to always select the correct alternates list entry. This is again a similar finding to that of Fischer et al (2005) where one of the first nine words in the ViaVoice alternates list was correct 25% of the time.   If an editor types a correction (or even part of the correction) of a misrecognised word then since the system knows that the error occurred in the previous few seconds it could do a match between the correct word(s) typed by the editor and the alternates list words for the previous few seconds of transcript to automatically find and replace the error(s). This would mean that the editor would not have to physically select the error and so could just concentrate on typing corrections rather than navigating for selection and replacement. The editor would need to be able to override this replacement if it was not correct.

Other possible approaches include:
· If SR phoneme output is also available then it may be possible to use this information to help correct errors as if an editor types a correction (or even part of the correction) of a misrecognised word then since the system knows that the error occurred in the previous few seconds it could do a phonemic match between the correct word(s) typed by the editor and the possible incorrect word(s) in the transcript to automatically find and replace the error(s). This again would mean that the editor would not have to physically select the error and so could just concentrate on typing corrections rather than navigating for selection and replacement. The editor would need to be able to override this replacement if it was not correct.
· Content information from notes or PowerPoint slides may also offer some help in automatically correcting errors. For example a lecturer is likely to use ‘key’ context/domain specific words if speaking while displaying a particular PowerPoint slide. Informal studies suggest that if key words on the slide are contained on the alternates list in any ranking position then it may be more likely these were the actual words that had been spoken. 

· The statistical SR language model does not consider grammatical ‘rules’ and so a grammatical analysis might identify a few possible errors, although most ‘grammar checkers’ work on written rather than spoken language structures.

· The use of visual information (visemes and/or visual features) in combination with words/phonemes may improve recognition accuracy, especially when there are poor signal to noise ratios (Saenko et al 2005). SR software normally measures signal and background noise as part of the audio setup. Measuring the signal and noise throughout the session could be used to adjust the weighting given to visual information.
· Using statistical methods to automatically detecting the topic being discussed and using machine translation methods to automatically correct errors.
5. Conclusions
This paper has put forward the following premises and arguments: Real-time captioning can support deaf students and non native speakers; Transcripts obtained from captioning, can support disabled students who find difficulty taking notes (e.g. dyslexic, motor impaired, visually impaired etc.); Manual real-time captioning using stenographers is expensive and there is a shortage of people trained to undertake this task; If captioning was seen to provide a great benefit to ALL students then the cost of captioning per student benefiting would decrease; If automatic captioning using SR could help provide captions of the required accuracy then this would help overcome the shortage of stenographers; An application that encouraged universities to caption all audio and video recordings would provide great benefit to deaf and disabled students and non native speakers.

A system is therefore being developed that requires captioning in order to enhance the learning and teaching benefits of multimedia recordings and so provide more incentive for universities to caption multimedia and therefore enhance accessibility for disabled students. Initial studies suggest that the accuracy of SR systems may be enhanced through post-processing using a human intermediary and alternates lists and text information from the subject domain being spoken about. Further research is required to identify how this information could best be combined with other information such as confidence scores and phonetic, semantic, linguistic, visual and signal/noise information. 
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Figure 1. Original ViaScribe Display
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Figure 2. Creation of Synmarks 
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Figure 3. Time Based View of System
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Figure 4.  System Overview 
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� http://www.everyzing.com/


� http://web.sls.csail.mit.edu/lectures/


� http://www.tegrity.com/


� http://www.nuance.co.uk/


�http://www-306.ibm.com/able/solution_offerings/ViaScribe.html


� http://www.jisc.ac.uk/fundingopportunities/funding_calls/2007/07/circular0207.aspx


� https://spazivirtuali.unibo.it/net4voice/default.aspx
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