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Abstract

Using recently developed methods for obtaining exact distribution results
for implicitly de..ned estimators, we study the exact properties of the maxi-
mum likelihood estimator in exponential regression modes. The main technical
problem is the evaluation of a surface integral over an (n — k)-dimensional
hyperplane embedded in the n-dimensional sample space.

Details of the calculation are given in the cases £ = 1 and k = 2, and some
general properties of the densities for arbitrary k are indicated.



1 INTRODUCTION

In a recent paper Hillier and Armstrong (1996) have given an integral formula for
the (exact) density of the maximum likelihood estimator (MLE). The formula, which
expresses the density at a point ¢, say, as a surface integral over the manifold in
the sample space upon which the MLE has the value ¢, does not require that the
estimator be a known function of the data, but does require that the manifold on
which the MLE is ..xed (i.e., the level set of the MLE) be known. One, but by no
means the only, situation in which this is so occurs when the MLE is uniquely de..ned
by the vanishing of the score vector. The importance of this result lies in the fact
that the formula can be used to obtain the exact density even when the estimator
is only implicitly de..ned in terms of the data. The exponential regression model is
well-known to be of this type, and in this paper we apply the Hillier and Armstrong
result to the MLE for this model.

The observations z, ..., z, are assumed to be independent realizations of expo-
nential random variables with means

N = exp{fw;},i=1,... n, (@))

where 6 is a k x 1 vector of parameters, and w; is a k£ x 1 vector of covariates, assumed
non-random. The joint density of the data is thus:

pdf (w1, ..., 3 0) = exp{—nf/ @} exp{— i z; exp[—0'wi]}, @
for x; > 0,7 = 1,...,n, where w is the vector of sample means of the w,. Let
r = (x1,....,2,)", and abbreviate the condition z; > 0 for i = 1,...,n to simply

x > 0. The log-likelihood, score vector, and observed information matrix, are:

U(z;0) = —nb'w — 3 x; exp{—0'w;}, ?3)
uw(z;0) = u(z;0,W) = 0l(x;0) /00 = —nw + X} z;w; exp{—0"w;}, 4)
J(x;0) = j(2:0,W) = —0*(;0) /0000 = i zywiw) exp{ —0'w;}, ()

respectively. Provided the matrix W (n x k) with rows w;, i = 1,...,n, has rank k, it
is well-known that the MLE for 6 is the unique solution to the equations u(z;6) = 0,
but the MLE cannot be expressed directly in terms of x1,...,z,. This has hitherto
prevented an analysis of the small-sample properties of the MLE in this model, but
the Hillier/Armstrong formula makes such results accessible, at least for small values
of k, as we shall see.

To the best of our knowledge the only other analytic study of the exact properties
of the MLE in this model is Knight and Satchell (1996). This used an approach
suggested by Huber (1964) (see also Shephard (1993)), and characteristic function
inversion techniques, to deduce some properties of the density for the cases k£ = 1
and k£ = 2, but this approach does not generalise easily. In fact, our dizcerential
geometric formula can be regarded as a generalisation of the Huber approach to the
multi-parameter case, avoiding the need for characteristic function inversion

We denote the MLE for 0 by T' = T'(z) = T'(z; W), and a particular value of T by
t. The density of T'(with respect to Lebesgue measure, dt) at 7' = ¢ will be denoted

2



by pdfr(t; ), or, if the dependence on W is important, by pdf(t; 0, W). From Hillier
and Armstrong (1996), equation (26), we have the following expression for the density
of T

pdfr(t;0) = exp{—nd'w} | LI, ww; exp{—2t'w;} |_1/2

/5() | UL ziww; exp{—t'w;} | exp[—XiL,z; exp{—0"w; }](dS(1)), (6)
t

where S(t) = {z;x > 0, X, z;w; exp{—t'w;} = nw}, and (dS(t)) denotes the (canon-
ical) volume element on the manifold S(¢)(see Hillier and Armstrong (1996), Appen-
dix A, for de..nitions and technical details). That is, S(¢) is the intersection of an
(n — k)-dimensional hyperplane with the non-negative orthant.

The key problem, therefore, is the evaluation of the surface integral in (6). Because
the surface S(¢) is, in this case, fat, S(¢) admits a global coordinate chart, so that
this surface integral can be reduced to an ordinary integral over a region in R"*,
Nevertheless, the evaluation of this integral presents considerable diCculties: the
region of interest consists of a polyhedral region in R*~* bounded by the coordinate
axes and k intersecting hyperplanes. In the present paper we give details of the
evaluation of this integral for the cases £ = 1 and k& = 2. The completely general case
can no doubt be dealt with similarly, see Schechter (1998) for one possible algorithm.

2 SOME PROPERTIES OF THE DENSITY IN
THE GENERAL CASE

Before considering the evaluation of (6) in detail we make some general observations
on the density of 7" that follow almost trivially from equations (4) - (6). Consider ..rst
a transformation of the w;, w; — A'w;,i = 1,...,n, where A is a k x k non-singular
matrix, so that W — WA. From (4) we see that u(z;0,WA) = A'u(x; A0, W).
Hence, T'(x;W) = AT(xz;WA), so that the transformation W — WA induces
the transformation T — A~'T on the MLE. It follows from this observation that
pdfr(t;0,W) = ||A| " pdfr t*:0,WA), where T* = T(z;WA) = A~'T(z; W), and
t = At*. That is, the density of 7' = T'(z; W) is trivially obtainable from the density
of T* = T'(x;WA), the MLE when W is replaced by W A, so that there is no loss of
generality in standardising the wis so that, for instance, W'W = I;. Note that W'
is the Fisher information matrix for 6.

Next, for a ..xed value of ¢ one can transform variables in equation (6) from z; to
z; = exp{—t'w;}z;,i = 1,...,n. This maps the manifold S(¢) into a new manifold
S(t), say, and using Hillier and Armstrong (1996), equation (A4), the volume elements
on S(t) and S(t) are related by:

(dS(t)) = exp{—nt'w} | =I_,z;wsw) exp{—2t'w;} |72 W'W Y2 (dS(t))
Rewriting (6) in terms of the transformed x; we obtain:
pdfr(t;0) = exp{n(t — 0)w} | W'W |~1/2
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[, IS | expl-Siz exp{(t - 0)wi}](dS). ™

where S = {z;z > 0, X! ,z;w; = nw} does not depend on ¢. It follows at once from
(7) that the density of 7" depends on (¢, 6) only through their dicerence (¢t — 6).When
regarded as a function of d = (¢t —0), it is easy to see that, at each point on the surface
S, the integrand (with the term exp{nd'w} attached) is maximized at d = 0. Hence,
the mode of the (joint) density is at the point ¢t = 6.

Write the density of T = T'(x,W) in (7) as f(d,W). It is clear from (7) that
f(d, W) is invariant under permutations of the rows of W, and also that the density
of T* =T (x, WA) = A~'T(z, W) is f(d, WA) = ||A]| f(Ad,IW), for any non-singular
k x k matrix A. In particular, f(d,-W) = f(—d,W)(on choosing A = —1I;), and
thus, if —W = PW for some permutation matrix P, the density of (t—#8) is symmetric
about the origin. If the model contains an intercept, and the remaining variables are
symmetric about their means, the density of the estimates of the coeCcients of those
variables will be symmetric about the corresponding true values, and hence will be
unbiased if their means exist.

3 THE ONE-PARAMETER CASE

We consider ..rst the case £ = 1, and work from expression (7) for the density, which,
in the case & = 1 becomes (on replacing w; by z;):

pdfr(t;0) = exp{n(t — )z} (i, 27] 2

fist e | =3 sies(t = 0)2)] 45), ®

where S is the intersection of the hyperplane X7 ,x;2; = nz with the non-negative
orthant. To simplify matters we assume that the z; are all of the same sign, and there
Is no loss of generality in taking this to be positive. Results for the case where the z]s
are of mixed signs require only minor modi..cations of what follows. We also assume
for convenience that the z;s are distinct.

The manifold S admits a global coordinate chart, and we can use z»,....,x, as
coordinates, setting

Ty =2, (N2 — X112 9

We then have (from Hillier and Armstrong (1996), equation (A3)):
(dS) = 272 22 2daodas . . . dxy,
and, in view of (9), the region of integration becomes:
R={z; >0,i=2,...,n; X yx;2; < nz}.

To further simplify the integration it will be helpful to “lift” the term [X,z;27] in
the integrand in (8) into the exponential. This can be done by writing
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(57 2i27] exp{ =S 2} = (8/0w) [exp{ Sz (r; — wz)}Hw—o,

where we have put r; = exp{(t —0)z},i = 1,...,n. Substituting for z; from (9), and
noting that the dicerentiation (with respect to w) commutes with the integration,
the density becomes:

pdfr(t;0) = 2 ' exp{n(t — 0)7}

(0/0w) exp{—(n?al/zl)}/Rexp{—E?ﬁxi[aizl — a12;]/z1dzs.. . dx, (10)

w=0

where we have now set a; = r; — wz?,7 = 1,...,n .The essential problem, therefore, is

the evaluation of the integral in (10).
De...ne

dsi = (25a; — zia5) /25,0 =2,...,n;8 < 1. (11)
The z,-integral in (10) is (with the term exp{—nZa,/z,} attached):

exp{—nZzai/z; — X} sx;dy;} {/ i exp{—xgdlg}dxg} , (12)
0
where uy; = 25 ' [nZ — X ,;2], giving, on integrating out x,,
exp{—nZza;/z1 — X g2:d1; }dig {1 — exp(—dyiusz)}

= dl_;{exp{—nial/zl — X1 awidy b — exp{—nZay/zo — X gx;da; }}, (13)

since ay/z; + dia/20 = ag/zy and dy; — z;d12 /22 = do;. The integral is interpreted as
zero if uy, < 0.
Integrating now with respect to x3 we have:

dl_Ql{exp{—nEal/zl — E?:Midu}dl—gl [1 — exp{—disus}]

—exp{—nZay/zs — E?:4xid2¢}d2’31 [1 — exp{—dasus}]}, (14)

where uz = z;'[nz — X ,2,2]. There appear to be four distinct terms here, but
identities similar to those below (13) yield:

(dlgdlg)il eXp{—nEal/zl — 2?241'1‘6111'} — (dlgdgg)il exp{—n?ag/zg — 2?241'1‘6121'}

—[(drad13) ™" = (dradas) "] exp{—nZas/z3 — L 4xids; }. (15)

The iterative relation is now clear: the p-th step in the integration yields a linear
combination of terms

exp{—nZzas/zs — ¥, 1 Tidsi}, s =1,...,p,

in which the coeCcients are simply the coe€cients at the previous step multiplied by

dl‘pl, dgpl, e ,d;}Lp, respectively, except for the last term (s = p), whose coe¢cient is
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minus the sum of the coe@cients of all lower terms. Thus, if we denote by ¢, the p x 1
vector of coe@cients of the terms exp{—nZza,/z, — ¥}, x:d,} after integrating out
xp, We may write:

cp = Lpcp_1,

where L, is the p x (p — 1) matrix:

[ dy, 0 .0 ]
0 day :
Ly=|. . _— . (16)
0 0 vy
L _dl_pl _d2_p1 - _dz:fl,p _

After integrating out z, . . ., x,, therefore, we are left with a linear combination of the
terms

gn(j) = exp{—nZza;/z;},j=1,...,n, a7
with vector of coeCcients, ¢,, given by the recursive relation:

n—1
Cp = LnLn—l ..... L2 = H Ln_i+1, (18)
i=1

starting with

d—l
fa= l —di ]

We therefore have a very simple expression for the density:

pdfr(t;0) = 2 ' exp{nz(t — 0)}(9/0w) [¢}gn] g

=z " exp{nz(t — 0)} [(9cn/0w) gn + €, (gn/OW)],y (19)

where g, is the n x 1 vector with elements g, (j) given in (17).
It remains to evaluate the derivatives in (19), and then set w = 0. It is easy to
see that

Ogn(j)/ 0w |w=0= nZzj exp{—nZr;/2;} = nZz;Gn(j), SaY. (20)

De..ning L, as L, has been de..ned above, but with the d,, replaced by d,, = [2,r, —
2,7s]/ zs, (SiNCe a; = r; when w = 0), we de..ne

n—1

én = Cp ‘w:O: H zn,i+1. (21)
=1
This deals with the second term in the [-] in (19).
Now, from the de..nition of ¢, in terms of the L, in (18) we have that:



n—1

6cn/8w = Z [LnLn—l ce. Ln_i+2(aLn_iH/aw)Ln_iLn_i_l ce LQ] .

=1

The matrices
6Lp/6w |w:0

that occur here have the same structure as the I, except that the elements J;pl are
replaced by z,(z, — zs)dgp? Denote these matrices by E;;, p=2,...,n. Then clearly

n—1 _

5cn/8w |w:0: Z[in Ce zn7i+2[~/;_i+1in7i ce LQ] = é;, Say

=1

Hence we ..nally have an expression for the density in the form:

plf2(:0) = =1 exp{nzle — O} S BOHEG) +nz(i)) @)

Unfortunately, because the vectors ¢ and ¢, are both de..ned only by recursive for-
mulae, it is dic¢cult to study the properties of the density (22) analytically. In Section
5 below we briefy summarize some results obtained by direct numerical evaluation
of (22).

4 INCLUSION OF A CONSTANT TERM.

Suppose now that E(z;) = exp{a + 0z}, so that w; = (1, 2;)" in the notation used
in the Introduction. We denote the (.xed values of) the MLE’s for («,6) by (a,t).
From equation (7) we have:

Zi

11717
pdfar(a,t;a,0) = A\yexp{n(t —0)z} | £, [ N ] [ ] | 1/2

Zi

/S | 27,z [ ; ] [ 1 ] | exp{—NoXl ;1 }(dS) (23)

where \y = exp(a — «), and we have again put r; = exp{(t — 0)z;},i = 1,...n. The
integral is now over the surface S de..ned by:

Yz =n, and X7 x;2; = nZ,

and z; > 0,7 = 1,...,n. In what follows we assume that the z/s are distinct, and are
ordered so that z; < z; < ... < z,. Itis clear from (23) that the density is invariant
to the order of the z.s, so the assumption that the z/s are ordered is not restrictive.
The assumption that the z;s are distinct is restrictive, but unlikely to be important
in practice.



We ..rst choose n — 2 coordinates for the surface S, and for this purpose it will be

convenient to use s, . ..., x, 1. Writing z; and z,, in terms of x,,...., z,_; We have:
z1 = (20 — 2) /(20 — 21) — 815 @il (20 — 21) /(20 — 21))] (24)
Tn =n(Z — 21)/ (20 — 21) — S5 @il (2 — 21) /(20 — 21))] (25)

Note that the constants, and the coeCcients of the z;, in both of these expressions
are all positive, because of our ordering of the zs.

With these coordinates the integral (23) becomes an ordinary integral over z,, ..., z, 1,
and the volume element becomes:

!/

Y2 (daodzs . . . dz, ) (26)

2

@) = =0 [ 1 ]|

Because x; and z,, in (24) and (25) must be positive, the region of integration becomes
that part of the non-negative orthant (for zs, ..., z,_;) within which:

E?:_lei(zn — z;) <n(z, —z) and E?:_lei(zi —2z1) <n(zZ—2z). (27)

That is, the region of integration becomes the subset, R say, of the (n—2)-dimensional
non-negative orthant below both of the hyperplanes de..ned by replacing the inequal-
ities in (27) by equalities. It is straightforward to check that the two hyperplanes
involved must intersect, so neither lies entirely below the other. This obviously com-
plicates the integration problem to be dealt with.

We ..rst set out a notation that will be helpful in the evaluation of the integral in
(23). First, wede.neb; =z, —z,i=1,...,n,and b, = z; — 2z, 5,k =1,...,n,j # k.
Note that b;;, will be positive for j > k because of the ordering of the z;, and that the
b; will necessarily be negative for i less than some integer p, say, (1 < p < n), and
positive thereafter. This property of the b.s will be important in what follows. The
following identities, easily derived from the de..nitions of the b, and b,;, will be used
repeatedly in what follows to combine products of terms:

brbis + bsbri - bibrs =0 (28)
birbjs - bijbrs - bisbjr =0 (29)
Next we de..ne
brs = nbs + X0 b, (r=2,...,n—2,8 <7), (30)
and
Zr = nbn — E?:_rll‘ibni. (31)

Substituting for z; and z,, from (24) and (25) into the determinantal factor in the
integrand of (23) we ..nd that:

/
E?:lxill ] ll ]
Zi Zi

= n2{(bnzf — blzi)/bnl — 22}




+n2?;21$i{bn12i2 — anZ% — bilzi}/bnl (32)

Note that this is linear in zo, ..., z,_1, NOt quadratic.
As before, it will be helpful to ‘lift’ the determinantal factor (32) into the expo-
nential term in the integrand. We thus write the integrand in the form:

n)\al[ﬁ/ﬁw] [exp{—n)\owiz} x exp{—nXo([bnar — b1a,)/bn1) — ongglﬂcidnu}]w:o

where we have de..ned

dijk = [akbij - aibkj - ajbik]/bija (33)

and
9i5 = [biaj — bja] /by, (34)

with
a; = (ri —wz?),i=1,...,n. (35)

Assuming that dicerentiation with respect to w commutes with the integration, we
therefore have:

pdfar(a,t;o,0) = n)\g_l exp{n(t — 0)Z}[bu1] 1 (0/0w)[exp{—nAowz?}

exp{—nAogn1} /R exp{—nX\o Xl Tidp1i }dy . . . ATy 1]w—o- (36)

Our ..rst task is therefore to evaluate the integral in the last line of (36), though in
what follows we shall include the term exp{—nMqg,1} in the derivations of the results,
because this will facilitate their simpli..cation as we proceed.

Consider now the integral with respect to z,. From (27), the range of x5 is
restricted by

xg < [nby, — Enfglilfibm]/bnz = Z:a/bnz,

and
Ty < [—nby — X wibin] /oy = — {31 /ba,
Now, the dicerence between these two upper bounds is
C3/bna + l31 /b1 = (bn1 / (bnaba)) [0y + Ty wibio)

= (bnl/(bn2b21))£32- (37)

For z3,...,z,—1 such that /5, > 0 and /3; < 0, the xzs-integral is over the interval
(0, —£31 /by ), While for zs, ..., z,,_; such that /3, < 0 and /3 > 0, it is over the interval
(0,03/b,2). Notice that, because all coedcients other than b, in /3, are positive, if
by = 2o — z > 0 the only possibility is /35 > 0. However, assume for the moment that
by < 0, so that /3, can be either positive or negative. Since the regions of subsequent
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integration with respect to x3,...,z,_; are disjoint, the integral with respect to x,
may be expressed as a sum of two terms, each to be subsequently integrated over
dicerent regions for zs, ..., x,_1. The result of integrating out z- is thus the sum of
two terms:

[Nodnia] ~* exp{—Xo[ngn1 + B13 vidn1i] 1 — exp(Aodnizlsi/b31)],

to be integrated over the region {/3; > 0, /3 < 0}, and

[)\odnm]_l exp{—Ao[ngn1 + E?:_glxidnli]}[l - GXP(—)\odn12Z3/bn2)]y

to be integrated over the region {3, < 0,43 > 0}.
After some tedious algebra the two results above for the x,-integral become (apart
from the factor [M\od,12]7}):

[eXP{—)\o (NG + E?:_glxidnli]} — exp{—Xo[nga1 + E?leflfidm]}} ) (38)

to be integrated over {{3; > 0, ¢3; < 0}, plus

[exp{—)\o (ngn1 + E?:_glflfidnu]} — exp{—Xo[ngn2 + Z?:_glxidn%]}] ; (39)

to be integrated over {/3; < 0,05 > 0}.

Now, the ..rst terms in (38) and (39) are the same, but are to be integrated over
two disjoint regions. When added, therefore, the integral of this term will be over
the union of the regions {/s, > 0,¢3; > 0} and {/3, < 0,3 > 0}, i.e., over the region
{l3 > 0,05 > 0}. The result of the xo-integration is therefore a sum of three terms,
each to be integrated over a dizerent region of (zs,...,x,_1)-space. These are (again
apart from the term [\od,.12] 1), together with their respective regions of subsequent
integration:

+ exp{—No[ngn + 205 zidni) }, (31 < 0,03 > 0); (40)
— exp{—Ao[ngn2 + E?lexidnzi]}, (£33 <0, ly > 0); (41)
— GXp{—)\O[ngm + E?:_gll‘idgu]}, (£32 > O, £31 < O) (42)

Note that if /35 cannot be negative (i.e., if zo > Z), the second term here is missing.
The ..nal form of the result we seek is certainly not yet apparent, so we need to
proceed to integrate out x3 in the same way. To do so we need to deal with the
three terms in (40) to (42) separately, since each has a dizerent region of integration
for (z3,...,z,_1). Proceeding as above for the x,-integration, after isolating =3 each
region gives rise to a sum of two zs-integrals, and each of these yields two distinct
terms. At this stage we have:
from (40)
+[Nodn1s] ! multiplied by

exp{—Ao[ngn1 + X0 Tidn1i] } [1 — exp(Nodni3la1/b31)] (lys > 0,049 < 0)

plus
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exp{—Ao[ngn1 + X7} idp1i) } [1 - GXP(—)\odn13z4/bn3)} (l43 < 0,04 > 0)

from (41)
—[Aodna3] ' multiplied by

exp{—)\o [ngm + 2?1_41371%2@']} [1 - eXP()\odn23€42/b32)] (543 > 0,44 < 0)

plus
GXP{—)\O[TLQnQ + 2?1_41951'%21']} {1 - GXP(—)\odn23z4/bn3)} (f43 <0, 574 > 0)
from (42)
—[Aodglg]_l mU|t|pI|9d by
eXp{—)\o [ngm + E?:_zfﬂdzli]} [GXP()\Od213f42/532) - GXP()\od213f41/b31)]
(f43 > 0,£42 < O)
plus

eXP{—Ao[ngzl + E?;;lilfidzu]} [1 - eXp()\od213€41/b31)] (541 <0,y > 0)

From the ..rst of these sets of results we get three terms (ignoring the factor [\o] !

which occurs in all terms):
d,, 1z multiplied by:
+ exp{—Ao[ngn1 + X1, zid,1i]} (€41 < 0,04 > 0)
—exp{—Xo[ngs1 + X, widsi]} (€43 > 0,441 <0)
—exp{—Ao[ngns + X1 zid3i]} (€43 < 0,04 > 0)
From the second group we get:
—d,»; multiplied by:
+ exp{—Ao[ngn2 + X1 zidn]} (L2 < 0,04 > 0)
—exp{—Ao[ngs2 + X0, widsa;] } (l43 > 0,042 < 0)
—exp{—Xo[ngns + X1 widy3i} (Ly3 < 0,0, > 0)
Finally, from the third group we get:
—dy 5 multiplied by:
+ exp{—Xo[nga1 + X} zidoni]} (41 < 0,445 > 0)
+ exp{—Xo[ngs2 + X7 ida ]} (Ly3 > 0,449 < 0)
— exp{—Xo[ngs1 + X7 widsi]} (€43 > 0,441 <0)

11
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To simplify the summary of these results, write

f(k) = exp _)‘0 ngns+2n;1$idnsi ) ]{7:3,....,“— ]"S < k’ (52)
ns i=k

and, for j > s,
f](f) = exp{—Xo[ng;s + E;‘:_klxidjsi]}, k=3,....n—1,s<k. (53)

From (40) - (42), the result after integrating out z, may, with this notation, be
expressed as:

Dodmz] =50 + 1D — 193, (54)

with respective regions of integration: for fﬁ), {63, < 0,03 > 0}, for fff;),{égg <
0,03 > 0}, and for féi’), {l3s > 0,031 < 0}. Likewise, from (43)-(51), the result after
integrating out 3 may be expressed in the form:

_ _ 4 _ 4 _ _ 4 _ 4
N2dio) Hdn s £ — dis 15— dily — db] £33 — da iy

—[duty — dus) a2 — [y — dgs] f32'}, (55)
with subsequent regions of integration:
for (0 {4y, <0,0, >0}, s=1,2,3;
for f12), {4 >0,0ss <0}, j=2,3, s5<j
Evidently, so long as (k — 1) < p (recall that p is the ..rst value of i for which
b; = z; — z > 0), the result of integrating out z»,...,z;_; will be a linear com-
bination of k(k — 1)/2 terms, the (k — 1) terms f* s = 1,...,k — 1, together
with the (k — 1)(k — 2)/2 terms £, j = 2,...,(k—1), s = 1,...,(j — 1), each
term to be subsequently integrated over a dicerent region for (z,...,x,_1). ASin
the one-parameter case, the coe€cients in this linear combination can be generated
recursively. To deduce the transition rules for the recursion, write the result of inte-

grating out z», ..., x;_1 (assuming k — 1 < p) in the form:
k—1 k—1r—1
Do+ 3> allfY, (56)
s=1 r=2s=1

with regions of subsequent integration:
for f5) : (0 < 0,0, > 0)

for f&) 2 (6, > 0,04 < 0).

We proceed now to integrate out z;. There are two cases to consider: (i) the case
k < p, and (ii) the case k = p.
Case (i): k<p

We begin with the ..rst sum in (56). Isolating z;, in the inequalities (/;, < 0, (;, >
0), we ..nd that x; must satisfy both of the inequalities:

T < —Lii1,6/bks AN g, < i1 /by
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Using the identities (28) and (29), the dicerence between these upper bounds is

U1 /bnk + lri1.s/bks = (bns/ (bnkbrs) )t k-

The z,-integral of an f*) term in (56) therefore splits into a sum of two terms (each
multiplied by f+1):

_ék-&-l,s/bks
/ exp(—Aoxkdnsk)dTy,
0

- [)\Odnsk]_l [1 - exp()‘odnskgk—i—l,s/bks)] (If Ek—i—l,k > 07 Ek—&-l,s < 0)7 (57)
plus

Oit1/bnk
/ exp(—NoZrdnsk )dxy
0

= [Aodnsk]il [1 — eXp()\odnSkszrl/bnk)} (lf ngrl,k < O, gk+1 > 0) (58)

As before, the sum of the two equal terms f{*+1 to be integrated over the disjoint
regions (Cgs1x > 0,0pi1s < 0) and ({14 < 0,451 > 0) is simply the integral over
the union of those regions, i.e., over the region (¢, < 0,0,,; > 0). Using the
identities (28) and (29) again, we see that

f(kJrl eXp()\ongrl,sdnsk/bRS) = IEI:JFI)?

and

fr(L];H) eXp(_)‘OZk—&—ldnsk/bnk) f(k+1 .

Hence, integration of the ..rst sum in (56) yields the sum:

- Z ansk/dnsk {fn];—H §+1) - f7(7,]]:;;+1)}’ (59)
with regions of subsequent integration:
for £ {lpy1,s < 0, 0pp1 > 0},

for f;gkﬂ) Alerrk > 0,416 < 0},
f0r {£k+1 <0 £k+1 > 0}

Consider now the second sum in (56). lIsolating =, in the inequalities (¢, >
0,4 < 0) gives:

x> —Ly1, /by aNd 2 < —Ciyq 5/ bgs.
The dicerence between the upper and lower limits is
Ek—i—l,r/bkr - Ek—&-l,s/bks = (brs/(bkrbks))gk—‘rl,k-

13



The integral vanishes, of course, if this is non-positive, i.e., if {11, < 0. We again
get a sum of two terms (each to be multiplied by f¥+V):

Lit1,s/bks
/ exp(—NoZrdrsk )dxy

—Li41,r/brer
= P\Odrsk]il [eXp()\ng+1,rdrsk/bkr) - eXp()\ngJrl,sdrsk/bks)]
(f b1 <0, Lrg1p > 0) (60)

plus

_Zk:-kl,s/bk:s
/ exp(—NoZrdrsk )dxy
0

- [)\Odrsk]il [1 - eXp(AO£k+1,sdrsk/bks)]

(if b1 <0, Lry1s <0) (61)
Again using the identities (28) and (29) we ..nd that:

f(kJrl) eXP(AOEkH r rsk/bkr) - Igf+1)7

and
f(k+1) eXp()‘ngJrl s rsk/bks) - ]g:Jrl)-

The two equal terms in (60) and (61) combine as usual to give the term f('“+1 to
be integrated over {{; 1% >0, {xi15 < 0}. Hence the second sum in (56) becomes,
after integrating out xy,

k—1r—1

-1 Z Z [ ak /dmk} (k+1 + f(k+1 (k+1)} (62)

r=2 s=

with regions of subsequent integration:
for f5D {01, >0, fry1s <0,

for 5D L1, <0, Lyyrp >0},

(k+1

for k1,5 <0, lry1x >0}

Case (ii)): k=p
In the case k& = p, {,41, cannot be negative, so only (57) occurs when z, is
integrated out in the ..rst term of (56). We therefore get, in place of (59)

)‘olpz |0 | {FED = £HY, (63)

s=1
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with both terms to be integrated over the region (for x,1,...,2,_1) determined by
the single condition /,., ; < 0. Notice that the term f};’;“) does not appear in (63).
Turning to the second term in (56), equations (60) and (61) apply with & = p,
but the condition Z,,, > 0 in (60) is automatically satis..ed. Hence the only change
needed for this case is that the regions of subsequent integration of the terms flgfﬂ)
and f{r™ in (62) are determined by the single inequalities ¢, < 0 and £,,1, <0,
respectively.
Combining these results, the result of integrating out x;, in (56) is, apart from the
factor [\o] 7!,
For case (i): k <p

k

|
—

[0 Jdar ] {£57D = £ET0 = £50)

vl
I
—

k—1r—1

+ZZ [ att /drsk} (k+1 + f(k+1 k+1)} (64)

r=2s=
For case (ii): k=p

p—1

S [0l fdy | (£ = fl0

s=1

—1r—1

+zz[ D) sy {F2D + f0FD — flDY, (65)

r=2s=1

Identifying (64) with the analogue of (56):

k k r—1
Z a l?jl (k+1 + Z Z a(kJrl (k+1 (66)
s=1 r=2s=
the “new” terms are ;" (in the ..rst sum) and £V, £, (in the second), a
total of k£ new terms. Now, for s = 1,...,k —1, f+1) occurs only in the ..rst line
of (64). Hence, if k < p,
a* ) = a® /g s=1,....,(k—1). (67)

Also, the term f,(l';“) occurs only in the ..rst line of (64), so that

k+1 i { Qs /dnsk} (68)

In the second line of (64), the terms f*+1 with » < k occur with coe¢cients a(¥) /d, ..,
so that

a* ) =a®/d or =2, (k=1); s=1,...,(r—1). (69)

The new terms f,f+1 ,j=1,...,k—1,occur in the ..rst line of (64) with coeCcients

—a(k /dynsk, and twice in the second line of (64), in the second term with coeCcients
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j—1

+ 3 [0l /], G > 1)
s=1
and in the third term with coeCcients

- kil [ag;)/drjk} ., (U<k-1).

r=j7+1

Hence the coe€cients of the terms f(’“+1 in (64) are:

k-1
ay ™ = —al) [y, — > [agi)/drlk} ;

r=2
(D) (*) S = w
kj = —0pj /dn]k + Z [ajs /djsk} - Z [arj /dek} ) .7 = 27 SRR k — 27
s=1 r=j+1
(1) (") Sw
Qo1 = =1 /-1 + Y [ak_l,s/dk—l,s,k] : (70)
s=1

Equations (67) - (70) specify the recursive relations between the coeCcients in equa-
tion (56) up to the integration with respect to z,_;. For the next step, integration
with respect to z,, we need to identify (65) with (66) (with & replaced by p). This
gives:

aﬁlpjl) :a;’?/dnsp, s=1,....,p—1; (71)
ah™ = 0; (72)
a?tV =W /d. r=2....p—1; s=1,...,r—1; (73)

p—1

g(ﬁ+1) - a’gzpl)/dnlp - Z [aﬁ(g)/drlp}
r=2
p—1
1) )
al(fj)—’— /dnJP+Z[ /djsp} - Z [ag*?)/drjp} y J=2,...,p—2

r=j+1
P = — d d 74
App—1 np 1/ n,p— 1p+z pls/plSP ( )

Thus, after integrating out x,, we shall have an expression:
—1r—1

Z al p+1 (p+1 + Z Z al p+1 p+1 + Z a p+1 p+1 (75)

r=2s=1
with regions of subsequent integration:

for f®+V .0, 1, <0;
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for f p+1 A1 > 0,0p11s <0} (r<p-—1)
forfp§+1):€p+l,s<0, s=1...,p— 1

In general, after integrating out x,_;, with p < £ —1 < n — 1, we shall have an
expression of the form:

p—1r—1 k—1p—1
Za WSS a0+l g (76)
r=2 s=1 r=p s=1

with regions of subsequent integration:
for f,glg) ks <0, s=1,...,p—1;

forfr(f) A >0l <0; 7=2,...,p—1, s=1,...,r—1;
for fﬁf) s <0; r=p,....,n—2, s=1,...,p—1.
Integration of (76) with respect to x; then yields (apart from the factor \;'):

$ [0 ] (75 — 570
s=1

—1rd k 1 k+1

+ZZ[ D fdaie| {FED 4 £ — fYY
r=2s=1

k—1p—1

+ 3037 [/ dpai] {£ED — £ (77)
r=p s=1

Identifying this with the analogue of (76) with £ — 1 replaced by k:

Z a(kJrl (k+1 + z:lrz:la(kJrl (k+1) + Z Z al (k+1) (k+1 (78)
r=2s= r=p s=

the only additional terms are the p — 1 terms f(k+1 , s=1,...,p—1.
Comparison of (77) with (78) yields the recursive relations for the coeccients for
terms beyond the p-th, but with £ <n — 1:

agz+1) :ag?/dnska s = 17"'7p_ 11 (79)
(k+1 /drsk> T:27-"7p_17 5:1,...,7’—1; (80)
affzﬂ—a /drsk, r=p,....k—1, s=1,...,p—1; (81)
LD Srw
+
ap; ~ = _am /dnlk > Ar1 /d"lk} ;
r=2
(k-+1) (k) St m < [ ()
ag; = —ay; [dnjr — Z [arj /drjk} + Z Ajs /djsk} v J=2,..,p—2
r=j+1 s=1
k+1 [ (k
o) = ") 1+ Z Ay o/ dp-1,5k]
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a,g?l) =0, s>p—1. (82)

Note that each integration with respect to an x;, with £ > p — 1, adds only p — 1
terms to the sum, not £.

Consider now the integral with respect to the last variable, z,,_;. We assume that
p < n — 2; slight modi..cations of what follows are needed in the cases p =n — 1 or
p = n, but since these cases are unlikely in practice we omit those details. We need to
integrate (78) (with & replaced by n — 2) with respect to x,, ;. For the terms f(—%
the range of integration is 4,,_; s < 0, or nbs + x,_1b,_1,s < 0, so that

Tpog < —nbs/bp_1s, s=1,...,p— 1L

Hence, integration of these terms with respect to x,,_; yields the sum:

p—1
)‘61 Z [agg_l)/dns,n—l} {fns - fn—l,s}y (83)
s=1

where here and below we set f,, = exp{—n)ggrs}.

For the second sum in (78), the inequalities ¢,,_;, > 0 and ¢,,_1 s > 0 give x,,_1 <
—nb,/by—1, and z,_; > —nbs/b,_1 . The dinerence between the upper and lower
limits here is a positive multiple of b,_;, and is thus positive unless p = n, which we
rule out. Since the lower limit is certainly positive (because b; < 0 when s < p — 1),
integration with respect to x,,_; Yyields:

p—1r—1
)\51 Z Z {aﬁ;_l)/dr&n—l] {fn—l,r - fn—l,s} (84)
r=2s=1

Note particularly that (84) yields no terms f,., with r < p.
Finally, the third sum in (78) yields

n—2p—1

)‘61 Z Z [aﬁzil)/drs,nfl} {frs - fnfl,s}- (85)

r=p s=1
Hence, after integrating out the ..nal variable x,,_; we shall have a linear combination
of (n—p+1)(p—1) terms:

frs = exp{—nXogrs}, T=p,...,n, s=1,....p—1. (86)
If we write this linear combination in the form:

n p—1

Z Z arsfrsa (87)

T=p s=1

equations (79)-(85) yield the relations between the a,, and the a("~Y:

ars:agzil)/drs,nfb T:pw"an_Qa 821,...,]?—1; (88)
n—2

an—l,l - _agﬁ_l)/dnl,n—l - Z [afjll_l)/drl,n—l} ; (89)
r=2
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n—2

An—1,5s = _asg_l)/dns,n—l + sil [ag?_l)/dszn—l} - Z [aﬁ;_l)/dr&n—l}
j=1

r=s+1
s=2,....,p—1; (90)
QAns = agg_l)/dns,n—la s=1....p—1 (91)

As in the single-parameter case, these recursive relations can be expressed in terms
of a product of matrices of increasing dimension. To do so, ..rst assume that k < p,
and let ¢, be the [k(k +1)/2] x 1 vector of coeGcients of the f(*+1 after integrating
out zj, with an analogous de..nition of ¢;_;(which, of course, is [k(k — 1)/2] x 1).
Assume that the elements of ¢, are arranged in lexicographic order, i.e., in the order
(for k < p):

((21), (31), (32), ...... (K1), (K2),..., (k,k — 1), (nl), ..., (nk)).

In the case £ > p only pairs (rs) with s < p — 1 occur. In the transition from c;_;
to ¢, (k < p) the terms ((k1),...,(k,k — 1)) and (nk) are added. Let L, denote the
[k(k+1)/2] x [k(k—1)/2] matrix that takes c;_; t0 ¢ : ¢ = Lick_1. From the results
in (67) - (70), the structure of the matrix L, for £ < p, is as follows:

Ly 0
Lk21 Lk22
L, = 92
k 0 Lk32 ) ( )
0 Lia
where
L = diag{dy), dg)l, dagpr - - - - - - .. Aty e di? } (93)
k11 g 21k %31k» “'32k> » Yk—1,1k> » Yk—1,k—2,kJ >
isa[(k—1)(k—2)/2] x [(k—1)(k —2)/2] diagonal matrix
Lisz = diag{d,y, - - - -, djo_1 1}, (54)
isa (k—1) x (k— 1) diagonal matrix, Lyss = — Lgsa,
Liao = (—dpijy -+ s —=dy i) (95)

isalx (k—1)vector, and Ly is a (k— 1) x [(k — 1)(k — 2)/2] matrix with the
following structure:

for j =1,...,(k — 1), the non-zero elements in row j are, in their lexicographic
positions, the terms —d;ﬁc for r > 7, and the terms djjc fors=1,...,7—1.

Row 3, for instance, is:
{0, dg1s, doy, 0,0, —dizr, 0,0, —dagiy - - - - . . ,— ity 55,0,...,0}

For p < k < n — 1 the following modi..cations to L, must be made: (1) the last
row is absent; (2) Lys2 = diag{d,i;,.....d,, 1} is (p — 1) x (p — 1), and hence
SO iS Lygs = —Lysa; (3) in Lyiy, the diagonal terms d_,. for » > p appear only for

s=1,...,(p—1), so that Ly is square of dimension [p(p —1)/2+ (k —p)(p — 1)],
and, correspondingly; (4) Lo isnow (p — 1) x [p(p — 1)/2 + (k — p)(p — 1)], with
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the same structure as above except that the d., that occur are forr =1,...,(p—1)
only. Hence, for p <k <n—1, L is

pp—1)/2+(k—-p+1-D]xpp-1)/2+(k-p+2)(p—1)]

Finally, the matrix L, is [(n —p+1)(p—1)] x [(n —p)(p—1) +p(p —1)/2] with
the following structure:

Ln - Ln71,21 Ln71,22

0 L1302

L1 0 ]

Where Ln71,32 = dlag{d;;n_l, S = 1, e ,p—l} |S (p—l) X (p—l), Ln71,22 = _Ln71,327
Ly 12108 (p—1)x[(n—p—1)(p—1)+p(p—1)/2] with the same structure as in the case
p<k<n—1labove and L, _111is (n—p—1)(p—1)x[(n—p—1)(p—1)+p(p—1)/2]

with the form:
Lyp111= [O, diag{d;;n_l; r=p,..,n—2,s=1,..,p— 1}} ,

where the initial block of zeros is (n —p — 1)(p — 1) x [(p — 1)(p — 2)/2).
The ..nal vector ¢,,_, of dimension [(n —p+ 1)(p — 1)] x 1, is then given by the
recursive formula:

Cp—1 = Ln_an_Q ..... LQ, (96)
starting with
—1
Ly=d | +1 |, (97)
—1

(see (54) above). Letting f,,_1 denote the vector of functions

frs = eXP{—n)\o[bras - bsar]/brs}>

ordered lexicographically as above, we have:
pdfar(a,t;a,0) = (nXob, ;) exp{nz(t — 0)}(9/0w) [exp{—n)\owf}c;_lfn_l}w:O

It remains now to evaluate the dicerential operator, and set w = 0. The results are
exactly analogous to those for the single-parameter case given earlier. First we de..ne

6n—1 = Cp—1 |w:0: En_lzn_g ..... LQ, (98)

where the I, are de..ned exactly as the L, are de..ned above, but with d,;; replaced
by

diji. = [bigry — bgri — birj] /bij. (99)
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Before proceeding we note that, at the point ¢ = ¢,r; = 1 for all i, and J,-jk =0, so
that the L, are not de..ned at ¢t = . The results that follow therefore hold everywhere
except at ¢t = 6. At the point ¢ = 6 we have, directly from (23),

pde,T(aat = 0) «, 0) = )‘g exp{—n)\o} X Cn(z)’ (100)

where ¢, (z) is a constant. (100) follows from (23) when ¢ = 6 because, in the integrand
of (23) the exponential term becomes

exp{—AoXi_,x;} = exp{—nAo}

on S (since, on S, X x; = n). The integral is then a function only of z =
(z1,...,2,) and n. Since (100) is proportional to the conditional density of A given
that 7' = 6, which must integrate to one, we also obtain an expression for the density
of Tatt=¢6:

pdfr(t =0;0) = n""T'(n)c,(2) (101)

The constant ¢, (z) in (100) and (101) can be evaluated by methods like those above,
but we omit these detalils.

Next, let fn_l be de..ned as f,,_; which has been de..ned above, but with the f,
replaced by

frs = exp{—nXo[b,rs — bsr,] /brs}, (102)
and de..ne f*_, to be the vector with elements

(0/0w)[exp{ —nXowZ>} frs] lwo= —nXobybs frs- (103)
As before,
n—2 _ N N
6cn_1/6w |w:0: Z[Ln—l ce L:L—i+1 ce LQ] = 6;:_1, say, (104)
=1
where E;‘, Is again de..ned as L, is de..ned above but with al;j,lC replaced by
[bijzn — bjzi — baz2]/ [bijdise] = bribis/diy (105)

Combining these results, we have a relatively simple expression for the density of
(A, T):

pdfar(a,t;a,0) = exp{nz(t — 9)}(n>\0b;11) [c;/flﬁl,l +d7, N:LLJ (106)

4.1 The Marginal Density of T’

Remarkably, it is straightforward to integrate out « in (106) to obtain the marginal
density of 7', because the two terms in the [-] in (106) are linear combinations of terms
exp{—nAogrs}, and (—nb,bs)\g) exp{—nlog.s}, respectively, with coeCcients that do
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not depend on a. Transforming from (a—a) to Ay = exp{(a—a)} > 0, and integrating
out Ao we obtain:

pdfr(t:0) = exp{nz(t — )}yl ¢ yhnr +E, 1], (107)

where h,,_; has elements ¢!, and 2’ _, has elements —b,b,g..2. Again, the density is
de..ned by (107) at all points other than ¢t = 6. At t = 0 expression (101) must be
used.

5 PROPERTIES OF THE EXACT DENSITIES

Because the coeCcients in the exact expressions (22), (106), and (107) are generated
recursively it is dic¢cult to study the properties of the densities analytically. However,
give a choice for the vector z, it is straightforward to analyse the densities numerically,
although in the two-parameter case we did have some di€culty with the numerical
stability of the calculations near ¢t = 0 (see below).

5.1 Properties in the case k=1

From the remarks in Section 2, the density depends only on d = (¢ —6), has its mode
at t = 6, and the density at d when z > 0 is the density at —d with z < 0, so that
the density with negative z’s is simply the density with positive z’s retected about
the origin.

It also follows from the remarks in section 2 that there is no loss of generality
in scaling the z;’s so that 2z, the (expected) Fisher information for 6, is unity,
corresponding to an asymptotic variance of one. Figure 1 shows the density, calculated
from equation (22), for the case of equispaced positive z’s, scaled so that 2’z = 1,
for the cases n = 2,4,8, and 16. Direrent patterns of z’s produce little change in
the graphs. In Table 1 we give the means, variances, and skewness for the cases that
appear in Figure 1 (calculated by numerical integration).

TABLE 1
Means, Variances and Skewness for Figure 1
n | mean | variance | skewness
2 | -.429 | 1.386 -.841
4 | -315| 1.216 -.628
8 | -.227 | 1.114 -.454
16| -.161 | 1.058 -.323

Both Figure 1 and Table 1 suggest that the approach to the asymptotic distri-
bution of the MLE is quite rapid, that (with positive z’s) the estimator is slightly
negatively biased, and that the asymptotic variance ( = 1 in this example) slightly
understates the true variance.
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5.2 Properties for the model with a constant term

In view of the remarks in Section 2, the joint density has its mode at the point
(a,t) = (o, 0). Further properties must be derived from the formulae above.

Consider ..rst the case n = 3. In this case no recursion is needed, and we have
directly from (54):

pdfar(a,t;a,0) = exp{3(t — 0)z — 3X\F31 }[3Nob31 ]

X [—521532¢2(J312) - )\05153%(&312)} (108)
where
$1(y) =1 —e"]/y, (109)
and
Poy) = [1 = (L +yy)e™ ] /", (110)

with v = nAob3 /b3y if p = 3 and v = —nAgb; /bs; if p = 2. Note that (108) is well-
de..ned for all (a,t), including ¢ = 6, since both ¢, and ¢, in fact do not involve
negative powers of Jm.

The marginal density of 7" is readily obtained from (108) by direct integration,
giving:

pdfr(t;0) = exp{3(t — 0)z} by,

X [—B8°brbsagsn — bibsB(6Gs1 + Bdsia] / |63, (37s1 + Bdaa)] (111)

where now 3 = 7/)e. The marginal density of A does not seem to be obtainable
analytically from (108), but is easily obtained from the joint density by numerical
integration.

Figure 2 presents three cases of the marginal density of ¢ in (111) corresponding
to vectors 2/ = (—1,-.9,1),(—1,0,1), and (—1,.9,1) that were subsequently stan-
dardised to have z = 0 and Xz? = 1 (so that the asymptotic covariance matrix of
(v/n(a — «), (t — 0)) is an identity matrix). The ..rst and third cases, of course, are
identical except for refection about the origin. Even for such a small sample size,
Fig. 2 reveals that the density is quite concentrated around zero, showing slight
skewness (depending on the pattern of the z’s. Table 2 presents some properties of
the marginal densities for the case n = 3, and the two (unstandardised) z-vectors (a)
(-1,-.9,1), (b) (1,0,1).

FIGURE 2 ABOUT HERE
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TABLE 2

Properties of the marginal densities: n = 3

pdfr(t;0) | pdfa(a;a)

Case @ | O] @ | (b
Mean -0.25( 0.0 | -0.64 | -0.62
Variance 153 [ 165 1.39 | 1.38
Skewness | -0.56 | 0.0 | -0.61 | -0.62
Kurtosis 4.22 | 4.15| 3.64 | 3.68
Correlation | -0.03 | 0.03 | -0.03 | 0.03
@ 2 =(-1,-9,1); (b) 2 =(1,0,1).

Figure 3 shows the joint density pdfar(a,t;«,6;z) for case (b). The marginal
density of A, pdfa(a;a;z), can be obtained by numerical integration, and is shown
for all three cases in Figure 4 (although cases (a) and (c) are exactly superimposed). It
does not exhibit the mirror symmetry of pdfr(t; 6; z),being always negatively skewed.
The density for (b) lies slightly to the right. The density of A has variance and
kurtosis closer to the asymptotic values than those for 7', but the mean and skewness
are further from their asymptotic values. The correlation between A and T is negative
for case (a), and positive for cases (b) and (c), which is the mirror image of (a). Given
the small sample size, the results look well-behaved.

For n = 4, the marginal density of 7" is symmetric if the data is symmetric
about its mean (e.g. 2z’ = [0.1,0.2,0.3,0.4]), and positively skewed z’s (e.g. 2’ =
[0.1,0.26,0.33,0.4]) give the mirror image of the density with negatively skewed z’s
(e.g. 2/ =1[0.1,0.17,0.24,0.4]). Accordingly we can illustrate almost the full range
of behaviour by using the symmetric =z above, and the negatively skewed case 2’ =
[0.1,0.11,0.12,0.4]). Table 3 shows the resulting moments in its ..rst two columns.
For n = 5, the cases 2’ = [0.1,0.2,0.29,0.4,0.5], which gives the mirror image of the
results with z3 changed to 0.31, and 2z’ = [0.1,0.11,0.12,0.13,0.5], are illustrated in
columns 3 and 4 of Table 3. The z-vectors given for Table 3 (and elsewhere) are
in their unstandardised form. Progress towards limiting normality is masked by the
possibility of greater skewness for n = 5 observations than for n = 4.

TABLE 3: Moments of the marginal density of T’
n=4 n=2>9
(@ | (b) (@) (b)
Mean | 0.00 | -0.329 | -0.016 | -0.393
Variance | 1.43 | 1.45 1.40 1.55
Skew | 0.00| -0.56 | -0.05 | -0.77
Kurtosis | 3.48 | 3.58 | 3.71 | 4.22
Forn =4: (@) 2 = [0.1,0.2,0.3,0.4]), (b) 2’ = [0.1,0.11,0.12, 0.4]
For n = 5: (a) 2/ = [0.1,0.2,0.29,0.4,0.5], (b) 2 = [0.1,0.11,0.12,0.13, 0.5]
FIGURES 3 AND 4 ABOUT HERE

Because of the numerical instability of the calculations near t = 6, and because
the cases above for small n suggest reasonably rapid convergence to the asymptotic
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distribution, we now concentrate on the tail area of the densities. Table 4 gives the
exact tail area in the marginal density of 7' (obtained by numerical integration) for
n =5, and n = 10, and for three nominal (i.e. asymptotic) levels.

TABLE 4: marginal density of T’
Tail Areas: n =5 and n = 10

Nominal Tail area | lower% | upper% | sum% | n = 10, sum%
10 14.4 2.3 16.7 17.2
5 10.4 0.9 11.3 12.0
1 7.0 0.3 7.3 8.7

n=>5: 2 =10.1,0.11,0.12,0.13, 0.5]
n=10: 2 =[0.1,0.11,0.12,0.13,0.14, 0.15,0.16,0.17, 0.18, 1.0]

If one chooses = in this way, so that, for example, when n = 10, all the observations
except the largest are crowded together at the lower end of the range, the skewness
increases, and this acts against the ecect of increasing n, to leave the tail areas more
or less unchanged over the range n = 5, .., 10, as the last column of Table 4 illustrates.
However, for uniformly distributed z’s, for example

2 =10.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9, 1.0]

the distribution is symmetric, the tail probabilities are equal, and are given in Table
5.

TABLE 5: Marginal Density of T’
Tail area (uniformly distributed =z’s); combined tails
Nominal % | 1 | 5 | 10
n==6 4.7 187|143
n=3~8 4078|133
n =10 3.6 |73 127
n=12 3.3(6.9|123

There is evidently steady progress towards the nominal values as n increases,
slightly slower the further one is into the tails. For larger values of n the computational
dicculties mentioned above have so far prevented us from carrying out a more detailed
analysis of the densities.

6 CONCLUSION

We have shown that the surface integral formula for the exact density of the MLE
given by Hillier and Armstrong (1996) provides a tractable expression for the exact
density in the case of an exponential regression model with a k-covariate exponential
mean function, at least for small values of k. It seems clear that an algorithm could,
in principle, be written to provide similar results for arbitrary k.

The discussion in section 2 also show that, even for arbitrary k, the general formula
can, by itself, provide considerable information about the properties of the exact
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density. It is worth noting, too, that the general approach used here extends easily
to more general speci..cations for the mean function ( i.e. non-exponential functions
of the w;), provided only that the level set of the MLE is known. It will remain
true under more general models that the surface integral to be evaluated is over an
(n — k)-dimensional hyperplane.

Finally, as far as the results for the speci..c model under consideration are con-
cerned, our main conclusion is that the exact densities are well behaved, and well
approximated by the asymptotic densities, even for quite small sample sizes. The
sample behaviour of the covariates certainly has an impact on the properties of the
estimator, as one would expect, but this ezcect is not dramatic.
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Figure 1.
Densities for n = 2, 4, 8, and 16 equispaced points, z'z = 1
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Fig 2. Marginal densities for t—=0, n = 3
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