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GROWTH, SPECTROSCOPY AND UTILISATION OF NOVEL LOWIMENSIONAL
NANOSTRUCTURES: CARBON NANOTUBES AND QUANTUM DOTS
By Konstantinos Nikolaos Bourdakos

The work presented in this thesis deals with tw@drnant low dimensional nanostructures:
carbon nanotubes (CNTs) and quantum dots (QDshdrmpart of the work related ©NTs a
novel method for growin€NTs without the need of metal catalyst is presentad.as produced
CNTs were grown by means of chemical vapour deposibn Si-Ge islands and on Ge dots
grown with the Stransky — Krastanow method on tégsilicon substrates. Through rigorous
characterisation products of the method were ifledtias single wall carbon nanotubes
(SWCNTSs) with diameters of 1.6 and 2.1 nm. AcquiRadnan spectra showed very low intensity
or none D — band while the G’ band was of highnsi® indicating that the as produced CNTs
may be of high quality. A by-product of this methis amorphous fibres which can be easily
eliminated when exposed to HF vapour. As this netthmes not employ metal particles it is fully
compatible with the front end silicon processing éimerefore opens up the prospect of merging
carbon nanotubes with silicon technology.

Furthermore CNTs were utilised as probes for atdimice microscopy (AFM). For the
fabrication of the CNT probes two methods were igdptuccessfully: the surface growth method
and the pick up method. The latter was found teutestantially more efficient than the former
and although not proper for mass production itdsal for laboratory use as it can potentially
generate thousands of CNT probes. The as fabri€&zlt&d probes, had diameters in the range of
4 to 7 nm. Using CNT probes the surface of a mesasomaterial with pore diameter of 7 to 12
nm and repeated distance of 15 to 18 nm was imagesing the high resolution that can be
achieved with such probes and that AFM can be epuccessfully to mesoporous materials.
The latter has the potential to considerably exp#red knowledge and the control of such
materials to the nanoscale.

In the part of the work related to QDs a time resdl two colour pump
photoluminescence (PL) technique was applied, thi¢haim to probe the coherent properties of
the excitonic ground state of a single Stranskyskaaow InGaAs QD. The method comprises of
two pulses of different energy; a delayed blue gdt&at pumps the GaAs barrier and an infrared
(IR) pulse that pumps the excitonic ground statéhefQD. The PL of the®lexcitonic excited
state of the QD is used in order to probe the caeap of the ground state. The detection is
carried out at zero laser background and thus gaainonsiderably higher signal to noise ratio
than other pump and probe methods. A PL intengitjation and a red shift in the energy of the
1% excitonic excited state were observed, with béiices being dependant upon the intensity of
the IR pulse but independent of the time delayitmdnergy. Further investigations showed that
the IR excitation causes all PL and absorptiorsliokthe QD to red shift, induces broadening of
the absorption lines and increases the backgrotsdrption. Comparison with temperature
dependent PL measurements showed that althougihdpeaight contribute to the above effects it
cannot be the sole reason for their occurrencealserof the above effects the time resolved two
colour pump method cannot be applied as such tipg the coherence of QD ground excitonic
state and needs to be modified further
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™V VTOGTHPIEN TOD OV TOPELYAY TTHY OTOPOTH UOV VO aoyolinbw ue ) pooikn, tov Ogio
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mv (opepn molitiky wepiodo oty EAldda mov axolovOnoe uetd to télog tov S

TOYKOOUIOD TOAEUOD ».
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Chapter 1 Introduction

A new exciting and rapidly developing forefront Ifit in physical and life
sciences as well as in engineering has emergedeaent years, the field of
Nanotechnology. It promisgégo revolutionise existing domains of technologylsias
electronics and also to introduce new, for instaneeofluidics and nanomechanics.
Nanotechnology is the field of study and fabricatad physical, chemical and biological
systems with dimensions that range from that ofnaividual atom or molecule, up to
submicron scales. Its impact on science and t#ogg but also on economy and society
is considered by some authors to potentially berafound as that of semiconductor and
information technology in the second half of themteth century.

The above consideration is not just a speculationi® based on the current
economic trends and predictions. In the year 208 microsystems markewas
approximately $15 billion, which with a projectednaial rate of 15-20% is expected to
rise at $100 billion by the end of the decade. marosystems market was about $100
million and is expectédto have an astonishing two hundred and fifty fiolcrease until
the end of the decade, reaching $25 billion. Funtioee the importance of
Nanotechnology is supported by the investments ofhes governments in the
corresponding research domains, as for instant¢beiil).S.A. which in the year 2001
invested almost half billion dollars in the National Nanob@ology Initiative (NNI).
Also developments in nanotechnology related toteda@s industry are included in the
International Roadmap for Semiconductors under $ketions Emerging Research
Devices and Emerging Research Matefial¥he degree of the importance of
nanotechnology is also reflected in the fact thaijam publishing companies and
institutions have issued a number of journals forusxclusively on nanotechnology, for
instance “Nature Nanotechnology” by McMillan Publions, “Nanotechnology” by the
Institute of Physics (IOP), “Nanoletters” by the Antan Chemical Society (ACS),
“Physica E — Low Dimensional Systems and Nanostrest by Willey Interscience,
“Journal of Nanoparticle Research” by Springer, fiNtoday” by Elsevier.
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The promises of nanotechnology, for revolutionisoid but also inventing new
applications in the whole spectrum of modern lii@,n its core definition; nanoparticles
with sizes smaller than 100 nm have different prigge than that of the bulk matefial
and so do the nanostructures assembled from theisiisTa consequence of the fact that
the particles whose dimensions are smaller tharchheacteristic lengths associated with
particular effects are likely to exhibit differephysical and chemical properties than the
ones of the bulk material, leading to a behavibat tlepends upon sizérhus a number
of physical and chemical properties such as thetreleic structure, the melting point, the
reactivity and the mechanical properties, have lodserved to change when one or more
dimensions of a particle become smaller than écatisizé. The exploitation of those
properties as well as the possibility to contr@rthby varying the size, have an enormous
field of potential applications, ranging from thabfication of ultra-strong materials, drug
delivery, medical imaging and new therapies up ptoelectronic applications and
quantum computinif*

It is this wide range of properties and applicasioassociated with the
nanoparticles that makes their study a highly chssiplinary field. For this reason
nanotechnology incorporates a big spectrum of stdjeéhat starts from topics in
chemistry such as the catalysis of nanopartickesl goes up to topics in physics and

engineering such as the quantum dot Idsers

1.1 A Brief History of Nanotechnology

Although nanotechnology has only recently emergedaanew scientific and
technological field, there is evidence that the lexgtion of the unique properties of
nanoparticles has a much longer history. An artefiamen the fourth century A.D., the
Lycurgus cup (which resides in the British mus8uim made from dichroic glass that
changes its colour when held up to the light. Kimsl of glass owes its properties to the
inclusion of silver and gold nanopartidietn a similar manner the colourful windows of
medieval cathedrals are made from glass (stairessgtontaining metal nanopartictés

Nanoparticles have also been exploited in othee@spof ancient technology,

such as metallurgy and the preparation of dyesva# found recently through the means
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of transmission electron microscopy studies thatuhique properties of the legendary
Damascus swords, which were manufactured in thengke\century A.D. are due to steel
containing carbon nanotubes and cementite nandwikasthermore the study of a recipe
for a hair dye found in a text from the Greco — Rontimes, used by ancient Egyptians
about 4000 years ago, showed that its propertiesdae to the formation of PbS

nanocrystals inside the hair

In relatively more recent years the developmenghaftography started in the 18
century and was based on silver nanoparticlekich were sensitive to light. The
photographic film is an emulsidf® consisting of a thin layer of gelatine containgilyer
halides which lie on a layer of transparent ceBelcacetate. The silver halides are
decomposed by the light yielding silver nanopagtioivhich are the pixels of the image
Already in 1802 Thomas Wedgwood together with Suntphrey Davy presented a
papet'*2with the title “An account of a method of copyipgintings upon glass and of
making profiles by the agency of light upon nitrafesilver”, in which they described a
method for producing photographic images usingesilnitrate. Although the images
were not permanent their method was considered gakthrough. Latérin the 14'
century the technology of photography was developather with milestones the
production of the first colour photograph in 1864J C. Maxwell and the development
of a flexible film that could be rolled by Eastmiari883.

In 1908 G. Mié published a paper in Annalen der Physic in whietptovided an
explanation of the dependence of the colour ofglaass upon metal particle size and
kind. In 1930’s work published bylLangmuir and K. Blodgett led later on in the 1960’s
to the fabrication of Langmuir-Blodgett films whiexhibit extremely high periodicity at
the nanometer scéldn 1932 in work published by Rooksby“**and was based on X —
ray analysis, the colour of some silicate glasses welated to small inclusions of
semiconductor materials such as CdSe and CdS. @asbes (i. e. glasses dopped with
semiconductors) have been us&cince the 1960s as optical filters with sharp-coff.

It was not until the 1980s that it was underst8dt'®***°that those semiconductor

inclusions were owing their properties to the dffefioquantum confinement.

! The term nanoparticle here, although close, doesampletely comply with the definition given alsv
as the siz¥ of the silver — halide grains are usually betw#&em and 500 nm.
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At the end of 1950s R. Feynman presehféca prophetic lecture at an annual
meeting of the American Physical Society (29 Decenil®59) with the title “There is
Plenty of Room at the Bottorti"™*> He described a technological vision of assembling
nano-objects atom by atom or molecule by molecalary different properties than the
bulk. A couple of years before, in 1957, Ralph Lamef who was working for IBM,
considered the possibility of nano-sized electronand realized the impact of the
guantum effects at this scale of dimensions.

The research and the discoveries in the domainaofscience followed an
exponential trend in the decades of 1960’s up dayoA number of the milestones will
be briefly mentioned below: discovery of porouscsih® (nanometer size pores) in 1956
by Uhlir , discovery of magnetic fluidsn 1960s, study of conduction electrons in metal
nanoparticlesin 1960s, fabrication of the first quantum Vett 1970s at Bell labs and
IBM, Mann, Kuhn, Aviram and Ratner introduced tkeds of molecular electronfc
1970s, development of molecular beam epitaxy (MBHE) 1980s, Ekimov and
Onushchenko reported the first observation of thrdemensional quantum
confinement®!"*#1%in 1981, synthesis of fullereffein 1985, invention of scanning
tunneling microscopy (STMJ?? and atomic force microscopy (AFKEYin the 1980s,
development of the colloid&l quantum dots at Bell labs in the mid — 1980s, JBv
Wees, H. v Houten, D. Wharam, M. Peper, observedjtlantization of conductaricia
1987, T. A. Foulton, G. J. Dolan observed the Cmblioblockadé in the late 1980s,
electron beam lithographyvas introduced in the late 1980s, the fabricatiolayered
(with nanometer thick layers) alternating metal metge and nonmagnetic materials
exhibiting giant magnetoresistance with applicatian magnetic storage was first
achieved in the late 1980s, discovery of carborondres® by lijima in 1990, growth of
self assembléd quantum dots by means of MBE in 1993, utilizatfoof carbon
nanotubes in scanning probe microscopy in the raidd00s, fabricatidii*® of the first
single walled carbon nanotube field effect tramsish 1998, first demonstration of
quantum dots as fluorescent biological labels i9819* fabricatior® of a single
graphene sheet and demonstration of a high mobtiEy device byNovoselov, and
Geim in 2004
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1.2 The necessity of Nanotechnology

Nanotechnology is not only a domain with excitingjgntial applications but also
a necessity for future economic development. This be easily demonstrated in the
domain of electronics. According to the Moors’ lalae computing power is doubled
every one and a half ye&rsThis means that the circuits on the silicon chiped to
shrink at the same rate.

However there are physical limitations to this ewhrinking scheme which
consequently puts a barrier to the computing speatdcan be achieved by the silicon
technology in the future. The most important of siadimitations are going to be
discussed briefly here. First the scaling down loé tsilicon devices requires the
corresponding decrease of the thickness of theldtisg layeré. Thinner insulating
layers would result in higher electric fields whicéin lead to electron tunnelling or even
avalanche breakdown, rendering the devices untel@beven destroying thém

Second the fabrication of ever shrinking devicek &t some point need to deal
with the dispersion of the bulk properties of mialet®** A doped semiconductor
material, to a good approximation, can be conslertehomogeneous medium. This
approximation though breaks down at very small @saale) dimensions. For example a
typical p-type (boron doped) semiconductor has rapurity concentration of Ne
10°%¥m® which corresponds to a surface doping concentratiboNas = (Na)¥3= 5 -

10*Ym?. This means that for a MOS-FET with channeflofnx1umthere is an average

of 500 impurity atoms under the gate. As these itips follow a statistical distribution

in the semiconductor, the deviation of their averagmber< N > per surface area is

proportional tol/+/< N > . So in this case the statistical deviation framerage is going
to be approximately 4%. However if this device sksi by a factor of 100
(0.1umx 0.1um channel) the corresponding average number of itypatoms under the
gate would be 5 and the consequent standard dmviabout 44%. This implies a big
deviation to the threshold voltage of such kinddelices resulting in a non reliable
operation of the integration circuit. The increagethe doping concentration has been
considered as temporary solution, as the same eoblill reoccur at a smaller scale.

Furthermore high doping levels will result in sreallvidths of the depletion zone at p-n
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junctions and thus increasing the probability ofriea tunnelling and avalanche
breakdowfi.

Third, the occurrence of the effects of quantumfioe@ment when one or more of
the dimensions of the fabricated devices becomagpamable or smaller than a critical
size, as it was mentioned above. In this caset adlibe discussed below (Chapter 2
and Chapter 5 ), the electronic stmecof the material will defer dramatically
from the bulk resulting in a different function tbhfe device. However the exploitation of
structures and devices manifesting the effect @ngum confinement might lead to a
new generation of quantum nanoscale devices whiali ptay a key role in future
nanoelectronics as will be discussed below.

Finally, the heat dissipation of the integrationcuaits creates one more problem
in the scaling down of the electronic devices. Etleugh the power consumption on a
logic gate of a modern very large scale integrativouit (VLSI) can be as small as'10
*W, the total amount of power that must be dissipan be as high as 100 W due to the
large number of devicésFurther scaling down is expected to increasenttesl for heat
dissipation as operation power scaling cannot Inéeged precisely in CMOS devicas
However the heat dissipation is limited due to lihdted thermal conductivity of the
materialé* and therefore sets one more obstacle in the scalinvn of the electronic
devices.

The above limitations impose a barrier in the sgpldown of the electronic
devices of the integrated circuits. The difficuttiycontinuing the ever shrinking scheme
of the electronic devices is characteristicallyresged in the Executive Summary of the
2007 edition of the International Roadmap for Semdtictors (ITRS): “.since 2001,
we have reached the point where the horizon of Rbadmap challenges the most
optimistic projections for continued scaling of CIEQfor example, MOSFET channel
lengths below 9 nm). It is also difficult for m@stople in the semiconductor industry to
imagine how we could continue to afford the histariends of increase in process
equipment and factory costs for another 15 yeatsls] the ITRS must address post-
CMOS devices. As is underlined elsewhere in the same texs itdry likely that the

conventional path of scaling will not be able toenthe future application requirements

2 Complementary Metal-Oxide-Silicon (CMOS).
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which are set by performance and power consumptiimerefore there is a need for the
introduction of new materials and device architeetin order to overcome the scaling
barriers in the future

There are several proposals in order to go beyloadd¢aling barriers and many of
them exploit devices (such as resonant tunnel desingle electron device, quantum
dotsy* and materials (such as graphene nanoribbons, tarmotubes, quantum dots)
coming from the field of nanotechnology. Some @sih ideas propose modifications to
the current CMOS architecture in order to extenel @MOS scaling such as carbon
nanotubd FETs while others propose a whole new paradigntasfiputing such as
quantum computing exploiting nanostructures suclyuentum dots These two later
nanostructures i.e. carbon nanotubes and quantusnade the systems studied in this

thesis.

1.3 Two important nanostructures: Carbon Nanotubasd Quantum Dots

Two of the most intense studied systems of the teghoology field are carbon
nanotubes and quantum dots. Their importance bexatmngous if it is pointed out that
they are considered as the building blocks of naciencé. A short description of these
nanostructures will be given below (for more destaite Chapter 2 and Chapter 5
) and their importance in the field of nanotechggi@and technology in general, as well
as the contribution of the work reported in thiedis towards their development and
study, will be discussed briefly.

Carbon nanotub&Scan be thought of as a seamless cylinder made upllng a
graphene sheet. Their lenfftfi’ can vary from a few nanometers to several micrerset
while their diameter (in the case of single walt=dtbon nanotubes) is in the range of
subnanometer to approximately three nanometersr €lestronic properti€s*’ depend
very strongly on their diameter and chirality (thay the grapheme sheet has been rolled
off) and they can exhibit metallic or semicondugtitoehaviour. They are one
dimensional systems as the charge carriers can mesly only along the direction of
their axis while their movement along their circengince is restricted, from the imposed

guantum confinement due to their small diametes this one dimensional character that
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a lot of their astonishing properties arise frombsas ballistic transport, extremely high
current density. Because of their unique electrpnaperties and nanoscale size they are
considered as very strong candidates as chanirelsilicon FETs in the case of
semiconducting carbon nanotubes or interconfdnts/LSls in the case of metallic
carbon nanotubes. However in order to exploit carbanotubes in nanoelectronics a
number of issues must be resolved. Techniques ahaiv the selection of carbon
nanotubes according to their electronic properéied enable selective positioning of
them on a substrate must be developed further. ilsarder to be able to use carbon
nanotubes in the front end silicon processing it&sl one has to get rid of the heavy
metal catalyst, which are mixed with carbon nanesuturing their growth. This latter
issue is addressed in this thesis where a methodréoving carbon nanotubes without
the need for metal catalyst is presented.

The fabrication of nanoelectronic devices thoughoidy one fraction of the
potential application of carbon nanotubes. Becanfstheir optical properties, carbon
nanotubes behave as excellent saturable absorbérspetential applications in laser
fabricatiort®*%° Related to their optical properties and more #igatly their ability to
absorb infrared light as well as their size itlEoaheir potential medical applicatidhsn
cancer treatment.

Due to their unique mechanical propertiaghey are tens of times stronger than
steel) they have been considered as possible reerfeent for structural materials. These
mechanical properties associated with their smaé and cylindrical geometry render
carbon nanotubes as ideal probes in scanning pnatrescopy for ultra high resolution.
In this thesis different methods for fabricatinglpes for scanning probe microscopy by
utilising carbon nanotubes are explored. Additipnaly using carbon nanotube probes
ultra high resolution images of surfaces of mesopsmaterials were acquired by means
of AFM, showing that knowledge and control of suchterials can be extended down to
the nanoscale.

As it was mentioned above another important gmwfithe nanotechnology field
is quantum dots. This term refers to structureshich the charge carriers are confined in
all three directions resulting in the formationdi$crete energy levels similar to those of

an atom. There is a variety of methos** and systems that can be fabricated bearing
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the properties of quantum dots, such as lithogegblyi fabricated quantum dots,
modulated electric field quantum dots, nanocry$tand self assembled quantum dots.
Their dimensions range from a hundred of nanomel®ns to a few nanometers and can
have a variety of shapes such as pyramidal, s@ieoc other patterned shapes. Their
propertied*>***44strongly depend on their size, shape and alsbh@miaterial they are
made of. Most commonly used materials are varitlogsaof InGaAs, InAs, Si, Ge, CdS,
CdSe, CdTe, PbS.

Due to the similarities of some aspects of thetedaic properties of quantum
dots with those of an atdirthey are considered as potential candidateéorealisation
of quantum computing and in general of quantumrinfition processirigas for instance
in quantum cryptography as single photon emitt€rerefore it is necessary to acquire
knowledge upon their optical and more significartligir coherent properties. A method
for studying the coherent properties of the exaéttaground state of quantum dots is
explored in this thesis as well as some aspedtseafoptical properties.

Quantum information processing though is only orspeat of the possible
applications of quantum dots. Due to their optipadbperties®® such high quantum
efficiency, the possibility of tailoring them by miolling their size, shape and material
and also the possibility of being solution procklesfor some of them they have a vast
range of applications. This range extends in optdsbnics with applications such as
guantum dot lasers, infrared emitters and senbglsjd organic-inorganic photovoltaics
and light emitting diodes (LEDs), in life scientess fluorescent labels in high-
resolution cellular imaging, for studying intrla&ar processes at the single-molecule
level, for in vivo long-term observation of cellatficking, diagnostics, and tumour
targeting, in nanoelectronics as single electransistors or components in resonant

tunnelling devices

1.4 Structure of the thesis

In this thesis two distinct experimental topics édeen studied, therefore it has
been divided into two parts. The first part corssist three chapters (chapters 2 — 4) and
presents the experimental results on growth andsatton of carbon nanotubes. The

second part (chapters 5 — 6) presents the expaaimesults on the coherent and optical
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properties of self assembled InGaAs quantum dogdovi is a short summary of the
contents of each chapter.

The second chapter can be considered as consudtimg parts. The first part is
concerned mainly with aspects of the physical prtgee of carbon nanotubes. It starts
with a general discussion about carbon sciencethedvarious carbon allotropes. It
proceeds with a description of the geometricaluiesst of carbon nanotubes. Then the
derivation of their electronic properties is prasenin brief. A section on resonant
Raman spectroscopy gives the basic physics belhisdfdllowed by a section about
aspects of the phonon properties and Raman speapp®f carbon nanotubes, as this is
going to be one of the main characterisation toblhe experimental part of this thesis.
The second part is concerned with the growth obaarnanotubes. It contains brief
descriptions of the main methods of growth andduses on the method of chemical
vapour deposition which is the one that was usathguhe experiments. It follows a
section on the mechanism of growth with which thapter closes.

The third chapter presents the major experimeetallts of the thesis related to a
novel growth method of carbon nanotubes withoutrtbed of metal catalyst. It starts
with an introduction in which major achievementd arhallenges in carbon nanotube
nanoelectronics are presented along with a briefudision about the need for carbon
nanotubes free of metal particles for their incogtion into the front end silicon
technology and an outline of the experimental sectf the chapter. Then follows an
overview describing the efforts by other workers dometal — catalyst — free method of
growth carbon nanotubes. Finally the experimeptat of the chapter follows. It is
divided in two sections in which the two varianfslee novel method for growing carbon
nanotubes without the need of metal catalyst aserdeed in detail. In the same sections
the respective characterisation data of the asmasbon nanotubes are presented along
with discussion and conclusions for each of théavds.

The fourth chapter presents the experimental e®ilthe utilisation of carbon
nanotubes as probes for scanning probe microsdbgyarts with a short introduction
discussing the advantages of AFM, its limitationsd athe advantages of carbon
nanotubes AFM probes in comparison with the conweat probes. The chapter

continues with a discussion on the issue of thectipvolution error which limits the
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lateral resolution of the AFM imaging. A literatureview of the field of fabrication of
carbon nanotube probes and the corresponding aches in terms of AFM resolution
follows. In the next section different fabricationethods of carbon nanotube AFM
probes are discussed. Then follows the experimeeiztion of the chapter in which the
methodology and the results of two different methad fabricating carbon nanotube
AFM probes are presented. The need of further eeging the carbon nanotube probes
arising from their mechanical properties is expdiand the corresponding experimental
results are presented in the next section. Theskdtion of the chapter presents the
results of AFM imaging surfaces of mesoporous neteby using carbon nanotube
AFM probes along with conclusions.

In the fifth chapter some background knowledge nangqum dots and on theory
of coherence in matter is presented. The chapsetsswith a short introduction in
guantum dots followed by a section describing theous fabrication techniques and the
corresponding types of quantum dots. The next@edeals with the electronic structure
of quantum dots starting with the single particietyoe, continuing with the description
of excitons in quantum dots and finishing with aadission on various excitonic
complexes. The final section contains some thebopberence in matter, starting with a
discussion of the coherence of a two level systachfanishing with the description of
the optical Bloch equations and the rotating wawereximation.

Finally, in the sixth chapter the experimental Hsswn single quantum dot
spectroscopy are reported. The chapter starts avidiescription of the sample and the
initial pump and probe experiments. It then corgmwvith a description of the time
resolved two colour pump method and discussesditardages in comparison with the
conventional pump and probe when applied to théystid the coherent properties of the
excitonic ground state of a quantum dot. The rs&dtion presents the collected data
from the spectroscopic characterisation of the guardot by means of non —resonant,
resonant photoluminescence measurements and pmelscence excitation
spectroscopy (PLE). It is followed by a preseotatnd discussion of the data acquired
through the time resolved two colour pump methdake €ffort to interpret these data is
presented in the remaining sections starting withsé¢ that contain the data of the

temperature dependence of the quantum dot photoksoence, the data of extensive
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resonant excitation measurements and finally thieé &ata for various values of the laser

power. The chapter finishes with conclusions.
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Chapter 2 Physical Properties of Carbon Nanotubes

2.1 Introduction
Carbon is one of the most studied materials dudtgoimportance in numerous

applications and effects as for instance the phemom of life itself. Until the middle of
the '80s it was thought that the knowledge on gamvas complete or almost complete.
Then the discovery of fullerenes and later of carhanotubes and recently of graphene
(as an isolated sheet) produced an avalanche afitgm discoveries reviving the carbon
science.

In the following some general information and artlioe of the properties of
carbon is going to be given. Then the focus wilpkeced on carbon nanotubes and their
electronic properties as those has been derived fhe electronic structure of graphene
and on other aspects of carbon nanotube sciende asicRaman spectroscopy and
synthesis that play an important role in the experital part of this thesis. A brief

section on the Raman effect has also been included.

2.2 Hybridization of Carbon

Carbon exhibits an enormous diversity of compouadd forms, much bigger
than any other known element. One of the reasorsasnany possible configurations of
the electronic states of the carbon atom whichniswn as the hybridization of atomic

orbitals. Carbon is the sixth element of the periodic tatid is at the top of column IV.
The ground electronic state configuration of theboa atom isls*2s?2p?. The 2sand
2p states are close in energy (while their energfeihce from thels state is very big)

and therefore can be mixed under a small pertunbafThe absence of nearby inner

atomic orbitals in carbon facilitates hybridizatsoim which only the valencesand
p orbitals participate and allows three possible Hjbations sp, sp*, sp’(Figure 2-1).
This is one of the main differences between cawdnmh other elements of group IV such

as Ge and Si which exhibit primarip® hybridization.
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The st hybrid orbital is formed by the mixing of tHzs and one of th& p orbital.
Overlapping of twosg hybrid orbitals belonging to neighbouring carbdonas give rise
to a obond as for example in molecule of acetyle(’reCECH). The remaining
unhybridized p orbitals overlap and form twa bonds.

In the case of thesp® hybridisation the mixing of the2sand two of the2p
orbitals forms three equivalent hybrid orbitals.eyhall lay on the same plane forming
angles of120° between each other. Overlap wisip® orbitals of neighbouring atoms give
rise to o bonds. The remainingp orbital is normal to the plane of the hybrid onesl a

form a 77 bond with the corresponding of a neighbouring atom. A very well known

example ofsp? hybridisation is poly — acetyler(e HC =CH —)n.

a) 180° b) c)
1200 SP* |« 1095
" -C:-* sp? ‘\'. __. -\H"\_.‘ o I"'I
“SD- " g
# sp? sp?
sp sp sp? aph
Linear Trigonal Planar Tetrahedral

Figure 2-1 Different hybridizations of the carbon atom.

Finally four equivalentsp® hybrid orbitals are formed by the mixing of the
2swith all of the2p orbitals. They are tetrahedrally oriented andr thxeerlap with ones

from neighbouring atoms give rise tobonds as in the molecule of metha(@é—l4).

2.3 Allotropes of Carbon

Due to its rich hybridization carbon occurs in diffnt structural modifications
which are known as the allotropes of carbon. Tharapes although they have the same
chemical composition (in this case carbon) andterighe same state of matter (solid

state) they exhibit different physical properties aresult of their different structure.
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Some of the most known carbon allotropes are: DramoGraphite, Fullerenes
(Buckmisterfullerene, or Buckyball), Single Walle@arbon Nanotubes (SWCNT).

Bellow is presented some brief information aboenth

2.3.1 Diamond

The diamond lattice structure can be cubic or geral (Figure 2-2). The latter is
known as Lonsdaleite, it has a wurtzite strucamd C — C bond length equal to 1.52 A .
The most common form is the cubic one in which eeatbon atom is linked to four
other carbon atoms viap® o bonds in a tetrahedral arfajThe bond length is 1.5444 A
which is 10% larger the corresponding length fapipite. Its atomic density though is
17710%cm* which is 56% bigger than the one of graphite dralhighest known one.

Diamond has an FCC lattice structure with a diatoiasis (the second atom is at

(}2%%) position) and a lattice constant of 3.567 A.

Diamond is a wide gap semiconductor with a banu-afeb.47 eV (226.7 nm). It
is known as the hardest material that can be fonnthture with Mohs hardness 10. It
has along with graphite the highest thermal coriditgt(25 W cni* K™) and the highest
melting point (4500 K). The mass density of botinfe of diamond is 3.52 g ¢in

Figure 2-2 Lattice structure of diamona) cubic form,b) hexagonal form (Lonsdaleite)
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2.3.2 Graphite

Graphite is one of the most common forms of cardbronsists of layers of
hexagonal honeycomb networks (graphene). In grapkeach carbon atom is connected
with three other carbon atoms vé@® ¢ bonds and a delocalised bond. The band-gap
of graphene as it will be shown below is zero tfaree graphite is considered as a zero
gap semiconductor or semimetal. The in plane candiycis very high while the
conduction between the graphene planes is difficult

The graphene sheets are stacked in an ABAB... sequ@urnal stacking). In

Bernal stacking as it can be seen in Figure 2-3Atteend B atoms in consecutive layers

Figure 2-3Lattice structure of hexagonal single crystal gisgptOpen circles denotk andB carbon
sites and black circles dengie andB'. a, is the in plane lattice constant. The unit cetitoes

a, ,a, ,Care also shown. After ref. 2
are on the top of each other while the A' and B'avove the centre of the hexagons of
the previous layer. The nearest neighbour distanceis 1.421 A and the in plane lattice
constanta, 2.456 A. Thec- axis lattice constant, is 6.708 A and the inter-planar
distance 3.354 A.
Another ordered graphite phase is the rhomboheptesdhite. It hasa, equal to

2.456 A, c, equal to 10.044 A and inter-plane distance of 8.A3The Bernal stacking
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graphite is more stable than the rhombohedral Both of them have a densitpf 2.26
glent.

2.3.3 Fullerenes

Molecules composed solely of carbon atoms are ccatirbon clusters. When
consisted of up to ten atoms, carbon clusters avstlynstable in the form of linear
chaing. For numbers of carbon atoms between 10 and 30nth&t stable form is the
ring>°. However the stability of the formed ring depemmbmi its size, with certain rings
being much more stable (11, 15, 19, 23 carbon gtdinas others. This effect has been
explained in terms of the Hiickel mofielFormation of carbon clusters with number of
atoms between 30 and 40 is unliKely

Carbon clusters with more than 40 atoms form cadgesm those structures the

most stable one is for 60 atomso©r fullerene was discovered by Kroto et al. in 398

Figure 2-4C60 Buckminsterfullerene
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2.3.4 Carbon Nanotubes

Carbon Nanotubes were discovered by lijima in £9&1was very soon realised
that they had amazing properties, a fact that éghé vast scientific research on almost
every aspect of their properties and potential iappbns. Sixteen years later although
carbon nanotubes have not managed to become itwnsif the 2 century (at least not
yet) they are by far one of the most representatiek versatile laboratories of nanoscale

physics and their study has produced a huge amgbigl amount of knowledge.

2.3.5 Lattice structure of carbon nanotubes

Single Walled Carbon Nanotubes (SWCNT) can bedghbas a graphene sheet
that has been rolled up to form a seamless cylindes cylinders ends are usually closed
with half fullerene caps. Two quantities charaserihe shape of SWCNTs as well as

their physical properties as it will be shown beldheir diameterd, and their chiral
angle 6 (0< |H|s 30°). In Figure 2-5C, is the chiral vector which is defined by two
integers (n, m) and the basis vectarsa, of the graphene shéét

C,=na, +ma,=(n,m) (1)
The chiral angl® is defined as the angle between the chiral ve€iprand the so-called

“zigzag” direction (n, 0). The integers (n, m) detene d, and 4

d, =l\/n2 +m’+nm a, sind= V3m (2)
n 2Vn% +m* + nm
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Figure 2-5 Unit cell of a single walled carbon nanotube. GAfT)

A single walled carbon nanotube whose chiral vetias n,m coordinates is
consequently called afn,m) nanotube. According to their,m numbers nanotubes can
be classified as armchair nanotubes whenm, zigzag nanotubes witfin,0) and chiral
nanotubes for all the othem,m numbers(n# mm#0). A nanotube of each of the
above classes is depicted in Figure 2-6.

Vector Tin Figure 2-5 is called translation vector and &fined as a vector
which is perpendicular to the chiral vector, andsrirom pointO(0,0) to the first to the

first equivalent lattice sitd . Equivalently T can be defined by the following equations:

2m+n 2n+m
= , t2:_

T=ta, +t.,a,, t
11 272 1 dR dR

®3)

with d; being the biggest common divider (ﬁn+m,2m +n). The rectangle which is
defined by vectorsC, and T is the unit cell of the a SWCNT. The numbir of
hexagons in the SWCNT unit cell is given by thatieh:
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[C xT]

N =
|a1 xa,|

(4)

The diameter of the thinnest SWCNT that can beedowith half of aC,, was

reported to be 6.78 A. Nanotubes with diametersnaall as 4 A which are encapsulated
in a matrix have also been found?**?
The metallicity of a SWCNT can be determined friésrdiameter and chirality as

it will be shown below. As it can be seen from dgues (2) the metallicity of a SWCNT
can be equivalently determined by trem) numbers. When ratien;—m is an integer

then the corresponding nanotube is metallic; etfser a semiconducting one. A list with

some of the geometrical features of SWCNTs and tfadues is given in Table 2-1.

'-bq.r I\-a-.u-apllu-}.u-.;-, d:'rw-o.-w& ..r‘f‘
E’%.-.J"-.,é#J«qe m\"l.tﬁ.,z.“i.f ot 4--..f
\ih L

i

. ’__‘ = & *.-"
..-3\,;.\:-4- ‘v.\-__;._.ﬂsf
o . S H-.-é&-."'“ T ”«5"*75..,

Figure 2-6a) (5, 5) armchair, b) (9, 0) zig-zag and c) ()0cHiral nanotube. After 7.
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Figure 2-7 The metalicty of SWCNTSs for variOL(sn, m) numbers. After 7.

One of the most often forms in which SWCNTs arenfb is bundles. The
nanotubes have triangular arrangement in the baratid they are hold together by Van
der Waals forces. The cohesion of the nanotub#seibbundles is relatively strong and so

far relatively complicated and low efficiency metisobased on surfactant solutions or

Figure 2-8 A multiwalled carbon nanotube.

DNA solutions need to be applied in order to seattzent®*>

In the case now of multi walled nanotubes (MWCNWp or more SWCNTs
have been nested the one inside the other (Fig8)e |12 the special case that only two
nanotubes have been nested the MWCNT is called IBoalled Carbon Nanotube
(DWCNT). The corresponding graphene stacking infdeMWCNTs cannot be AB or

ABC due to the radius of curvature and from thisnpaf view MWCNTs can be
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considered as turbostrdtic However there is some correlation between théergifit
layers thus MWCNTs cannot be considered completefpostratic. The distance
between the different cells has been calculatebet®B.39 A and has been measured

(through TEM lattice fringes imag&¥ as 3.4 A which is close with the interlayer
distance of the turbostratic graphite (3.44 A).

Table 2-1
Symbol Name Formula Value
ac.c carbon- 1.421 A
carbon (graphite)
distance
a length of V3 acc 2.46 A
unit vector
al, a; unit \/5 1 \/§ 1 in (X,y)
vectors ma il (T e 23 coordinates
2 2 2 2
bl b Reciprocal 1 27T 1 27T in (X,y)
lattice ﬁ 1 a ﬁ el I coordinates
vectors
C, Chiral C, =na, +ma, = (n,m) n,m
vector integers
L Circumfer L:|Ch|:a /n2+m2+nm OS|n.1Sn
ence of
nanotube
Diameter L 1
d d =—==+n*+m’+nm a
of T
nanotube
2 Chiral _ J3m on+m 0<6<30°
angle sind = ,c0sd =
2Vn?+m? +nm 2Vn? +m? +nm
3m
tand = V3
2n+m

" This term comes from the field of carbon fibresturbostratic carbon fiber, the sheets of carbomatare haphazardly folded, or
crumpled, together.
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2.4 Band structure of SWCNTSs

The band structure of SWCNTSs can be derived froarotie of graphene by imposing the

appropriate boundary conditions, which are theltesfuthe sheet folding. The basis of

Figure 2-9 A piece of the graphene sheet in real space (@&ft) the corresponding piece of the
reciprocal lattice (right)A and B consist the basis of the lattice and the dashexs ljon the left)
depict the primitive cell (Wigner — Seitz cell) fire graphene sheet. After

the graphene sheet consists of two atoms as ibean seen in Figure 2-9. The band
structure of the graphene sheet can be derived fiteenenergy dispersion of the
nelectrons of the primitive cell. This energy dispen in a tight binding approximation

(for the formed bondind—) and antibonding(+) 71- orbitals ) is given by the following

E(kX , ky) =y, {1+ 4co{@j co{%aj +4c08 [%ﬂ 2 (5)

where y, is the energy overlap integral between the neasghhours. A representation

equation?®

in three dimensions of the above equation is gimerigure 2-10. It can be seen that the
conduction and the valence bands have six contaiotgpat the Fermi level. At these
points the energy gap between them becomes zerdoarttlis reason graphene (and
consequently graphite) is considered as a semitmeero - gap semiconductor. These
points are also depicted by black dots in the gneogtour plot of the bonding (valence)
band in Figure 2-10 b). Two of those poir{t§,K') form the basis of the reciprocal

lattice of graphene.
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In the vicinity of the K points the energy dispersion has approximatelyatadi

symmetry in the(kx,ky) plane. Therefore in those regions equation &)l simplified

aS‘I.Q,ZO.

J3a

2

E-E = y0|k_kF| (6)

Figure 2-10 a)Representation of the energy dispersion of fheelectrons in the first Brillouin zone of
grappheneb) Contour plot of energy in the first Brillouin zofer the boning band.

In order to form carbon nanotubes the graphenetshest be fold as seamless
cylinder. This imposes circular boundary conditiomshe circumferential direction. The
latter is due to the fact that any wave functioranfelectron or a phonon must have a
phase shift of an integer multiple d@7z around the circumference. Therefore the
component of thé vector around the circumferenxﬂec) is now quantized according to
the condition:

k.[C,=2m (q= 012..n) (7)
Now there are only discrete modes that tkeector can be and they are

represented as a set of discrete parallel linethenfirst Brilluine zone of graphene

(Figure 2-11). These lines run parallel to the nabe's axis and there amg of them
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(equal to the number of hexagons in the nanotulteceil) (Figure 2-12). Lines whose
number differ by N are equivalent (or identical). The segment of thiases between

_ to lconsists the one dimensional first Brillouin zonketlbe nanotube. The

L

spacingAk between the discrete lines depends only upon dreeater of the SWCNT

2mr 2
Ak=—""== (8)
ICy| d

According now to the zone folding or confinemenpiagximatiort’?*the electronic band
structure of SWCNTSs is given by the electronic gres of graphene along the allowed
modes of thek vector. These modes can be thought as one dimensional ciomlu
T
T

drawn on the graphene reciprocal lattice from tinst fsegment that is a centred on

channels. More specifically in Figure 2-12 tﬁ%’ segments of th& -lines have been

ar point up to the next segment that is a centred opaint. Each of these segments cut
a different part of the graphene brillouin zone.aN'all of those segments get folded on
to one (the first one) they will form the nanotuiend-structure in the one dimensional

first Brillouin zone.

a
Ak
=
BREL N
L~ ™
)
Y s I
N
+—
2m3a

Figure 2-11Discrete modes of thk vector of SWCNTs superimposed on the first Brillaome of
graphene.
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In Figure 2-11 the one dimensional conduction ckés{k- lines) are shown for

an armchair, a zigzag and a chiral SWCNT. For thachair SWNT the imposed

Figure 2-12 Extended zone scheme of a (4,2) SWCNT superimposedthe reciprocal lattice of
graphene. There are 28 discrete bands which camdsmp the 28 hexagons of the (4,2) nanotube unit

cell. The length of each band %%T and the spacing between them|—§sz|. The £'and the 29 bands
h

are identical. After 1.
quantization condition isn\/§kxa:27q (g= 0123....n) and the channels that are

allowed are parallel to thek direction. In the case of the zizag SWCNT the
quantization condition isik a = 27 (q = 0,12,3,...,n) and the lines are parallel to the

k direction. By substituting the above quantizatiamnditions in equation (5) the

dispersion relations for the armchair and the zBR&CNTs can be obtained:

Earmchair(k)’) = iyo |:1+ 4CO{%j CO{%J ' 4C052 (kLZaJ:I | (9)
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Ezigzag(kx) =) {l+ 4co£\/_3kaaj co{%j + 4co§(%ﬂ (10)

The above dispersion relations have been plottedrfcarmchail(S,S) (upper left) and a

zigzag (10,0) (lower left) nanotubes in Figure 2-13 for the piosi part of the T

Brillouin zone in each case.

2.5 Electronic Density of States

The density of states (DOS) of a solid depends upennverse gradient of the
dispersion of the eneréfy In the case of SWCNTSs the dependence is upointieese
slop of the one dimensional dispersion cufVess it can be seen from the following

equatior?®:

D(E)szZN:j L sEr)-E)ee (1)

where D(E) is the DOS in units of states / C — atom /eV, #relsummation is taken for
the N conduction(+) and valencd-)1- dimensional sub- bands. From Figure 2-13 (left)

it can be seen that the slope of the dispersiovesuat some points vanishes which has as
a consequence the appearance of singularities (Mame singularities). Those
singularities appear as horizontal spikes in tghtrhand side of Figure 2-13 where the
corresponding density of states has been plotted.

More specifically for the armchair nanotube (Fig@r&3, upper plots) there is a
clear crossing of sub-bands at the Fermi levels Tield a finite DOS at the Fermi level
and therefore this nanotube is considered as noet@ih the contrary there is no crossing
of sub-bands at the Fermi level for the zigzag have (Figure 2-13, lower plots). This
leads to a zero DOS around the Fermi and consdguerd formation of an energy band
gap. Therefore this nanotube is considered as sedhicting.

Going further from the Fermi energy to the next sub-bands, in the case of the
armchair nanotube, the vanishing slop of thoseezipan be observed. This results to a
pair of Van Hove singularities around the Fermielevihe energy difference between

them is denoted asE,,, (Figure 2-13). Similarly for the zigzag nanotubpaar of Van
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Hove singularities has been formed around the Feawel and their energy difference is

denoted as AE,, (Figure 2-13) and corresponds to the energy banpd-g

Tia D DE

>
DOS

Figure 2-13Dispersion and Dos for an armcahéE,S) and a zigzag(l0,0) nanotubes.

In the case of chiral nanotubes it was initial etpd that the number of Van
Hove singularities would be much higher than the oharmchair or zigzag nanotubes
due to the fact that their unit cell is often abone order of magnitude biggé(Figure
2-14). It was found though that near the Fermi lléliere is a universal DOS which

depends only upon the diameter and the metallidithe nanotutf@?>2:2
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(17,0) (10,10)

Figure 2-14Unit cells of a zigzag, armchair and chiral nantsibAfter Maultzsch.

Near thek point of the first Brillouin zone of graphene, theergy dispersion has

approximately a radial behaviour in the k, plane (equation (6), Figure 2-10b). In the
case of semiconducting nanotubes the projecticheK point on the closest permitted
k - line corresponds to the first Van-Hove singularipoint Ky in Figure 2-11d).
Similarly the projection of theK point on the second closest permitted- line

corresponds to the second Van-Hove singularityr(lpl§i2 in Figure 2-11d). In the same
manner the third and the fourth Van-Hove singuksitorrespond to the projections of

the K point on the third and the fourth closast lines respectively. Semiconducting

nanotubes with different chirality will only havéeir k - lines differently oriented

around theK point. The distances between tKepoint and its nearest projections will

2

always be%Ak, §Ak, gAk, andgAk for the first, second, third and fourth nearest

lines respectively independently of chirality andrdetef>*?® The corresponding

energies can be calculated from equation (6) anthéncase of the first Van-Hove

singularity is E; =+ (with (+) and (-) for the conduction and the vaenband

[

respectively). This is a very important resultstgzedicts that the energy band-gap of a
semiconducting nanotube is:

_2ay,

Qap_\/gd

AE

(12)

46



Equation (12) and depends only upon its diametéiis Tesult has been confirmed
experimentally by scanning tunnelling microscopy ¥§ measurement$2® In a similar

fashion on can calculate the energies for the skctmrd and so on Van — Hove
singularities. All of them are independent of chiyadepend only upon the diameter of

the nanotube. However this rule applies only foergres in the vicinity of the Fermi
energy where the energy can be well approximated bgdial function around thK
point.

For metallic nanotubes now there is always aline going through théK point.

Therefore the first two neighbouring - lines around thd point are at distance ak at
either side of it. Similarly the two second closest lines are at distancak and so on.
It is obvious that the singularities for each pafirk - lines overlap with each other as
they appear at the same energy. The first, secathdhérd Van-Hove singularities appear

3ay, _ . %aro , and E, _,9aro

Vad T Bd " 3

In the same fashion the energies fourth and so an-Nbve singularities can be

at E; =+ respectively calculated using equation (6).

calculated again though for the range of energy ¢ljaation (6) is valid. For this range
of energies as for the semiconducting nanotubesDi®S depends only upon the
diameter and not on the chirality.

Finally although they are not going to be analy#wsal limitations of the zone
folding approximation have to be noted. In this rappmation as it was described above
the curvature of the nanotube and its effect onréletive positions of the carbon atoms
was not taken into account in the derivation ofrthaotube band-structure and density of
states. However due to the curvature of the narotiod, lobes make an angle with each

other and they are not parallel as in graphenea Asnsequence the Fermi points do not

coincide exactly with theK points in the reciprocal lattice. This inducesvel energy
band-gap (in the order of 10 meV) in chiral metafianotubes-3*3*
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2.6 Raman Spectroscopy

Raman spectroscopy is a powerful tool for nanotcih@acterisation (ref Jorio
new journal). Here it will be given a brief desc¢igm of the Raman effect and both its
classical and semi-classical interpretations (tagel is often called as (quantum
mechanical interpretation” in the related literatuslthough in the light — matter
interaction that take place during this effect orthe ewlectronic excitations are
guantized). The text that follows is a small summaf much more extensive and

comprehensive treatments that can be found irboks such as referencés? 34 3,

2.6.1 The Raman effect

When monochromatic radiation of frequengy is incident on a material system

some of it will be scattered. Most of the scattdiglt will have the same frequency as
the incident light (Rayleigh scattering) but thend be some that its frequency is shifted
(Raman scattering). When the shift is negative italled a Stokes shift and when it is
positive it is called an anti-Stokes shift. Becatlsere is a change in the frequency and
therefore energy of the scattered light Ramanesgagf is an inelastic scattering process.

The difference in energy is due to exchange ofgneiith relatively low energy
excitations. This is why raman is powerful becamigells us about the excitations of the
system.

Finally the intensities of the scattered light mth Raman and Rayleigh
scattering have linear dependence upon the irradiahthe incident light and therefore

are considered as linear processes.

2.6.2 Classical theory of Raman scattering.

In the classical theory of the Raman effect monaiatic light of angular

frequencyw, impinges on molecule. The time dependent elefigid E of the radiation

induces a time dependent electric dipole momenthvhan be written as a sum of time

dependent induced electric dipole moments:
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p:p(1)+p(2)+p(3)+___ (13)
Becausep® >>p@ >>pB  (13) is a rapidly converging series. The relahip between

p®, p@ p@ andEeare given by the following equations:

pW =g (E (14)
p@ =%|3 {EE (15)
p® :%yEEEE (16)

In equation (14)ais the polarizability which is a second rank tendarequation (15)

B is the hyperpolarizability which is a third ranknger andeeis a vector dyad or the
direct product of vectoe with itself. In equation (16Y is the second hyperpolarizability

and it is a third rank tensor whileee is a direct product of three vectors. Equationg (15
and (16) are associated with nonlinear scatterirmggsses such as hyper and second
hyper Raman scattering. Equation (14) is assochttdd Raman scattering as it will be
analysed below.
Equation (14) can be written in component fornficéisws:
Pp=0prEqy (17)
where p,o can bex,y,zand summation is implied over repeated subscriptsgnd E,

are the components of electric dipole moment amdellectric field respectively). The
variation of polarizability due to molecular vibi@ais can be approximated by a Taylor
expansion over the normal coordinates of the vidnat

~ 00 1 %0,y
Tpo = (apa )o +Zk:( 30, \JoQk +Ez[0Qk6Q| ]OQKQI (18)

kil

where (apg)o is the value ofa,, at the equilibrium configuration an@,, Q ...are the

normal coordinates of vibration associated withrational frequenciesy,« ... and the

summations are over all normal coordinates. Alivdgives are taken at the equilibrium
position (this is what the subscripistands for). For relatively small vibrations and

therefore small values aj,, Q, ...one can keep only the first order terms. Focusimg n

on only one normal mode of the vibration equati@8)(and neglecting higher order
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terms (responsible for two and three..phonon efjent the modes expansion can be

written as:
(apJ )k = (a,oo )0 +(a;)d )k Qk (19)
where
, B aa'pg
(apg )k _( an ]0 (20)

Equation (20) gives the components of a new tengorwhich is called the derived

polarizability tensor. All of the components ofghensor are derivatives of polarizability

over the normal coordinatg,. Equation (19) is valid for all tensor componettiesrefore
it can be rewritten in a tensor form as:

a =ay+ta,Q, (21)
where o, is a tensor whose componerﬁm% )k are given from equation (19) amgg is a
scalar quantity that multiplies all of the compotseaf a, . For small vibrations around

the equilibrium position the motion can be constderas harmonic therefore the

dependence of, upon time will be:
Qx = Qx, codeyt +0y) (22)
where Q_ is the amplitude of the normal coordinate ahgda phase factor.

The electric field as a function of time will be:
E =E, cos@it) (23)
whereE,,w are the amplitude and the frequency of the ele@ld respectively, of the
incident monochromatic radiation. Combining equatio(14), (21), (22), (23) an

expression for electric dipole moment (with resgecthe k normal mode) as a function

of time can be written:
p(l) =aoE, Cos(wlt)"‘ o EoQy, COS(a’kt + 0y )COS(WJ) (24)

By using the identity:
COSA COSB = % [codA +B)+coqA -B)| (25)
equation (24) can be written as:

1, 1,
pW =aE, cos(wlt)+§akEoQk0 cod(ay _wk)[+5k]+zakE0Qko cof(aw +wy Jt+4,] (26)
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Equation (26) consists of three harmonic terms dadcribes the oscillation of the
induced electric dipole as a function of time. Atting to the theory of the Hertzian
dipole, an oscillating electric dipole emits eleatiagnetic radiation with frequency equal
to the frequency of the oscillation. Therefore adowy to equation (26) the induced
electric dipole will emit at three distinct frequees: w4 which corresponds to Rayleigh

scattering, w, -w, which corresponds to the Stokes line — Raman estaft w, + w,

which corresponds to the anti-Stokes line — Ramaattering. Figure 2-15 gives a

schematic representation of the classical theotli@Raman effect.

|u| |I| |LI lll IlI ". Ir, TEEEN
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Figure 2-15 Schematic representation of the classical thedrth® Raman effect. Incident radiation
wy =y is modulated by the oscillating electric dipole @fhiwas vibrating with frequencyy, . The

modulated radiation now contains three frequencigsy — ), @, + &), , which correspond to Rayleigh
scattering, Raman scattering — Stokes line and Rateattering — anti-Stokes line respectively. A&2r

2.6.3 Evaluation of the classical theory of Ramascattering.

The classical theory of Raman scattering prediotsectly the frequency of the
Stokes and anti-Stokes lines. The classical théamys out to be quiet adequate for
gualitative characterisation purposes such as ifitation of molecular species from
their Raman spectra.

However there are some serious limitations ofdlassical theory of the Raman
effect. One that can be easily seen from equaBiéhié the prediction that the Stokes and

anti-Stokes lines are of the same intensity whiohtmadicts the experimental data in
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most of the cases as the anti-Stokes lines ardlyisun@ order of magnitude weaker than
the Stokes lines. Also it cannot provide any infation of how derived polarizability)

is related to the properties of the scatteringesyssuch as its transition frequencies.

2.6.4 Quantum mechanical theory of Raman scatterm

Below the main points of the quantum mechanicaltinent of the Raman effect
will be summarised (all presented information heae be found in references 32, 33, 34,
35, 36, 37. The treatment in reality is semi-cleasi.e. in the light — mater interaction
only the matter is quantised, whereas the ligkhtered as a classical field.

Raman scattering can be described as a three @tepsss: 1) The incident light
excites a real or a virtual electronic excitationtlee system, which in many cases,
particularly in semiconductors, is an electron hodér. 2) A scattering event involving
the electronic excitation takes place with the egpuent emission (Stokes) or absorption
(anti — Stokes) of a low excitation of the systeq @ phonon, and resulting in a change
of the state of the electronic excitation. 3) Thectonic excitation de-excites emitting
light.

The scattering rate& of the above process for c. w. excitation can bdeutated

from the light — semiconductor dipole Hamiltoniaor the incoming and scattered light

Hi~2 and the carrier — phonon Hamiltoniain,,.,, as follows:

J(wscat Wh + a)phonon)(N phonon +1) Stokes }
rom ) 27
| | {J(C‘)Stiat Wn ~ wphononXN phonon) Anti— Stoke ( )

where w.., @, are the frequencies of the scattered and incorighg respectively,
@Wohonon 1S the frequency of the emitted or absorbed phonog,,.., is the phonon

occupancy which is given from the Bose — Einstestridbution function:

1
N phonon(h wphonon) = W (28)
e kT -1
In relation (27)m|* is given by:
2
Z| O|H §f£|e| k k|H phonor‘j |>< |H dlpole| O>| (29)

‘ Ek +|rk _hwscat)(El +|r| ha%n) ‘
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where |0) is ground statejk), |I) are intermediate states of the electronic exoiatof

energiesg,, E, respectively,r,, r, are damping constants associated with the finite
lifetime of each state in the form=é. The delta functions in relation (27) indicate

energy conservation. In the case of phonons withefilifetime these delta functions

should be replaced by Lorentzians (it must be notieat equation (29) is an
approximation, as the accurate expression||‘6qf must include all terms that can be

derived from the six Feynman diagrams that contebto the one phonon Raman
scattering proceds)).

Equation (29) can be further simplified to give otwvery important
approximations, which are valid in different limitdf the light frequency. The first

approximation can be derived when the energiehefincoming («,) and scattered
(hwsey) light are far from resonance with any of the imediate statesk), |I). In this
case the weights of all of the terms of the suneguation (29) can be considered as
similar and thugm|* can be approximated as:

(30)

~ ~ ~ . 2
|M |2 U ‘<0|H Zf;gleH phononH ::?itpole| 0>‘

The second approximation is the in the case thlaerethe energy of the incoming or of
the scattered light is in resonance with one of ithiermediate states. Under this

condition the term of the sum in equation (29) toom the resonant state corresponds
will have significantly bigger contribution thanetlother terms and therefo||m|2 can be
approximated &4

|2

(31)

|M |2 0 |<0||:| Zic;tgle| k><k||:| phononl k><k||:| ic?ipole| 0>
‘ (Ek +irk _hwscat)(Ek +irk _ha%n) ‘

where|k) is the resonant state. Clearly in the continuurstafes more than one state can

be near resonance and all these states have asdseinto account in the matrix element.
However it will still be the case that the natufdh® resonance state or states will affect
the Raman spectra more than any other states. fohertne selection rules standardly

obtained within the non resonant approximation matyapply.
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2.7 Raman Spectroscopy of Carbon Nanotubes

In the following section the main features of tH& GNT Raman spectra will be
discussed. As in this thesis Raman spectroscopgrbbn nanotubes is a characterisation
tool this section is not going to be a deep anslydi Raman scattering on carbon
nanotubes. Instead the focus will be on the aspefc®Baman spectroscopy of carbon
nanotubes that were used for characterisation gegd-urther information can be found
in references 1, 7, 21, 39, 46 and referencesithere

Raman spectroscopy is a very powerful tool for abgarising carbon nanotubes.
From the raman signals of carbon nanotubes infoomatuch as diameter, metalicity,
defects can be deduced. There is a vast numbdramiom modes associated with carbon
nanotubes but only a few of them are Raman aclil'® main features that can be
observed in a nanotube raman spectrum (Figure 2afe’)the radial breathing modes
(RBM), the D band, the G band, and the G' band.

The fact that raman signals can be relatively edmserved on a single carbon
nanotube is quite surprising. The relatively higiersgth of the Raman signal in carbon
nanotubes is however connected with their eleatrstructure. The fact that the density
of states of SWCNT contain large van Hove singtiewi (Figure 2-13), allows the
performance of resonance Raman spectroscopy evarsimgle SWCNT. Selection rules
allow only optical transitions between mirrored ggifarities across the Fermi level.

Therefore when the energy of the incoming or soaditéight equals the energs; of an
optical transition (i.e. the energy between tworargd singularities) resonance takes
place and the intensity of the Raman signal is Vegy as it can be seen from equation
(31). In fact to a reasonable approximation Rantattaring will be obtained for that
exhibit resonance for a given excitation wavelength

Therefore to interpret Raman spectra requires iosviedge of the energies of
all (h,m) SWCNT and their corresponding diameters. Forghipose there are maps that
relate theEg; energies with the diameter and the type (metalficsemiconducting) of
SWCNTs, called Kataura plots. Such a map is presemmt Figure 2-16 (after 23) for
SWCNT diameters up to 3 nm calculated by usingst fieighbour tight binding model.
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Deviations from this model are expected for ti® (E,, optical transition for

semiconducting nanotubes) and for SWCNTs with dtamsmaller than 1 nm. (why).
The widtf®** of the resonances (here is considered as equhl thit width of the

singularity) is between 40 and 60 meV.
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Figure 2-16 Kataura plot. Optical transition enerdy; between van Hove singularities for all t(mz m)

plotted against diameter. Red symbols correspometi@llic nanotubes and black to semiconductingone
After 23.

One of the key features of the Raman spectra of SWCare the radial breathing
modes (RBM) which is depicted in Figure 2-17. Tlag@pear at the lower frequency (in
Raman spectroscopy by convention all wavelengtlitsshvith respect to the laser

wavelength are presented in wavenumbers and del dabquencies) side and in the
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range between 120 ¢hand 250 cnt. This shift is due to the vibration of the carbon
atoms along the radial directitnFrom the frequency position of the RBM it is dbks
to calculate the diameter of the corresponding SWQ@hm the following empirical

equation:

A
Wrem = q +B (32)
t

where wggy 1S the frequency of the RBM, the diameter of the nanotube aads two

parameters which are determined experimentally. iBolated nanotubes on a 3iO
surfacé® A=248cm® and B=0. When the nanotubes are in bundles there is ahiftps
due to tube — tube interaction and is expre¥sby B=10cm’. In the same ca&k

A=234cm™. These two sets of parameters give simiain the range of diameters of 1

nm to 2 nm. For diameters smaller than 1 nm equd88) is not valid

anymore due to lattice distortion which gives risechirality dependence of the RBM
shift®®. For nanotubes of diameters larger than 2 nmrttemsity of the RBM peak is very
weak and hardly observaBfeThis due to the fact that the intensity of thedmaepends

on the carrier — phonon matrix element (equatiof))(2vhich increasés with the

transition energyg; . HoweverEg; is reverse proportional with the nanotube diamaser

it can be derived from equation (6) (see also ¢hevant section above).

It is clear from the above that by calculating tla@otube diameter from the RBM
frequency and by using the Kataura plot (Figureés2the metalicity of the nanotube can
be determined. However Figure 2-16 implies alsa tharder to characterise a sample
consisting of nanotubes of different diameters lBans of resonant Raman scattering it
is necessary to acquire multiple Raman spectraysgueral excitation wavelengths. This
requirement arises from the fact that nanotube# wWifferent diameters will exhibit

resonances at different energies.
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Figure 2-17 Raman spectra of an isolated metallic and an s@laemiconducting single walled carbon
nanotubes (top and bottom respectively) on theipegisurface of Si substrate. The characteristidaso
of the SWCNTSs are depicted as well as the one$ offer *°

Around 1580cm™ (Figure 2-17) the G-band can be observed whichlaed to the

tangential modes of the graphene lattice. This niadebeen observed as a single peak in
graphite (hence the G) and is present also in SWECNbwever in SWCNTSs it gets the
form of a multiple peak feature (up to six peaks ba observed). The main two peaks of
the G-band (Figure 2-18) are the ones associatdd the tangential modes along the
nanotube axis (G higher frequency mode) and along the nanotubmumiference (G

lower frequency mode). The'@nd G modes are the most commonly observed peaks of

the G-band.
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The frequency of the Gs lower than that of the 'G due to the nanotube
curvature. For this reason the frequency of depends on the nanotube diameter.

Therefore the differencedw; = w,. -w,-can be used for diameter characterisation.
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Figure 2-18 The G-band (shift due to tangential mode of lattigbration) for high order pyrolytic
graphite (HOPG), bundles of multi — walled carbanotubes MWCNT, an isolated semiconducting
single walled carbon nanotube (SWCNT) and an isdlametalic single walled carbon nanotube
(SWCNT). Two peaks can be clearly distinguishethancases of the isolated SWCNT while in the case
of the MWCNT the individual peaks are not clear tluéhe large diameters of the tubes. After 39

However this is valid only in the case of an isethhanotube while in the case of a

bundle it is related with the maximum of the sizistrtbution but usingAay for

dermining the diameter of a SWCNT in a bundle isaszurate.
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The lineshapes of the Gnode are different for semiconducting and metallic
nanotubes (and therefore they can be used for ceaisation of the nanotubes over their
metallic character)For semiconducting naotubes thep8ak can be fitted by a relatively
sharp Lorentzian (Figure 2-18) whilst for metali@notubes the peak is much broader.
The BWF lineshape has been also observed in othphie-like materials with metallic
behaviour (n-doped graphite intercalations, n ddpédrenes). The reason for the broad
shape of the Qpoeak is a matter of a current debate.

The G peak of an isolated nanotube exhibits a linewaftrs- 15cm™. The same

linewidths are exhibited from the (Gpeaks of isolated semiconducting nanotubes.
Bundles of semiconducting nanotubes exhibit inhoemegus broadening of the eak

as this is the one that depends upon the nanotabeetér. Significant broadening of the
G occurs in metallic nanotubes with strong depene€eoa diameter while the
broadening of Gis minor. Linewidths bigger than 70 &nof the G peak for isolated
metallic SWCNTs have been repofted

Another feature which often occurs in the Ramarctspeat around 1350 ¢h
(Figure 2-17), is the disorder induced mode or Bard. It is a double resonance process
in which apart from phonon scattering also a sdatjeon a defect is needed in order to
conserve momentuth This feature appear also in graphite and in #se ©f nanotubes
the corresponding shift depends on diameter andltki since due to the double
resonance process there is strong dependence orthieo2+dimensional electronic and
phonon structure is folded into a 1-dimensionalctrré®.

The D — band due to its association with defectslmaused as a first evaluation
of the quality of the nanotub®s However it has not yet been understood with which
particular defects (e.g. hetero-atoms, vacanciekske.t.c) the D — band is connected

An overtone of D — band appears at around 2600 (fgure 2-17) and it is
called G' — band. It is a double resonance secaoddr @rocess (two phonon process
unlike with the combination of phonon — defect terang procesé’. Due to momentum
conservation the phonons participating in this pssc are of opposite wavevector
therefore there is no need of defect for the Gardoto occur. For similar reasons as for
the D — band the frequency of the G' band depepds the diameter and the chiral angle
of the nanotub®.
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2.8 Growth of Carbon Nanotubes

In the following section the growth of carbon naris will be discussed. Due to
its vital importance this subject has been integigivstudied and there is extensive
literature on it. Here will be presented in brieflythe aspects relevant to the studies of
this thesis. More extensive information can benfbin referenceé®, *°, %, %2 3 >4

which were the main sources for this section.

2.8.1 Methods of Growth

There is a number of methods that can be usedaftason nanotube growth. The
growth methods can be distinguishemto physical and chemical ones according to the
methods used in order to extract carbon atoms freprecursor that contains them. In
the physical methods the carbon atoms are reldageding a high energy input. The
most important physical methods are the arc diggh@nd the laser vapourizat®nin
the chemical methods the carbon atomization takasepon the surface of transition
metals via catalytic decomposition. The most inguatr chemical growth methods are:
Chemical Vapour Deposition (CVD), Pyrolysis or Vapdhase Deposition, CoMoCat
Process, High — pressure CO Disproportionation ¢bljPThe chemical methods can be
divided further into chemical vapour depositior (iCVD can be considered as a whole
category of method that the precursor decomposition takes placeodhée surface of

previously prepared catalyst and aerosol or gasghkgnthesis where the whole process
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takes place in the gas phase as the catalystlpartice formed in-situ during the carbon
nanotube synthesis (e.g. Pyrolysis or Vapour PBag®sition).

The most commonly carbon nanotube growth methopsrted in the literature
are the Arc discharge, Laser Vapourization, CVD Hifelco. During the experiments for
the purposes of this thesis the CVD method (andenspecifically thermal CVD) was

deployed and thus some more details about thisodethil be given below.

2.8.2 Chemical Vapour Deposition

There different varieties of the CVD method suchTéermal CVD, Plasma
Enhanced CVD (PECVD), Alcohol Catalytic CVD, Aerbgesupported CVD, Laser —
assisted CVD. As it was mentioned above in theotalhg discussion the focus will be
placed on the Thermal CVD.

2.8.3 Growth Apparatus and Procedure

The general apparatus (Figure 2-19) used for grpwamotubes with the method
of Thermal CVD as this is reported in the literat@which is identical with the one used
in the experimental part of this thesis) is relalyvsimple. A quartz tube usually of 2
inches in diameter has been inserted into a tubbutaace. The furnace temperature can
be maintained within +2C over a 25 cm area. It can be considered as walbsystem
that operates at atmospheric pressure and thernéfdoes not require pumping. Gasses
are provided into the quartz tube and their flux regulated through mass flow
controllers. The outlet gases are taken to a cgddath and then vented in to a fume
extract. The length of the tube and the flow rdt¢he gasses prevent the back flow of
oxygen. The substrates (usually smaller than 1X1cwated with catalyst or the catalyst
on a support in powder form, are placed inside penetop ceramic container which is
then placed inside the quartz tube.

The growth process consists of three stages; amreal, nanotube growth, and
cool down. In the pre-anneal stage the sample asedeup at the desired temperature
while the quartz tube is purged with an inert gk Ar or a mixture of an inert gas and a
reduction agent like Hdepending on the catalyst type. Then (growth $tamdlow of
carbon feedstock is added or the whole flow is dvetl to the carbon feedstock only.

This is the step that the actual growth takes phawe it can last from few minutes to
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hours depending on catalyst, growth recipe, aimatbtube quality, density and length.
During the growth time the oven temperature remaorsstant. Finally in the cool down
stage the flow is switched to the inert gas onlgt #re sample is let to cool down usually
to room temperature. In general the sample mustbroéxposed to the air while the
temperature is above 36Q as this will damage the nanotubes and reduceuhbty of
the sample (defects) due to oxidation.

As it is obvious from the above the catalyst isr@jor importance for the growth

process and as such a brief overview of its pregseis$ given below.

l l 1 i i l quartz tube

.gas
inlet ) v )
\ /S ——TT _F
ﬂ Ceram{ — O%ﬁgt
'\ Dboat 'f ? '; ? f T substrate
Ar | CH oven
’ ]850°C

Figure 2-19The Thermal CVD apparatus.

2.8.4 Catalyst Properties

The catalyst is used in the form of nanoparticlesnanotube growth has not been
reported in the case of a catalyst in the form obatinuous film*. In all cases of CVD
growth apart from the type of CVD growth reportedel in this thesis the catalyst
consists of nanosized transition metal partfi@5in oxide or metallic form and
sometimes in a mixture of both. The key propertyhaf transition metals relevant to the
growth of carbon nanotubes is that they can decempatalytically gaseous molecules
that contain carbon. Other important propertiegheftransition metals that are related to
the nanotube formation such as melting point, dawim vapour pressure, solubility of
carbon, carbon diffusion rate in the metal are give
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Table 2-2. These metals exhibit relatively simpaoperties apart from the high melting

point and low equilibrium vapour pressure of molgbdm and the low carbon solubility

in copper.

Table 2-2Physico-chemical properties of selected transiti@tals. N/A = data not available. After 54.

Macroscopic property Iron Cobalt Nickel Palladium opper Molybdenum
Density®, at 20°C (kg m) 7874 8900 8902 12020 8960 10220
Melting temperature (Jer) (°C) 1536 1495 1453 1553 1083 2617
Surface tensiot at 20°C (at 2000°C)
1.95(1.72) | 2.1(1.68) 1.86(1.57) 2.1(1.72) LTB5) 2.2 (N/A)
(N m-1)
Equilibrium vapour pressute
a potrp 5.5 x 10° 47x10% | 40x10° | 21x10% | 71x 10" 7.6 x 10™
(att=1216C) (Pa)
Carbon solubility® (at.%) at Frex 20.2 13.9 10.7 ~5 2xIb | Upto 60-70%
Carbon diffusion coefficient in mefdl 1 1 1 1
4 15x10 1x10 2x 10 6 x 10 N/A N/A
(m“s™) (att=1000C)

2.8.5 Catalyst Preparation

The transition metal nanoparticles can be appliedthee substrate in various

ways>! Two common' approaches are the use of solutions that contsm tor the

deposition through physical means. In the firstrapph there are several methods for

catalyst synthesis from solutions. Salts of tramsitmetals (e.g. ferric nitrate —

nonahydrate) can be dissolved in organic solvents applied on the substrate by dip

coating (see chap. 3 and corresponding referemcandre details). The substrate is then

placed in the furnace and heated up in an atmospdfemert gas and hydrogen. The

latter will reduce the salt to its metallic formopiucing thus the active catalyst. Another

method” (in the solution approach) is the precipitationtfté metal salt on to a support

which in this case is in a form of powder (e.g.nailoa). This is followed by drying,

calcining and grinding. An oxide form of the catdlys obtained after calcining. The

supported catalyst is then placed in the furnace feduction step as described above.
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In the second approach a number of technijussich as electron gun
evaporatiof*®  thermal evaporatidA®> pulsed laser deposition, ion-beam
sputterin®®’, and magnetron sputteriig® These techniques are easier and quitker
most of the cases than the solution based metttalsever they require sophisticated
and expensive equipment. One of their advantagdstswith good resolution they can
patterned the catalyst on to a substrate somethinmch is not possible with the solution
based techniques. They deposit a thin film of gatabn the substrate whose thickness
affects the final nanoparticle size. The nanopladiare created by heating.

Finally another approach utilizes the applicatidnooganic carrier® such as
feritin which can possibly yield a relatively unmfosize of nanopartices. A calcination
step must be taken when the sample is insertedthetdurnace in order to remove the
organic shell.

2.8.6 Effect of the catalyst particle size

The size of the catalyst nanoparticle is expetidthve an effect on the nanotube
type (single or multi walled) and diameter. A getleschemé that relates the catalyst
nanoparticle size and the formed nanostructurelasvn in Figure 2-20. This should not
be considered as a general rule but as what iy likde expected as a product of a CVD
nanotube growth process from particles of cert@r. Observations that do not follow
the above scheme as for instance multi-walled carnotubes with diameters larger
than 50 nm have been reportedn general though there appears to be an agréémen
the literature about the relation of the catalyaittiple size and the nanotube diameter
which accepts that small particle sizes are likéty yield nanotubes of small
diameter& 3747

Another issue related with the catalyst particte $s the diameter distribution of
the produced nanotubes. In order to narrow the theecatalyst particle size distribution
has to be controlled and its spread has to be n@adn Precipitation methods give
relatively wide particle size distributiots In contrast organic carrier methods such as

apoferritif®’® and polyamidoamine dendriméfseported to yield catalyst particle size
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distribution in the range of 1 — 3 nm. Molybdenuxide caged molecules have given
similar distribution&®,

One of the difficulties that prevent an accuraterelation between catalyst
particle size and nanotube diameter is the predetermination of the former. The
difficulty arises from the fact that the determionatof the nanoparticle size takes place
before the actual growth process. Change of thicfgsize distribution is inevitable as
different phenomena occur at the elevated temperativat is needed in order to
accelerate the decomposition of the carbon precunsdecules on the catalyst surface.
The metal nanoparticles may collide due to surfdileision and subsequent sintering
leads to an increase of the average particlé%sigeaporation of the metal nanoparticles
with relatively small diameters might also happ€his will also contribute towards an
increase of the average diameter. The particldshiinge been evaporated might nucleate
and form secondary metal particles away from thdasa of the substrate that was
initially hosting them. Catalytic decomposition migaen happen in the gas phase on the
surface of the newly formed particles. The prodifchis process is eventually deposited
on the walls of the reactor. Such an effect has beported for a CVD process in which

ruthenium was used as a co-catdfyst
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Figure 2-20 A general scheme showing the dependence of theefbimarbon nanostructure upon the size
of the catalyst particle. This schematic has netdharacter of a rule but is rather a lead of vidbkely to

be expected from particles of a particular rangsipé. Observations that do not follow this schdraee
also been reportéd After 71.
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2.8.7 Formation mechanism

There is a general agreenféraf how a nanotube grow in length since it has been
nucleated. A molecule of the carbon containing pr&ar decomposes when it impinges
on the metal catalyst. The released carbon atomdffeises either on the surface or in
the bulk and reaches the open end of the nanothiws chemisorbed into the catalyst.
Then it gets bonded into the nanotube network eswill minimize the energy of the
system. If the adhesion of the metal particle wita support surface is strong then the
carbon precipitates from the top of the particle #me nanotube will continue to grow
with the particle attached to the support surfadeis type of growth is called base
growtt?™. In the opposite case that the particle is weakigched to the surface then there
is a possibility that the carbon will precipitaterh the bottom surface of the particle. As
the nanotube continues growing it lifts the cataparticle. This is called tip growth In
this type of growth the top end of the nanotubet@ios the metal particle. Both of those
types of growth have been obser/éd

The above picture of growth is compatible with thedel of growth of carbon
filaments which had been developed in the $adthe observation of the two types of
growth (tip and base) in the case of carbon namstidgrees with the observation of
similar types of growth in the case of carbon figts indicating that the same model
could apply for the carbon nanotube growth. Théaarfilament growth model is using
the concepts of the vapour — liquid — solid (VLB¢dry that had been developed in the
past for describing the growth of silicon whisk&rg'he adaptioff of this model in the
case of carbon nanotubes consists of the followtags; i) adsorption and decomposition
of the carbon precursor on the surface of the itiansmetal nanopatrticle, ii) diffusion of
carbon atoms into the catalyst bulk from the swgierated surface, iii) precipitation of

the nanotube network out of the supersaturatedcieart
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The VLS model (and its variances) for the nanotgitmevth considers the catalyst
as being in the liquid phaSeduring the actual growth time. Although this seems
unnatural due to the fact that the melting pointrahsition metals is well above the CVD
growth temperatures (typically 90C), it is something that might be expected as the
physical properties of nanoparticles can be diffetkan those of the bulk. In Figure 2-21

1600 N S
] 11538
1400- 1453

-
(3]
o
b

10004

o oo
= o
Sy P

400+

Meiting temperature, "C

200

0 s 1,
1 10 100 1000

Particle diameter, nm
Figure 2-21The melting temperature of selected metals asetifin of particle diameter. After 54

the melting temperature of selected metals as etiumof their particle size is shown. It
can be seen that nanoparticles of Fe or Ni witmdiars around 7 nm are expected to be
close to their melting at CVD temperatures. Theitigphase of catalyst during growth
has also been supported by experiméhtavidence in the case of Co through
transmission electron microscopy (TEM) observations

Although the VLS model can describe how the nam®tgimwth evolves it does
not give information of how the initial nucleatiai the nanotube network happens. A
modelled called “Yarmulke mechanism” has been psedd. According to this model in
order to minimise the total surface energy, theesgaarbon forms a graphene cap on the
surface of the metal particle, since graphene dieeefil0—20 times smaller surface energy
than most metals. Important features of this meisharare the strong chemisorption of
the graphene cap to the particle in a way thatdsvany open graphene edges and the

equal diameters of the catalyst particle and thearananotube.
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The above models for the nanotube formation throcafialytic growth are the
most dominant once in the literature. There are ather models with similarities with
the ones presented here but also differences. Phegentation here though would be
beyond the scope of this section. The presentedelmocbntribute towards a basic

understanding of the nanotube formation mechanisimwvas the aim of this section.
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Chapter 3 Metal — Free — Catalyst Growth of Single
Walled Carbon Nanotubes

In this chapter a method of growing single walledtbon nanotubes by the means of

chemical vapour deposition without the need of inettalyst is described.

Contributions

K. N. Bourdakos suggested the Chemical Vapour Digposecipe for SWCNTs growth,
established the existence of single walled carlamotubes (SWCNTS) on the substrates
after the growth and further characterised the $esnjphrough the means of Raman and
AFM measurements. Dr T. Ushino conceived the idezadon nanotube (CNT) growth
on carbon ion implanted nanostructured substrgbesiormed the growth and the
scanning electron microscopy (SEM) measurements.slibstrates were prepared by G.
D. Dilliway. The carbon ion implantation was cadieut by the ion beam centre of the
University of Surrey. The SIMS measurements werngiezh out by the Charles Evans

company. The TEM was carried by Dr. S.Wang

3.1 Introduction

Carbon nanotubes due to their quasi-one-dimensiomdécular structure have
semiconducting or metallic properties that makemthgromising material for future
electronic applicatiorts. The research in this domain has yielded sevetskeaements
from which the most important ones are the fabiocadf one of the smallest ever field
effect transistor (FET) devices (Infineon 18 nmruiel FET¥, a light emitting FET, non
volatile electromechanical memory devices of coraplr density and higher speed of

the current flash memory devices
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However the large scale integration of carbon namet-ET devices has not yet
been achieved due to some serious obstacles. @me positioning (or growth) of cnts of
specific diameter and chirality on specific poinfsa patterned substrate. This requires
either control of the diameter and chirality durithg growth process as well as of the
position and the direction of the growth in a lasgale or selection of the cnts according
to their chirality and diameter and a method ofifpmsing also in large scale.

Another serious obstacle is the incompatibilitytteé current growth methods of
SWCNTSs with the front end silicon processing tedbgg. The reason for the latter is the
need of metal nano-particles which act as catdlysthe growth of SWCNTs This
consist a significant contamination hazard for #ikcon processing facilities. The
presence of metal nanoparticles (or conducting partizcles in general) on the surface of
a wafer might result in their encapsulation in geicture of the integrated circuit. This
might lead to short circuits by bridging interconnénes in the circuit or by assisting
electrical breakdown of the insulating oxide betwéee interconnect linésThe part of
the circuit that suffers from this kind of contamiion will function in an unpredictable
way resulting to the failure of the whole circuit

The current work establishes experimentally a neethod of growth of
SWCNTSs that does not use metal particles as c#tdlyhis method reveals another
aspect of the nanotube growth process while simedttasly opens up the prospect of
merging CNTs with the front end silicon processiitnus metal-catalyst-free growth
method uses chemical vapor deposition (CVD) of CHiid has been found that it can be
applied in three different types of substratesdjbon implanted SiGe islands on Si
substrates, ii) carbon implanted Ge dots on Sitsales iii)) non carbon implanted Ge
dots on Si substrates with lower yield of carbomatabe growth. The existence of
SWCNTs on the above substrates (after CVD growth} wstablished by means of
Raman spectroscopy. Information about the dianetdrmetalicity of the as grown NTs
was also extracted from the Raman Speé&wather information about the yield, substrate
coverage and possible mechanisms of growth wasiradgby performing SEM and

AFM measurements.
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3.2 Metal-free-catalyst growth of CNTs. An overwie

There are two methods that have been reportedarsin fthe literature which
enable the growth of SWCNTs without the use of megdalyst®!**%3 |n the first
method®*! carbon nanotubes are produced by low velocityyépgeof carbon nanosized
particles on a heated Si substrate. The growthnpeteas of this method are: Ar carrier
flow at 300 sccm (standard cubic centimeters pewis), ambient pressure of 0.04 atm,
substrate temperature of 880 to 1100°C and deposition time of 30 min. The produced
nanotubes have perpendicular orientation to thestsatie, forming bundles with
diameters from 30 to 90 nanometers. From Raman ureagnts single walled carbon
nanotubes were detected among the observed nasomittediameters of 0.85 to 1.33
nm. However from the same measurements the pres#ngeantities of amorphous
carbon, graphitic particles and multiwall carbomotabes was revealed. The fact that
this method, produces bundles of nanotubes of ivelgt large diameter with
perpendicular orientation to the substrate, makesproper for application in nanotube
electronics.

The second methdt"® employs hexagonal silicon carbide (6H-SiC) st
which are annealed in high temperature (above 1BP@n vacuum (18 Torr). The
method has been found to yield a mixture of SWCNiighe Si face of the SiC. The
orientation of the nanotubes is parallel to thefagg of the substrate and they form a
hexagonal network. From scanning tunneling micrpgc(STM) measurements'™ the
nanotubes were found to be single walled with dignsein the range of 1.2 to 1.6 nm.
However in this method of growth only part of th& T3 lays on the surface of the
substrateThe growth of nanotubes takes place in several iattayers, and the network
of CNTs is composed of tubes from different deptimmected together. This makes
difficult the fabrication of nanotube devices omisisubstrates due to the high probability
of short-circuits caused by random nanotubes déréiit depths on the substrate (for
instance diffusion of metal contacts even in srdajpth inside the substrate might give
rise to contacts with nanotubes laying in the sdemh thus leading to an unpredictable
behaviour of the device). Additionally the use apensive SIC substrates makes this

method unsuitable for large scale production.
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Therefore the method presented here is the only(mnéhe knowledge of the
author) that achieves horizontal surface growtts@fCNTs without the need of metal

catalyst.

3.3 Growth on SiGe substrates

Growth of SWCNTSs was achieved on substrates wiBe$iano islands as it was
mentioned above. The growth was carried by mear@®duid and without the use of any
metal catalyst. The as fabricated substrates weaeacterized with Raman spectroscopy
and SEM.

3.3.1 Substrate preparation and growth
A 50 nm-thick SiGe (30% Ge) layersndeposited by CVD on Si (001) wafers

after the growth of a thin Si buffer layer. To astonodate the stress as a result from the
lattice mismatch between Si and Ge, the SiGe layers islands on top of a thin wetting
layer. The height of the islands ranges from 26Gam. Subsequently, the islands were
doped with carbon using ion implantation. A dose38f0™ cm? was implanted at an
energy of 30 keV.

In order to evaluate the carbon content at theeSSGinterface secondary ion
mass spectrometry (SIMS) was preformed. For thasssorements 1.5 keV Cs negatives
at 60 degrees angle of incidence were used. Theg wen on a Phi Adept 1010
Quadrapole SIMS instrument. The depth of the creataters was measured using
surface profilometry. The implanted SiGe layer i@snd to contain 2% carbon at the
SiGe-Si interface (Figure 3-1The SiGe(C) substrates were cut B75mm pieces and
dipped in buffered HF solution to remove the natowede. Chemical oxidation was
performed using a 30% hydrogen peroxide@}) solution at room temperature. The
thickness of the chemical oxide layers on the bur8jiyye surface was estimated to be
around 0.5 nm from similar experimental resultsSbsubstrates.

The as prepared substrates (two for each growtiosgswvere laid at the bottom
of a ceramic boat container with their nanostriedusurface facing upwards. The loaded
container was inserted inside a quartz tube furn@be temperature was ramped in 30
minutes to 100 in an atmosphere of Ar (1.0 standard litre penuté (SLM)) and K
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(0.4 SLM). After 10 min anneal at 100G the temperature was ramped down to°850
in 5 min. At this temperature growth took place @ min in an atmosphere of 1 SLM
CH; and 0.4 SLM H. After this step the substrates were left to codolvn to room
temperature in Ar atmosphere (1.4 SLM) in aboutrdQ.
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Figure 3-1SIMS measurements on the carbon implanted SiGeratdbbefore (a) and after annealing and
cnt growth (b).

3.3.2 Scanning Electron Microscopy measurements dhe SiGe substrates
after CVD growth.

After the growth the substrates were imaged by mediiield-emission scanning
electron microscopy (FE-SEM). A JSM 6500F therm#-FEM was used. At a
magnification of 30,000 times (x30,000), beam epet§ keV and working distance
(WD) 13.7 mm clear images of the nanostructureéasarof the samples were obtained.
Two types of nanofibers (Figure 3-2) were interngaigin most of the samples. The first
type comprises curly and thick fibres with arourdrizn diameter and Im length. The
second type comprises straight and thinner fibetts vss than 10 nm diameter angra

length.
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e

JSM 6500F

Figure 3-2 FE-SEM micrograph of SiGe substrate after CVD glowiwo kind of fibres can be
distinguished.

The chemical composition was analyzed by energyedgve x-ray spectroscopy
(EDS). The EDS system which was incorporated wihEE-SEM in use was an INCA
300 from Oxford Instruments. For the EDS measurgésnameam with energy of 10 keV
and integration time of 2 sec were used. The bgahsze at the surface of the sample
was approximately 2 nm. It is expected with thevabsettings that quantities of Fe, Ni
and Co as less as 0.1% could be detected withiddtextion volume. An average of ten
points per Jum® were probed at the areas covered with fibres h\ttié above settings no
gross metal contamination was detected in any ef3% SiGe samples on to which
surfaces fibres had been observed. A typical Epgttsum is depicted in Figure 3-3b
while in Figure 3-3a is shown the point on the skntpat this spectrum was derived

from.
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Figure 3-3 EDS measurements on a SiGe substrate after CVDtlgr@y SEM image of a SiGe sample
with as grown fibres on to which the point of thB& measurement is depicted. b) EDS spectrum of the

obtained from the point depicted in a).

3.3.3 SEM measurements on the SiGe substrates af&vD growth and
vapour HF etching.
To distinguish between the two kinds of fibres, gébstrates were subjected to HF

vapour etching. Figure 3-4(b) shows clearly thatyothe thin fibres survive the

processing, and that thick fibres were dissolvethenHF treatment.
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Figure 3-4 SEM images of the fabricated nanofibers on SiGmds. (a) As-grown fibers; oxide
nanofibers (short, curly, thick and bright) and SWéNlong, straight, thin and dark) were observejl. (
After HF vapor etching only SWNTs were observed.
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3.3.4 SEM measurements on the SiGe substrates af@/D growth and air
annealing.

The thick fibres, however, survive after the atmsr annealing at 900°C,
while the thin ones were burnt out. These last@servations indicate that the thick
fibres consist of Si and Ge oxide embedded in aorphous carbon matrix.

JSM 6500F 15.0kV  X/70000 100nm WD 10./mm

Figure 3-5SiGe sample after CVD growth and air annealingd®°€. Only thick fibres have survived.
Sample 28_AA01.
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3.3.5 Effect of B on the growth of Carbon Nanotubes.
The effect of H on the CNT growth has been studied in the caseatdlytic CVD

growth. It is mainly the reduction of the metaltsdfor instance in the case of Fe(j{xthe H

will reduce during annealing to Fe, which is gotogbe the active catalyst. From this point of
view it is not clear what the role of,Hs in the current method as the above model dogs n
comply with the materials involved in this caserf@aning CVD on the SiGe nanostructured

substrates as it was described above, but withsiagu+ was found to give reduced yield of

CNT growth (Figure 3-6). This indicates that $iill affects the CNT growth process in the case
of the SiGe nanostructured substrates althoughutitierlying mechanism of this effect is not

clear.

JSM B6500F 10,0k X55000 100nm WD 8.4mm

Figure 3-6 Lack of H, during CVD growth results in poor carbon nanotgbawth. Sample 39_3
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3.3.6 Raman measurements on the SiGe substrateteafiCVD growth
Although the SEM images provided valuable infatioraabout the growth, they

could not give any knowledge about the nature efahserved fibres. In order to get this
information the as-grown nanofibres were charaseeriby means of micro-Raman
spectroscopy. The Raman measurements were perfoone@d Renishaw system,
(consisting of an Olympus microscope, a monochromatith a 1200 grooves/mm
grating, a 5128256 ccd, a holographic notch filter, He-Ne (63218) laser with power
of 12mW, Ar laser (488 nm, 30mW) . The samples were excitéugutie HeNe laser
which was focused through a®0bjective and the signal was collected in a baatksc
geometry. After passing through a holographic nditter (which rejects the laser
wavelength) it was dispersed through 1200groovesgrating onto a12x 25&harge
coupled device (CCD) operating at room temperafline. tuning of the notch filter was
such that the frequency cut off ranges from -102a6 cni* and for this reason only the
anti-Stokes shifts could be obtained for signalthrange between 100 and 200cm

Many of the Raman spectra obtained from the andse the density of the thin
nanofibres is higher exhibited an asymmetric doytelak around 1590 chFigure 3-7
b). This double peak resembles very well to the G-bE#8WCNT<>. In some cases the
low frequency peak is relatively broad (Figure 3-@dd can be fitted with Lorentzian
and Breit-Wigner-Fanno functiotfs (Figure 3-7e). The latter is an evidence of the
existence of a metallic SWCNT in the saniplécurthermore in many cases spectra
exhibiting peaks in the range of -100 to -200 c(anti-Stokes) were obtained (Figure
3-7f). These peaks are spectrally located in thgeaf the radial breathing mode (RBM)
of SWCNTS® and they appear only at the points of the sample fvhich the spectra
with the double peak around 1590 tmwere obtained. Therefore it can be safely
concluded that these spectra originate from SWCNilsse existence on the
nanostructured Si-Ge face of the substrates iswelvestablished.

The peaks of -197 cth and -155 cnt are assigned to metallic and
semiconducting SWNTs with diameters of 1.26 nm &6 nm, respectively, The peak
of 303 cmi* comes from the Si substrate. In the high frequeagjon, the G-band feature
around 1600 cfhis observed and in most of the spectra the disdriiced D-band

feature around 1350 ¢his not present. Many of the measured CNTs showttihee
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intense peaks in G-band. These multiple splittingaks are characteristic of
semiconducting SWNTs and the diameter can be estifeom the peak frequenci@s
The diameter of the SWNTs was found to be 1.6 nhichwvis consistent with the result
from RBM.

A broad peak at 1450 chwas also observed (Figure 3-7a). Although theeenar
conclusive data about the origin of this featuvey possible explanations are presented
here. The first one has to do with CNTs. It hasnbebserved that a similar feature
appears in the Raman spectra of SWCNTs when theynar in resonance with the
excitation energy of the lagdr The fact though that there are no other charatiter
spectral features from SWCNTs in the spectrum ptesein Figure 3-7a (G-band
features) makes this case quite unlikely.

The other possibility is that this signal origirmttom a carbon amorphous
phasé’. A similar signal had been observed by Rugeim'ét.n this paper it was shown
by means of x-ray measurements that this signaksponds to a carbon amorphous
phase. In the case of the current samples the &wmaspcarbon might have been
deposited on the surface during the growth proaasspnsists one of the components of
the thick nanofibres.

Raman measurements carried out on the substratielsatth undergone HF-etching
(which eliminated the thick nanofibres) showed tharacteristic G-band of SWCNTSs.
This confirms that the observed thin nanofibres@WY¢CNTs bundles. Also this finding
along with the observations on the air annealedpgzsn(shown above) consist strong
evidence that the thick nanofibres are composedrbgxide which contains Si, Ge and

possibly C.
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Figure 3-7 Raman spectra of the as-grown fibres on SiGe/Séteales using 633 nm (1.96 eV) laser
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3.3.7 Summary of growth experiments on SiGe substtes and conclusions
The main experimental findings concerning the Gj¥dwth were summarised

below in Table 3-1. It can be seen that C ion im@tdon and HF+kD, pre-treatment

are essential steps for the growth of CNTs on Hrerstructured SiGe substrates. The
same steps are necessary for the growth of the dikices (thick nanofibres). However

in the latter case growth can take place withoetnéed of any carbon feedstock (sample
3in Table 3-1).

Table 3-1Summary of CNT growth

Sample Doping Pre-treatment Growth gas CNT growthhickinanofibres
C ion implantation HF+bO, CHa, H, Yes Yes
C ion implantation HF CHg, Ha Yes, reduced Yes
density
C ion implantation HF+bD> Ar, Hy No Yes
No HF+H0; CHy, H; No No
No HF CH, H, No No

3.4 Growth on Si substrates with Ge dots

Growth was also achieved without the use of medtdlyst on Si substrates with
Ge dots. As it will be shown below growth of CNT®k place on carbon ion implanted

surfaces as well as on non carbon ion implantefdses of such substrates.

3.4.1 Substrate preparation and growth
The method starts with Si (001) wafers on whichd@ts are formed by CVD on

top of a thin Si buffer layer. Next, parts of eaghfer were implanted with carbon ions
(energy 30 keV, dose 3xTcm?). The wafers were cut into 5 x 7 mm pieces angetip
in buffered HF solution to remove the native oxi@éemical oxidation was performed
using a 30% hydrogen peroxide solution at room ezatpre for 20 min followed by
immediate drying without water rinse, as Ga®dissolved by water treatment. It was

expected this to produce a 0.5 nm-thick oxide @$hand a 2 nm-thick oxide on the
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Ge'®'® These substrates were transferred to an atmosppressure CVD furnace and
annealed at 1000 °C in argon (1000 sccm) and hgadrd@00 sccm) for 10 min. The
anneal was immediately followed by CNT growth a0 8& for 10 min in a mixture of

methane (1000 sccm) and hydrogen (300 sccm). ltldhze noted that energy dispersive
X-ray spectroscopy measurements on both the imgdaand un-implanted substrates

before and after growth show no gross metal comtatian.

3.4.2 SEM and TEM measurements

21T SIGEONW
ek

B

Figure 3-8 A typical field-emission SEM image of as-grown dagvalled carbon nanotubes (SWNTs) and
SiGe oxide nanowires (SiGeONWs

Figure 3-8 shows field-emission scanning electracrascopy (FE-SEM) images of
carbon-implanted samples. There are two types laérd| thick curly fibers which

evidence indicates are amorphous SiGe oxide wirgb thin straighter fibers which

evidence indicates are SWNTSs. There is a clearcadsm between the straighter fibers
and the curly fibers, i.e. the straighter fibergeisect with curly fibers at many points
along their length. However, there are also isdlaterly fibers, which do not intersect
with the straighter fibers. The curly fibers, whialere also observed on CNT growth
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from SiGe layers, can be removed using HF vapatrment, which strongly suggests
they are mostly composed of an amorphous SiGe oxide

The identification of the two types of fibers igpported by transmission electron
microscopy (TEM) of fibers, which hang over the edy the substrate. Figure 3-9(a)
shows a TEM image of a straighter fiber, which emgistent with a bundle of SWNTSs.
Figure 3-9(b) shows a TEM image of the curly fibargl shows that they have a much

larger diameter than the straight fibers and they have an amorphous structure.

Figure 3-9 High resolution TEM images of the grown nanofib€ey A bundle of single walled carbon
nanotubes and (b) amorphous oxide nanowires.

From the experiments and discussion so far it iplisd that the carbon ion
implantation is required for successful growth dNT3. However, there exist small
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fractions of the un-implanted wafer (around 1%,dprainantly near the edge of the
wafer) in which CNTs are present, as shown in FEg8#10, and confirmed by Raman
spectroscopy. As Figure 3-10 shows, these partieotin-implanted wafer do not have
the expected smooth topography of a Si wafer, bstead contain a large amount of
trenches. This trenching was only observed in agson with CNT growth on un-
implanted substrates, and not at all on carbonntanted wafers.

Figure 3-10 Field-emission SEM image of single walled carbonatabes on samples prepared without
carbon implantation.

In order to understand the different stages of @xdwth, FE-SEM and atomic
force microscopy (AFM) studies were carried out asigrown, post oxidation, post
anneal and post growth substrates. The as-growstratds (Figure 3-11(a)) show Ge
dots in the form of cones with diameters in thege20 to 250 nm and heights in the
range 10 to 25 nm. The oxide formation changestimtrast of the dots as observed by
FE-SEM (Figure 3-11(b)), however it makes littl¢felience to the morphology of the
dots. The anneal occurs at a temperature aboveeheng point of Ge (938 °C) and the

post anneal substrates (Figure 3-11(c)) show cerate changes due to the anneal and
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in particular the formation of the curly fibers. addition to the curly fibers the substrates
also show features reminiscent of Ge dots and rsudler nanoparticles. At the end of
the growth process (Figure 3-8) there is a cleao@ation between the curly fibers and
the CNTSs.

Figure 3-11Field-emission SEM images of Ge dots correspontiintipe following process steps. (a) as-
grown Ge dots, (b) after chemical oxidation witldtggen peroxide, and (c) after argon anneal at 2000
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3.4.3 AFM measurments

AFM images of samples (Figure 3-12 (a)) that haeenbtreated with HF vapor to

remove
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Figure 3-12(a) AFM image of substrate after nanotube growtth A vapor etch to remove curly fibers.
The image shows single walled carbon nanotubes lbsindrater-like remains of Ge dots and some
remaining Ge dots. (b) Topographical section altrgdashed line in Fig. 13(a), showing the praodife
two of the crater-like features.

the curly fibers confirm that the diameters of #teaighter fibers are consistent with
bundles of SWNTs. They also show that many of tleedBts have become crater-like
features (Figure 3-12 (b)), with the crater heigbhing approximately 4 nm. The total
volume of material present in the walls of thessens is considerably less than that of
the as-grown Ge dots. The FE-SEM and AFM imageb Bbbw that within some of
these craters are nanoparticles. Whilst these raticlps vary in size at least some have

dimensions in the few nanometer range. For instatiee nanoparticle shown in the
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middle of the first crater shown in Figure 3-12 {®)3.4 nm high; its lateral dimension
cannot be determined due to limitations of the AEMsize. As expected only CNTs
were observed on substrates that have been allahi¢hrough the process. Whilst it was
attempted to determine where the CNTSs start growimthe substrate it was not possible
to do so due to the fact that the CNTs in generbandled and the length of the bundles

means that they intersect with many features ostinace (Figure 3-8 and Figure 3-12).

3.4.4 Raman measurements
The existence of SWNTs on the substrates is unambgly determined by

performing micro Raman spectroscopy using a He-&kerl (632.8nm). The Raman
spectra (Figure 3-13) clearly show the radial breat mode (RBM) and G band features
expected for SWCNT& The RBM modes indicate that the diameters of SVWEhre in
the range 1.6 to 2.1 Mmwhich are slightly larger than those on SiGe istinh the
high frequency region, the G-band shows twin pestk$590 and 1573 chrwhich are
well fitted by Lorentzian functions and can beibtited to semiconducting SWCN*fs
Despite considerable effort it was not possibledétect the disorder induced D-band
featuré® at around 1350 cth This indicates that the CNTs produced with this hodt
have a low defect density and can thus be descebdtdgh quality. It was also observed
a feature at 2653 cfrwhich is attributed to G’-barfil This feature does not show the
characteristic double peak of double and multi-echICNT$". In addition, no RBM***
features at energies above 160 cwere observedyhich would be expected for double
walled CNTs due to the small inner nanotubes. Thegeit is believed that the CNTs
produced by this process are mostly SWCNTs. Theeddaman features are observed on
samples which have been HF vapor treated to rertteveurly fibers leaving only the

straighter fibers, which is clear evidence thaséhstraighter fibers are the SWNTSs.
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Figure 3-13 Raman spectra of as-grown fibres using 633 nm (&\@plaser excitation. (a) G-band, (b)

anti-Stokes spectrum of the radial breathing md@IBM) of single walled carbon nanotubes, and (c) G’
band.
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3.4.5 Discussion
The above observations have led us to form a piring hypothesis concerning the

mechanism responsible for growth of CNTs from thesbéstrates. However further
studies will be required to confirm this. The résusuggest that during the anneal,
possibly due to the formation of the oxide fibetise Ge dots decompose to form
nanoscale Ge patrticles, i.e. those observed witM.ABue to the effects of surface
energy*, these will have a reduced melting temperature coetpaith bulk Ge and it is
hypothesized that they remain liquid at the CNTwglotemperature. These nanoscale Ge
particles might act as seeds for VLS growth of @NTs. If this hypothesis is correct
then it may be possible to obtain the seeds byhanobute removing the need for an
anneal step and allowing an increase in the densggeds and CNTSs.

The above results show that CNT formation is aioedhe carbon ion implantation, but
is not essential to CNT growth, as the resultsigufé 3-10 demonstrate. It is not clear
what the role of the ion implanted carbon is. Theplantation of carbon ions clearly
alters the processes happening during the anregallsimay be that it aids the formation
of the seeds from which the CNTs grow, either cloaity or by the amorphisation of the
substrate during ion bombardment. It is possibé the presence of the carbon lowers
the melting temperature of any Ge nanoparticlesdchvlare formed during the anneal
allowing them to be molten during the growth phdsés also possible that the carbon
directly produces seeds from which CNTs grow arad the Ge plays the role of host to
the carbon allowing the formation of these seeds.

The formation of the trenches associated with Ckowth in un-implanted substrates is
also not understood. Although considerable effars wnade it was not possible to find
any literature on the formation of such trenchesirsubstrates in the presence of Ge,

carbon and hydrogen during CVD of carbon doped a@ers.

3.4.6 Conclusions
In conclusion, a new method is presented, whiclblesathe growth of high quality

single walled carbon nanotubes (SWNTs) without nieed for a metal catalyst using
equipment and techniques standard to a silicondigurExtensive characterisation is

presented of the effect of each stage in the grgwtitess. Using this evidence, it is
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proposed that the growth mechanism is vapor-ligaiid growth with nanoscale Ge
seeds. This method will require further developmbeatore it could be used in an
industrial process. In particular, it will be nesasg/ to increase the uniformity and
density of the growth. However, these preliminatydees show good promise and
indicate that further efforts to develop this mettaoe likely to be very worthwhile. It has
also been shown that it is possible to grow SWNdmfGe containing substrates without

carbon ion implantation.
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Chapter 4 Utilization of Single Walled Carbon
Nanotubes as high resolution probes in
Atomic Force Microscopy

In the following chapter the work that was carriedt for the fabrication of
Atomic Force Microscopy (AFM) tips with Single Watl Carbon Nanotubes (SWCNT)
will be presented. Initially the reasons that préveonventional AFM tips from
achieving high resolution will be discussed andfttwt that SWCNTs AFM tips have the
potentional of overcoming those obstacles wilshewn. The results of two methods of
growth of SWCNTs AFM tips will be presented and #vantages and drawbacks of
each method will be discussed. The need of furéimgiineering of the SWCNTs AFM
tips as a consequence of their mechanical propentidd be shown as well as the
limitations and possibilities of those tips. Fiyathe application of the SWCNTs AFM
tips in high resolution imaging of the surfacesnuésoporous materials which led to a
publicatiort will be exhibited.

4.1 Introduction
Since its invention in the mid eightfe8FM has played an important role in the

exploration and characterisation of surfaces andostauctures. It is a unique non
destructive technique for imaging bio — moleculesnoparticles, surface features with
high resolution, little sample preparation, ando&t cost. However the precision of this
imaging is limited due to the geometrical shape #m&dsize of its tip. SWCNTs due to
their shape, size and mechanical properties hageeat potential as AFM probes.
SWCNTs AFM tips can achieve ultra high resolutiord aninimum distortion of the
image of the probed features. Furthermore, dubdw elastic properties they are unique
in imaging soft and delicate structures without dgimg them. Their high aspect ratio
allows them to image deep features on a surfac®@egs that is not possible with the
conventional AFM tips and which is very importantfiont end silicon electronitd So

far they have been exploited in imaging biomolesulgith high resolutioh as
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conductive nanoprob&sas functionalised probes in Chemical Force Micops’>, to
mention some of their spectacular applications.yTdre one of the first nanotechnology

products to be commercialised and can be purcHasedseveral AFM firm&

4.2 Tip convolution error

The main application that AFM was meant to fulfil the early years of its
inventior? was the imaging with atomic resolution of atoriigdlat surface& In this
process only the very end point of the AFM tip ratds with the surface and in the case
that this tip is atomically sharp, no matter hovegular the rest of the tip is the acquired
images will give a faithful representation of theface. Furthermore, by using proper
techniques such as Frequency Modulation (FM) At reduces the tip wearing and
improves the signal to noise ratio, it was madesipds to achieve subatomic
resolutiof. It was also soon realised that AFM could be useimage mesoscopic
features. Nanoscale features like biological mdesu corrugated surfaceand
semiconductor devices could be imaged without auidit preparation and without being
destroyed by the imaging process as in the caSearining Electron Microscopy (SEM).
However, it was also soon understood that theefisite and shape of the tip was posing
a considerable obstacle in the correct imagingaoioscale objects and in the acquisition
of precise quantitative information from those iregg

In reality the image of an object acquired throulge means of AFM contains
information for both the object as well as the ARl To make that more clear, one
could consider the extreme case of a sharp feanaged by an AFM tip of pyramidal
shape with size considerably bigger than that effdature as (Figure 4-1).In this case

the acquired image resembles merely the tip andhriass the object (reverse imagitig)
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Acquired
image

Figure 4-1Principle of reverse imaging in AFM.

In the general case, the acquired image is a dotwo of the sample and tip
shapes and in most of the cases the sample domittageimag¥. The situation is
obviously reversed when the size of the samplenallsr than that of the tip. If the shape
of the tip is known then the shape of the samptebmreconstructed from the acquired
image by a deconvolution procedure as it will bevalm below. A more thorough analysis
than the summarised one presented below can bd foueference&?, *9).

If the slope of the surface of the sample is hilgln the AFM tip “touches”
(touches here has the meaning of interacts) theplsaat a different point than the
recorded tip position (Figure 4-2). The acquirechg® profile is then shifted with the
respect to the true profile of the sample and thrmers of the image profile are more
rounded than those of the true sample. The truglkeapnofile can be reconstructed from
the distorted image if the real point of contaagaia here “point of contact has the
meaning of point of interaction) of the tip and gdensurfaces can be calculated from the
image surface and the tip shape. This can be dotweoiquantities are known: i) the
lateral distanceAx between the true contact poirt and the apparent contact poxt '
and ii) the corresponding vertical distafse

From Figure 4-2 it can be seen that the tip staapukthe sample have the same
slope at the true contact point. The image suréadbe corresponding apparent point of

contact has also the same slope as is shown below.
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Figure 4-2 AFM tip — sample convolution. The impact of the ARid finite size on the imaging of a high
aspect ratio shape.

From Figure 4-2 it can be seen that:

dt(Ax) _ d(x)
© dx

33
dAx (33)

wheret(Ax ) is the surface that describes the ti@\k is @ function ofAx only since the
tip moves relative to the sample) ask is)the true surface of the sample. In Figure 4-2
i(X') is the surface of the image reported by the tgudfion (33) states that the slopes

of the tip and sample surfaces are equal at thet di contact (true contact point).
Because movement of the tip will cause changex ofant this will affect the value of

Axthe latter can be considered as a functiorxof AX = Ax(x'). By definition holds
that: Ax = x— x ' therefore it can be written that:
X = X'+AX(X') (34)
As it has already mentioned abofs is the vertical distance between the apparent and
the true point of contact therefore
s(X) =i(x") + As(x') (35)

It can easily be seen from Figure 4-2 that:
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As(x') = [ AX(X)] (36)

By differentiating equation (34) it turns out:
dx —1+ dAx(x) (37)
dx' dx'

From equations (33), (35), (36) and (37) comes out:

di(x") _ ds(x) dx _ dt(Ax) dAX(X’) _ ds(x) [%_ dAx(x')} _ ds(x)
dx dx dx  dAx dx dx | dx dx dx

(38)
Equation (38) states that the slope of the image® the true sample surface at the
apparent and true contact points respectivelyastime. The quantitgf—)l( is a measure

X

of the distortion of the acquired image due tofthiée size of the tip. The closer its value

is to zero the smaller the difference of the imagd the true sample. By differentiating

2.
dAx _ d%x'z
dx d*

AAXZ

The latter states that the higher the curvaturtheftip the smaller the distortion of the

the above equation gives:

acquired image. Therefore an image acquired wighaap tip is much closer to the true
image.
Substituting equation (33) in equation (38) gives:

dt(Ax) _ di(x")
dAXx dx'

If equation (39) is inverted thefix(x can be found whem(Ax andi(x"') are known.

(39)

Once Ax(x ")is found it can be substituted in equation (8%)order to find
X' as a function ofk. Then x'(x ) can be used in equation (35) from which the thaps
of the samples(x ¢an be extracted. This procedure can be appliedighra Legendre

transform* as it will be shown below.

The definition of Legendre transform of a functidi{x) is as follows: it is the

intercept on the y-axis of the line tangent of tliaiction atx :
L[ (0] =b(m) =  (x(m)) ~mx(m) (40)
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In the above equatiom is the value of the slope of the functidrix af)x. The value of
x can be deduced by inverting the derivativé Of : )

_ df (x)
dx

The Legendre transforh(m 9f the function f (x )can be considered as an equivalent

m

(41)

representation of thd (x gurve. Thereforef (x )an be extracted frorb(m through
the means of the inverse Legendre transform:

f(X) = m(x)x+b(m(x)) (42)
Here m(x ) can be found by the inversion of the derivativéo@h) :

_ db(m)
dmr

The Legedre transform dfAx , J(x') and s(x) are related as it can be seen from Figure

-X (43)

4-3 by the equation:

L[s(] = L[i )] + L[t(a)] (44)
According to the above equation the Legendre taansbf the true sample is the sum of
the Legendre transforms of the tip and the imagéases. Therefore by finding the

reverse Legendre transform of equation (44) onegedrextract the true surface of the

sample.
\
'btipl
bimage
btrue
Apparent
/__‘___ contact noir
; ,' W I b;ip
t i True ‘.\\ i
L / contact \\ /
\ / point \\

Figure 4-3 The Legendre transforms of the true, image and dipfaces are related as
L[s(x)] = L[i(x)] + L[t(ax)] (in the figure[s(x)]= Buue L[i(x)]=Dimage L[t(AX)]=brip). After 12.
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The true surface however is not always possibledaaeconstructed from the
acquired image and the tip sh&pdhis is true when the curvature of the sampleess
the one of the tip (Figure 4-4). In this case th&oeild be regions of the sample that the
tip touches two points simultaneously. For thoggams it is not possible to calculafex
and As therefore the previous method cannot be appliedy @ sharper tip can resolve

regions as those.

Figure 4-41In the case of double contact the acquired imags dot contain information about the region
between these contact points. After 12

Furthermore the application of the reconstructiathrad requires the knowledge
of the precise tip shape. This can be done by ustagning electron microscopy (SEM)
or transmission electron microscopy (TEM) imagirighe tip. It is also possible to use
specific samples of well known geometry to recardtithe tip shape from their AFM
imaged®. However, what is really needed is the shapdeftip at the time of the AFM
scan. This is not always possible as the tip véisnovears out during an AFM scan and
therefore the image of the tip which is acquiretbteeor after the AFM scan is only an

approximation of the real tip shape during the AB®4n.

4.3 The Ideal Tip

The convolution error is in fact due to the linditeesolution of the conventional
AFM when scanning surfaces with mesoscopic featsteh us biomolecules (DNA,
ptoteins, e.t.c) and not atomically flat surfacelis is due to their size and shape as it

was explained above (section 2.). The conventibpsalhave large radius of curvature (5
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— 10 nm for Si tips) in comparison with the mes@scdeatures they have to image. They
usually have conical shape with cone angles df 4B(C. Although subnanometer
resolution has been reported in some cases of ARAging of biomoleculé3*®by using
conventional tips this has not been done in a otlable manner. The achieved
resolution,which was smaller than the radius of curvatureheftip, was probably due to
nano — protrusions at the end of tip. However, e¢hésatures were not fabricated
deliberately but they were a form of side effecthd fabrication process. Therefore one
has to rely on luck in order to pick a proper thn effort in improving the AFM
resolution was made by fabricating Si sharp tipsnmans of chemical etching or by
using focus ion beam etching. Both of these methaws very expensive and the
fabricated tips although sharp are also very brittl

Another kind of technique uses the electron bebandSEM to deposit a carbon
tip!” at the end of a commercial tip. The main achieveroéthis technique is to increase
the aspect ratio and durability of the tip but #ehieved radius of curvature is rather
large(30 nm).

The above discussion demonstrates that the idéal Ap should have high
aspect ratio with Ocone angle, with a radius of curvature as smaicssible (and in this
case “as small as possible” means less than 5 mmdaally subnanometer), exhibit
mechanical and chemical robustness so that itetatel does not undergo alterations
during the scans in air or fluid environments. 8flthe above features are among the
unique properties of carbon nanotubes making theenad the most promising materials

for substantially improving AFM imaging.

4.4 Current status and achievements of the fiefddarbon Nanotubes
AFM tips

The fabrication of the first cnt tip was repor@wund ten years atjo Since then
new methods for their fabrication have been deverlognd are described further below.
Some of them have progressed towards the mass giimuiwf cnt — tip&”?° which is

going to drop their price considerably and increidwsar availability. However, since no
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growth technique that can yield nanotubes of smediameter and chirality has been
developed so far, the control on the type of go$ that those methods produce is still
low.

In the terms of resolution and imaging there asgomachievements mainly in the
field of biological systems. It must be mentionexéhthat carbon nanotube tips have an
additional strong advantage in the imaging of skictd of systems. Smaller adhesive
forces have been obserdéaith cnt tips which are about 2 — 5 times smatfem those
that have been measured with relatively sharp [&..tiThis is probably due to two
reasons, the one being the smaller tip radius lamather the lower surface energy. Both
of them are smaller when compared with the onesi.ofhe lower adhesion forces make
possible the use of cantilever with smaller sprompstant in tapping mode reliably
without the need to apply large driving amplitud&his can result in a considerable
reduction of the sample deformation which is exegmmportant in the case of soft
samples such as the biomolecules.

By using carbon nanotube tips it was made possiblenage a series of protein
molecules as GroE% IgG and IgM antibody proteif’s®® the amyloid proteirf§ Ap40
and AB42 which is related to Alzheimer’'s disease withoteson similar to that of
cryogenic electron microscopy (EM). Apart from thdvantage of the simplicity of
sample preparation with respect to the cryogenic Ehaging with cnt — tips enables
scanning without sample fixation on the substraleciv opens up the prospect of in —
vitro imaging?. Also high resolution imaging of molecules in giwns where the ionic
concentration can be well defined is possible withcnt — tips, while only dried samples
can be imaged with cryogenic EM.

Furthermore the well defined chemistry of carbonnatabes allows
functionalisation of cnt — tip at its very end bjeav molecules and in some cases by only
one. With such kind of tips, chemical force micrgsg (CFM) can be performed, which

enables the probing of the chemistry of surfacestmlecular levét?22

4.5 Fabrication of Carbon Nanotube AFM tips

Below the various methods of fabrication of carlpanotube AFM tips are

described emphasising the ones that were usee icutihent project.
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4.5.1 Manual assembly of carbon nanotube AFM tips
In this approach a multi walled carbon nanotub&J{NT) is attached manually at

a conventional AFM tip. It is the method with whittte first ever carbon nanotube AFM
tip was fabricate. In this technique micromanipulators are usedatatrol the position

of a commercial AFM tip and the nanotubes. Boththedm are observed through an
optical microscope under dark field illuminationdawith a magnification of 500 — 1000
Xx. MWNTSs have been attached on an adhesive tapst.tke tip will be coated with some
adhesive by simply pressing it on the above meatoadhesive tape. Then the tip is
pressed on a MWNTSs and the latter is stuck on itrédmnanipulators are used to correct
the position of the tube in such a way that it asgtlel with the tip. Further process to
stabilise nanotube is applied like electrical gtghwhich is going to be presented further

below.

4.5.2 Surface Growth of Carbon Nanotube AFM tips
This methoff of fabrication is based on the fact that carbonomizbes grow in

such a way that minimizes their potential energg tlu strain and surface interactions
with the substrate. It is one of the methods tlaathbeen used in the current project.
Carbon nanotubes usually prefer to grow along &aserdue to van der Waals
and chemical interactiofis In that way they minimize their potential energowever
when as they grow they reach an edge of the sutfame the minimization of energy
again will determine whether they will bemdorder to stay on the substrate or they will
grow out of the edge (Figure 4-5a). There are twangties that must be taken into

account: one is the cohesive energy of the nanotutethe surfaceE and the other is
the energy due to the strain on the nanotkheas it bends when it reaches the edge of

the surface in order to grow parallel to it (Figdr®&b). Those energies can be determined
by the following equatiorf&**
6

cO

B, =-2R__K  (45)
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(where Ris the radii of curvature of the nanotube bent, &nd the corresponding angle
of the bent (Figure 4-5bX is the cohesive energy per unit length of the hayeowith

the substrate)
E, :gé’f YtLL(4r2 +t2)  (46)

(whereY is the Young's modulusg, the bending angle in radianisthe wall thickness,

r the radii of the nanotubd, the length of the part of the nanotube that has lbemt).
Equation (46) has been derived by continuous mechaalculations in reference 29 and
corresponds to a shell that simulates a SWCNT with same diameter and bending
length. For this reason some quantities in equddéin as the thicknessand the Young
modulusY , correspond to this continuous model and mighiedirom similar quantities
of the real nanotube that this model simulates. ddraparable quantity of this model

and a real nanotube is the stretching modMuswhich as it will be shown below is in

good agreement with experimental results repontethe literature. The model is valid
for relatively small curvatures and does not ginimation for the buckling and post
buckling regime of the nanotubes.
The bending angle can be converted in degreelebgimple formula:
6
6, =——2m (47
t36C° 47

where g, is the bending angle in radians afdis the bending angle in degrees. The

bending length can be given as a function of tlt# @& curvature R and the bending
angled by:

L= 6

36C°

By replacing (47) and (48) into (46) yields:
T8

* 4 36C°

Considering now that the bending of the nanotubkestart at a distance from the edge

27R (48)

YtLR(4r2+t2) (49)

of the substrate then the radii of the bending awume can be expressed as a function of

this distance and the bending andle
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. d

(a geometrical proof of this expression is gived i@ . Appendix |)

Replacing equation (50) in (45) and (49) gives:

d 6
E, =2
° ﬂl—cos(é’) 360°

£, =700y mod)) 2 1oy (sp)
4 36C° d

In Table 4-1 are given some values of the sunm@fcbhesive and strain energies

K (51)

for different values of the bending angle. Thesailte were obtained by considering a
[10,10] SWCNT that starts to bend at a distamce 20nm from the edge and were

calculated by usingK =3eV/nm(value extracted from Figure 3a of referenty

r =0.7nm, t = 008nm, E = 685TPa. The values ofE,t were obtained from reference

29 and as it was mentioned before correspond tonéintious shell that simulates a
[10,10] SWCNT. Their produc¥t = 510Pa mwhich is the stretching modulus is within

the range of the experimental data reported iitdv@turé®>%

Figure 4-5Concept of surface growth

It is obvious from Table 4-1 that if a nanotubewsotowards the apex of the tip
when it reacheshere it is going to protrude out of the tip as #ygex curvature is
relatively big and the strain energy overwhelms tbéesive energy of the substrate.

Furthermore it is believél that some of the nanotubes that grow on the fateke
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pyramidal tips will not protrude at the edges bilt eontinue to grow towards the apex

where they will join to form a nanotube rope praing out of the apex.

6(°) E.(9) E.(9) E,+E.(J)
30 6.24642E-18 -6.24897E-18 -2.55113E-21
60 2.88397E-17 -5.41387E-18 2.34259E-17

Table 4-1Balance of cohesive and strain energies of a SWNdifferent angles and radii of curvature.

Growth of carbon nanotubes has been achieved otofhef silicon AFM tips
with the means of Chemical Vapour Deposition (CVDhe procedure for growth is as
follows: The tips are dip coated for about 1 miraicatalyst solution (5mg of catalyst in
5ml CH;OH). The catalyst powder consists of ferric nitramnahydrate, molybdenyl
acetylacetonate and fumed alumina. After the dating the CVD growth takes place in
a furnace where the tips were put in batches efdiach time.

Two different growth recipes have been usedrebipe A the tips were ramped
to 800°C in 30 min in 0.6 SLM Ar and 0.4 SLM H atmosphere. Then they were kept at
this temperature for another 10 — 20 min in ordeallow stabilisation of the temperature.
Growth took place for 3 min in 0.6 SLM Ar, 0.4 SLNp, 2 SCCM C;H,. After this the
tips were left to cool down in 1 SLM Ar for abou® &nin. Inrecipe B the tips were
ramped to 906C in 30 min in 1.12 SLM Ar and 0.3 SLMj+and were kept for 10 — 20
min in order to allow stabilisation of the temperat Then growth took place for 3 min
in 0.3 SLM H, 12.5 SCCM @H, and 1SLM H. After that the samples were let to cool
down in 1.42 SLM Ar for about 80 min.

Both of the recipes were found to yield nanotub@agh on the tips (Figure 4-6)
although there were a number of batches in Wwhi growth was observed at all. A
crucial parameter of the whole growth process wasd to be the quality of the catalyst.
Fresh catalyst (fresh here means that it was usddnwone or two weeks after its
container was opened for first time) gave risediatively good growth. Also another

important parameter appeared to be the time betweendip coating and the CVD

Vv Standard Litre per Minute
¥ Standard Cubic Centimetre per Minute
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growth. The batches on to which the CVD process apgdied within the same day that
they had been dip coated gave higher percentagpsofvith nanotubes on their surface.
It is possible that atmospheric moisture deacts/déte catalyst and therefore the longer
the catalyst is exposed to the air the higher tiobability not to yield any growth. In
each batch of tips the growth was not homogenesubeare were tips with vast growth
and others with none. This probably has to do i statistical character of the dip
coating process. Due to the mesoscopic size oftifhesurface relatively important
variations are expected on the number of the csttalgrticles that have been attached on
it and the tips with low catalyst density gave poono growth. Other conditions such as
catalyst aggregation might have played some rolerasluces the catalyst active surface
and therefore makes the catalyst particles legst@fe.

The CVD growth parameters described above for esc#p and B were found to
be the minimum ones for obtaining growth on the.tigariations towards reducing the
carbon feedstock or the growth time resulted imgroawth or extremely low percentage of
tips with carbon nanotubes on their surface. Thaimmuam growth parameters were
preferred because they have higher probabilityive gise to small diameter ropes of
SWCNTSs or even individual SWCNTs. Furthermore th@imum parameters are less
likely to give long nanotubes protruding from the &pex which might result in their
bending and the formation of loops (Figure 4-6aphich are more difficult to etch
electrically and convert them into useful probegddiionally high rate of carbon
feedstock might result in saturation of the catighgsticles with amorphous carbon which
has as a consequence their deactivation. The grtamperatures of recipes A and B
were the optimum ones for temperatures within +°60 from the given ones above

practically no growth was observed.
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Figure 4-6 SEM images of carbon nanotubes on the top of AFlsl4) a vertical grown tube on the tip) a
bundle of probably two ultra long tubesand d) nanotubes which have folded back

An average of about 20% of the tips that wenbugh the CVD process had
nanotubes protruding out of their apex (Figure 4A)hough the SEM cannot be used
for precise measurement of the nanotube diameteugh evaluation can be made from
the obtained images. In most of the cases theygloly nanotube had a diameter more
than 5 nm which is the resolution limit of the mshent. Not all of these tips had the
protruding nanotubes aligned along the pyramid bxissome of them had grown at an
angle (Figure 4-6b) with it or had folded back Ite tip forming a loop (Figure 4-6c¢). In
the first case the angle that the nanotube fornte pyramid axis (anglep in Figure
4-6b) affects the imaging capabilities as it giviee to big lateral forces on the nanotube
and therefore to distorted images as will be ergldibelowi*>3 In the second case the

electrical etching might break the loop producingsta useful probe.
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All of the tips that have a nanotube (or a nanotulpe) at their apex have to be
etched electrically in order to reduce the lendtthe nanotube and thus to minimise its
thermal vibrations which are a major source of @ofn image of a nanotube tip that has
been electrically etched is shown in Figure 4-7.

Figure 4-7 Nanotube tip after being electrically
etched.

The overall performance of the surface growth listreely low. The 20% of the
tips with a nanotube at their apex is further redudue to tips with a nanotube at a
relatively big angle with the pyramid axis and nhaitiue to the electrical etching which
some times might deplete the tip apex from the tdre The tips can be re —ué&tf by
oxidising them at 500C and then applying the whole growth procedurertdpam the
dip coating stage). However the probability to agkigrowth of nanotubes at their apex
drops considerably (there were batches of recyghsdhat after growth no nanotubes
were observed). This is probably due to contanomadif the catalyst by amorphous

carbon (that the oxidation process can only p&ytraemove) and absorption of moisture.
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4.5.3 Pick — up Substrates
The main disadvantages of the previous two methoelshe large diameter of the

nanotubes that have to be used in “Manual assenibdg 4.5.1 ) in order to be visible
through the optical microscope and the low yieldi$ with small diameter nanotubes at
their apex (and the correct direction) in the “@uad Growth” method (see 4.5.2 ).
Another approach that exploits both CVD growth ameéchanical assembly has a
potential of a very high yield (almost 100%) ofgigvith small diameter nanotubes at
their apex. This method comprises CVD growth oftiecally aligned carbon nanotubes
on a flat substrate (pick-up substrate) and thechama@cal picking up of a vertically
aligned nanotube with the AFM fp*>3¢37

The fabrication of a pick-up substrate is not giafiprocess as the reasons and
conditions under which carbon nanotubes are grasvtically on the substrate are not yet
well understood. It seems that the effect has @isstal character and a number of
growth experiments are needed in order to be ezhlil our case apart from repeating
the same recipe in order to fabricate a pick-upssate there was need to test also a
variety of recipes in order to produce a pick-upsitate with a good distribution of small
diameter (nanometer or subnanometer) SWCT.

A number of different catalyst recipes have beeedtthat can give quite small
particles on the substrate (nanometer or subnamomand therefore can yield small
diameter SWCNT which in the case that they canxpéoged as AFM tips will increase
further the lateral resolution. For this reasonuanber of different catalysts and coating
techniques were tried such as dip coating of thHestsates in ferric nitrate solution in
isopropanol, drop casting of a ferritine solutionapiranha-cleaned substrate, or the dip
coating of the previous substrates in the ferrisnkition, the spin coating or dip coating
of piranha-cleaned substrates with or in a solutddnbi-metallic (Ru-Fe or Pt-Fe)
catalyst.

After the substrates had been coated they wereglaca 1 inch diameter quartz tube
furnace. In all of the cases but the one of thedeitrate the samples are first annealed
in air so as to burn the organic layer that comstdime metal particles. Then annealing in
Ar takes place, followed by 10 min reduction in & an elevated temperature and finally

doing the growth in CiHand H at the same temperature. The recipe differs athe
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case of bimetallic catalyst because the reductioine metal particles has been carried
out in advance during the preparation of the sotuind MnO promoter is used for the
growth. Substrates with carbon nanotubes have peeduced with all of the above

methods however not always successfully. The redisahthe same method does not
work every time has probably to do with the moistur the catalyst, which gets higher
with time.

A large number of substrates underwent CVD growtie ones that had been coated
with ferric nitrate gave the highest density ofwtio. It was assumed that the likelihood
of carbon nanotubes growing vertically on the substincreases with the density of the
growth. Because of this assumption the effort far fabrication of a pick-up substrate
was focused on the substrates that had been ce#tederric nitrate. Strong indication
that the latter assumption is correct came la@mfthe experimental data that will be
presented below. The density of the catalyst smiutvas optimised in order to give as
dense growth of nanotubes as possible and als@a djstribution of small diameters.
For these reasons the catalyst solution densityldhwve been adequately high in order
for the surface density of the catalyst partictebe high on the substrate but also it must
be kept low in order to prevent the formation ofjeagates. Catalyst aggregates have
smaller active surface and therefore keep the drawnsity low and also give rise to the
growth of nanotubes with bigger diamefér§>° The ferric nitrate solutions were always
sonicated in order to break the catalyst aggregatdscentrifuged in order to remove the
big catalyst particles. The Si{3i substrates were cut from a 5 inches wafer im kc
lcm squares. The thickness of the oxide layer wealuated from reflectance
measurement$ and was found to be more than 3@® which is enough in order to
prevent diffusion of the catalyst particles in #ikcon*. The substrates were sonicated
in acetone in order to remove organic contaminamés in deionised (DI) water to
remove any remains of acetone and non organiccfestand then in methanol in order to
remove the water. During sonication each substrai® kept in a separate container in
order to prevent fracturing of the substrates antamination of their surfaces. After the
sonication the substrates were dried under airysgraen they were dip coated in the
catalyst solution for a short time (from 10 sed &) sec) and after that they were rinsed

with plenty of hexane in order to rinse off any esg catalyst that is not attached to the
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surface. The growth recipe that was followed fasth substrates was recipe B as it has
been described in section 4.5.2 apart from tevtr time which was optimised to give
the highest growth density (optimum value was foandund 10 min). The substrates
were put in the CVD furnace in batches of two.

After the growth the substrates were topographicatiaged in ambient conditions
with a Multimode Digital Instruments AFM systemtapping mode. The AFM imaging
of those substrates apart from giving valuablermation about the density of the growth
and the diameter distribution can provide also witirect and quick information about
the existence of vertically aligned nanotubes. ®uddistortion of the topography image
could be caused by one or more vertically alignedotubes that have been attached on
the tip during scanning. Whether there is a naretattached on the tip or not can be
further investigated by observing the force calilora(FC) curve¥'.

Figure 4-8a shows the AFM topography image of lassate that has gone through
the growth procesand it is a pick up substrate, as will be showmweln Figure 4-8c a
cross section analysis of that image is preserted.diameters of some nanotubes were
measured (by measuring their height) and they ¥oened to be in the range of 1 to 4 nm
(Figure 4-8c). The density of the growth on thudbstrate is quite high as can be seen
more clearly in Figure 4-8b where an improved casitrimage of that substrate is
displayed. From this image a rough evaluation efrtanotube density can be done and it
is about 50 nanotubespm?. In order to allow comparisons a low density stdistis
depicted in Figure 4-9c with a density of aboutahatube fim?. No nanotubes could be
picked up from the low density substrates whileytheuld relatively easily be picked
from the high density one depicted in Figure 4-8ais indicates that the initial
assumption that the higher the nanotube densitythen substrate the higher the
probability that there are vertically aligned naries was correct for the range of
densities covered in this study. It has to be fiatithough that the higher nanotube
density increases only the probability of the ooence of vertically aligned nanotubes
but it does not necessarily mean that any substviakedense growth is a pick-up one.
For example the substrate depicted in Figure 4k&dagh the growth is relatively dense

it was not possible to pick up any nanotube froim slubstrate.
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The strong statistical character of the fabricafioocess of a pick up substrate has
also to be reported. It was observed that substthtd theywere dip coated in the same
solution for the same amount of time and had idahfparameters of growth exhibited
very different growth densities. Three such sulessrare shown in Figure 4-8a Figure
4-9a and Figure 4-9b. The first and the last orfebé#ed vast growth and were found to
be pick-up ones while the second exhibited no gnaattall. The overall process has very
low yield as from the 150 substrates that wentubhothe fabrication process only three
became pick-up substrates (yield = 2%). Howevéroalgh it seems difficult to fabricate
a pick-up substrate as long as one is producednitbe used to fabricate a very large
number of nanotube tips. For example in the fabetgick-up substrate (Figure 4-8a) it
was possible to pick — up one nanotube in every 10pum?. This means that for the 1 x
1 cnf substrate about one million nanotubes have bemmrgvertically (as a very rough
evaluation). If it is assumed that the substratpsbeing functional when the density of
the vertically aligned nanotubes falls to a 30%itsfinitial value(,) abouf )700,000
nanotube tips could have been fabricated by thessuming even a two orders of
magnitude error in the above evaluation could mia a potential number of 7000
nanotube tips could be fabricated from one sulestrat

A first indication that a substrate which has gtmweugh the carbon nanotube growth
process, might accommodate vertically aligned n#vex on its surfa¢g is some broad
area image distortions when scanning with the AFMyyre 4-8a and Figure 4-9b).
Those distortions indicate that there is somethiifigcting the tip and forcing it out of its
regular mode. The cause of the distortion couldilt particles attached to the tip that
might come from the air or the substrate, damag#hertip, or in this case one or more
nanotubes that have been picked up. By going itanede the tip goes out of the raster
scanning and oscillates above the same point ofs#meple. The z —piezo scans the
distance between the sample and the tip and thditadgof the oscillation is recorded
versus the separation distance of the tip andaheke(Figure 4-10a). As it can be seen
in Figure 4-10a initially the tip — substrate dista is longer than the range of the
attractive forces (van der Waals and capillary dsjc between them and the tip
oscillates at a constant amplitude. As the semaratiistance becomes smaller the

attractive forces between the tip and the substrat®eme more important affecting the
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elastic constant of the cantilever by making it kexaand thus changing its natural
frequency. Because the drive frequency of the lesati is constant and has been set at
the natural frequency (or eigen frequency) of thetitever the effect of the above change
is the decrease of the oscillation amplitude as¢senance has been shifted away from
the driving frequency. This effect increases as sheple — tip separation distance
becomes shorter and results in a linear decreag® afscillation amplitude. At a certain
point (which is at about 8 nm in Figure 4-10a) ttvetruding nanotube touches the
substrate and starts bending. This exerts a repulgrce on the tip which makes smaller
the weakening of the cantilever's elastic constdné to the attractive forces and
therefore “pushes” the resonance closer to therdyifrequency. This has as an effect, an
increase of the oscillation amplitude of the cawglr, as it can be seen in Figure 4-10a.
Further bending causes the nanotube to buckle lam@fore a decrease in the elastic
force that the nanotube exerts on the tip. Onceertite increase of the attractive forces
will shift the resonant away from the driving fremcy with a consequent decrease of the
oscillation amplitud® (point at about 3.9 nm in Figure 4-10a). The shapthe FC
curve as the one depicted in Figure 4-10a can Iptai@ed very well by taking into
account the elastic properties of carbon nanotudres for this reason consists a
“signature” that a nanotube is attached on the tip.

The final confirmation that a nanotube has beeacht#d on the AFM tip is given
from Transmission Electron Microscopy (TEM) imagés.Figure 4-10b can be seen a
TEM image of an AFM tip with a nanotube attachedt.tdt is clear from that image that
the attached nanotube is a single walled one aatdittis very well aligned with the tip.
The diameter of the nanotube is 4 nm which is wdrge with the diameters of nanotubes
on the substrate as they were measured by AFM (&Hn8c). It can also be seen that the
attachment length on the tip is more than 70 nnmsigering that for a 4 nm SWCNT the
cohesion energy with silicon is 0.67 eV/A (see FBa.in reference 30) this means that
the cohesive energy between the nanotube andpghe thore than 466 eV which can
explain the robust attachment of the nanotube ertiph
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Spectrum

Cursor: fixed Zoom: 1:1 Cen line: off offset: Off

Figure 4-8 Pick-up substrate. a) topography imageuibeach side) b) Light and angle of adjustment$niproved contrast of
topography image c) cross section of the image miglasurements of nanotube diameters.
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Figure 4-9 a)substrate from the same batch as the pick-upsbst(6um scank) the second pick-up
substrate from the same batchuB scan)) a substrate grown with the same processaslb but from
another batch exhibits relatively sparse growthrtbscan)d) substrate grown as the previous three with
relatively dense growth (2m scan)
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Force Calibration Plot

20 nm

Figure 4-10a) Force calibration curve of the amplitude of AEpwith a carbon nanotube attached to its
apex picked up from a pick-up substrdtgTEM image of an AFM tip with a nanotube at its apdactec
through the pick up method) TEM image of an AFM tip with a nanotube afterrmgelectrically etched.
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4.5.4 Electrical etching of CNT AFM tips

In order to make the nanotube tips efficient méxessary to shorten them. There are two
main reasons for this. The first is that the nabetuvibrate thermally and the amplitude
of this vibration is proportional t6"? wherel is the length of the tufé The second is
that the force constant for lateral bending ofttiee is proportionaf with I°. This means
that long tube tips introduce noise to the imagasgwell as distortion, which is due to
their high flexibility. If the nanotube, at the tg the tip, has folded back to form a loop
(Figure 4-6¢,d) then shortening will make it fuoctal.

The shortening proces®>*%is carried out by mounting the tube tips on the
AFM head and using as a sample a heavily dopecbsilsubstrate. When the tip has
approached the substrate a pulse voltage is appdideen the tip and the substrate. The

produced spark will burn out a part of the nanotulbes shorten it.

4.6 Application of CNT AFM tips in Imaging of Megmwrous Materials

The manufacturing of new functional metamateriaishwmproved or even new
properties has been enabled through three dimeaisi@mostructuring of mesoporous
materials metals and semiconductors. The methoe&dising such nanostructuring is by
using liquid crystal templat&s***4*> The nanostructured materials due to their high
specific area and mechanical robustness have arandge of potential applications such
as catalysis, batteries, fuel cells, sensors aritabpdevices. The characterisation of
mesoporous materials have been carried out sohfaugh the means of standard
techniques such as TEM and small-angle x-ray soagtg SAXS) . However these
techniques have some disadvantages which are tieldisample preparation for the
TEM and the non-local character of SAXS measures&nim which only information
on average spatial ordering can be acquired. Mpeeifically in the case of TEM, the

mesoporous film must be scraped on to a copper §ha destroys the film’s surface
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and therefore apart from the information of thesetice or not of the nanopores it is not
possible to obtain information about the surfagetwaphy which is very important for
understanding the properties of those materiathodigh this problem can be overcome
by using focused ion beam (FIB) milling of the sdent this is extremely expensive,
time consuming and results in the destruction effilm.

On the contrary as it has already been explaibedea AFM (and also scanning
tunneling microscopy (STM) in the case of conduetsamples) can be used for high
resolution imaging without the need of difficult carexpensive sample preparation.
Additionally as it has also been explained abovs itot destructive and can be operated
under ambient conditions. Furthermore the widelfadl view of the AFM technique can
reduce considerably the time needed for imagingstiméace of mesoporous film and
consequently it drops significantly the cost. Hoerethe size and the geometry of
conventional AFM tips poses an obstacle in the Inggiolution imaging of the mesoporus
surfaces. This obstacle as it will be shown belaw be overcome by the use of CNT
AFM tips.

Nanostructured films of mesoporous titanium diex(@iO,) on conducting glass
slides of fluorine doped tin oxide (FTO) have bgeapared by using a liquid crystal
template as described in reference 1. The methaidaths used for the above preparation
is analogous to that described in referefic@he conducting glass slides that were used
were Asahi, textured F-doped Sn@.5x3.5x0.1 cth

The samples were first imaged with SEM. The SEMges revealed uniform
film thicknesses of 0.Am and macroscopically smooth surfaces. The filmseweell
adhered on to the FTO substrates. They were alsodféo be homogeneous in cross
section as well as in surface profile.

The mesoporous films were then imaged with AFMusing a SWCNT
AFM tip (Figure 4-10c). One of the acquired AFM iges of the mesoporous films is
shown in Figure 4-11a). An ordered array of nanemsized pores can be clearly
distinguished. From cross sectional analysis (Eigi#llb) it was found that the pores
diameters were between 7 - 12 nm and the repetdndss between the pores was
approximately 15 - 18 nm. From this information guee volume fraction was calculated

to be equal to 0.3. From the same analysis the ¢ghepeh was determined to be between
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4-5 nm. Because the film thickness is 0.5 um ey likely that not the whole depth of
the pore is probed probably due to the short lenfthe nanotube tip.

The SWCNT AFM tip that was used for the imagingtlod mesoporous films
were fabricated with the pick up method as it wasctdibed in section 4.5.3 . The
effective lateral resolution of the tip that wasedisvas 5 nm. It was determined by
analyzing images recorded on 5nm gold colloid steshl deposited on mita From the
TEM image of Figure 4-10c it can be seen that theotube tip consists of a bundle of
two SWNTs with a total diameter of 6.6 nm. Surprigy the measured nanotube tip
diameter is larger that the observed lateral rémwuof the tip. This effect has been
reported in the literatuf® The possible explanations of this improved remiuare that
an asperity or an edge of the nanotube bundlesictemwith the sampf It is very likely
that the same reasons hold also for the improvéetalaresolution observed when
imaging the mesoporus surfaces. In addition thatively large diameter of the bundle
and its small length could also contribute to thgrioved resolution due to the high
stiffness of the nanotube tip. The latter elimisate minimizes the deformation of the tip
due to lateral forces caused by the van der Wagdsaction of the nanotube tip with the
sample which results in the reduction of the nabpetiip’s lateral resolution and imaging
artefacts®. In order to allow comparisons an effort was madeisualise the pores with a
conventional tip. However this was not possible doethe very corrugated sample
surface. Finally the pore diameter and repeat miistavere measured with field emission
SEM and were found in good agreement with the diatained with the AFM.
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Figure 4-11(a) High-resolution tapping mode AFM image of mesmuis TiQ film. (b)
Cross section along the line shown in Fig.1 (a).
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4.7 Conclusions

In the current work the effect of the size and shab the probe on the imaging
capabilities of the AFM was described. It was shawat carbon nanotubes are ideal
probes for AFM imaging. Those probes were fabrdatéh two different methods and
the advantages and disadvantages of each one whigted. Although the surface
growth method for fabrication of nanotube tips iemising for automated mass
production and therefore commercialisation of thtyge it was found to be impractical
for laboratory capabilities (small diameter furnane possibility of wafer production).
On the contrary the pick up method was found talble to yield a practically infinite
number of nanotube tips fulfilling easily the neadgprobes of an average lab although
they have be produced one per time (no mass priodjict

It was exhibited that AFM imaging of highly corrugd surfaces such as the ones
of mesoporous materials is possibly when nanotifgseare used. This demonstrates the
superiority of the nanotube tips over the converd@ioAFM tips while simultaneously
opens up the prospect of imaging the entire mesof@mge by means of AFM. The latter
is expected to have a great impact in the undedstgrand controlling the properties of

the mesoporous materials in the nanometer scale.
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4.8 Appendix |

Figure 4-12Geometrical proof for equatidsD

6 =06,=6,=0 (6,6, have parallel sideqj,,8, have their sides perpendicular)

b=—Y _ (53)

cod0)

BecauseOBD, ABCtriangles are similar as they have their sidealfgit holds:

b R+b b-d

From (53), (54) turns outk = _d which is equation (50)
1-cosP)
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Conclusions of Part |

In the first part of the thesis two aspects of file&d of carbon nanotubes were
studied. First a novel method of carbon nanotulmvtir without the need of metal
catalyst was demonstrated. Overwhelming data fribanacterisation by means of Raman
Spectroscopy (RS), Scanning Electron Microscopy MBETransmission Electron
Microscopy (TEM) and Atomic Force Microscopy (AFMhow that products of this
method of growth are single walled carbon nanot88¥NTs). Further evidence from
the RS data show, that very likely, these SWNTsvarg low in defects and therefore of
high quality. Essential steps of the method are pgreparation of Si substrates with
Stranski — Krastanow Si-Ge islands or Ge dots, ararton implantation of those
substrates and growth of carbon nanotubes on thads&rates through chemical vapour
deposition. Some of the characterisation data thoodjicate that it might be possible for
growth of carbon nanotubes on such substrates utithioe need of carbon ion
implantation. No metal particles are employed ig ahthese steps therefore this method
is fully compatible with the front end silicon pessing facilities. AFM data indicate that
the growth mechanism of carbon nanotubes on thddBesubstrates follow the vapour-
liquid-solid growth with nanoscale Ge seeds. Ineorbr this method to have industrial
applications further work must be done to imprdwve aniformity and the density of the
carbon nanotube growth.

Second carbon nanotubes were utilized as AFM prdbiEerent methods for the
fabrication of carbon nanotube AFM probes were iedplit was found that the surface
growth method although is promising for commerajaplication and mass production it
is rather impractical for laboratory use. The pigkmethod from the other hand has the
potential to supply a practical infinite numbercafbon nanotube AFM probes which can
easily suffice the needs of an average laboratorg icost effective way. The latter
method is probably not ideal for mass productiothasprobes have to be fabricated one
per time. It was also shown that the as fabricgieabes (with either of the above
methods) need further engineering in order to redbe effects of thermal noise and to

increase stiffness. The fabricated carbon nano#bkl probes were used in AFM
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imaging of surfaces of mesoporous materials protrag this imaging is possible with
this kind of probes which shows their advantageamparison with the conventional
AFM probes. Furthermore it indicates the possipif AFM imaging of the entire
mesopore range which is expected to extend dowietmanometer scale the knowledge

and the control of such materials.
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PART I

Quantum Dots
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Chapter 5 Physical Properties of Quantum dots

5.1 Introduction

Quantum dots are zero dimensional nanostructateswhich charge carriers are
confined in all three dimensions. Their physicspparties and applications are
fascinating with the latter ranging from quantunformation processing, to biological
marking. In the following sections some aspectgwintum dots such as their growth
and their physical will be discussed to an extbat tovers the needs of this thesis. The
material presented here is a brief compilation frefierences, 2, 3 4 ° ¢ 7 8 9 19 and
more extended information about the topics of quandot physics presented here can be

sought there and references therein.

5.2 Fabrication of Quantum Dots

The fabrication of quantum dots is challengindhtedogically as control over the
shape and dimensions are required at the nanomeatge. The requirement for three
dimensional confinements sets the size upper amerlbmits. The lower limit is dictated
by the requirement of at least one bound electrmte] level. In the simple case for
instance of a spherical potential well with infenibarriers the energy of the electronic
levels E,, is given by the equatiéri™*

=i ks, (55)
where m, is the effective electron massthe radius angy,, is n-th zero of the spherical
Bessel function of the order The energyg,, of the lowest energy state must be smaller
than the conduction band offset energy which folrdys/GaAs systent is 0.69eV. This
leads to a minimum radius of approximately 3nm.

In order to determine the upper limit of the quentdot size the requirement that
the quantum effects should remain important at raemperature must be taken into
account. This means that the spacing of the enlexggls must such that minimizes the
effect of thermal excitation of the carriers. ltnche taken as a rule of thumb fthat

E;.—Eio=3KgT (where E,; is the first excited state and the temperature). This

requirement for the InAs/GaAs system leads (bygisiquation (55)) to an upper limit of

136



14 nm when the electron levels are considered amon7when the hole levels are
considered.

Several techniques have been developed for thedtbn of quantum dots and
the most important ones will be described in brief.

5.2.1 Fabrication by lithographic technique$

In this group of techniques the quantum dots atwidated by lithographically
patterning quantum well hetero-structures. Techesgsuch as optical lithography, X —
ray lithography, electron beam and ion beam litapgy (EBL, FIBL) have been
employed. The main advantages of those techniquestrat the shape, size and
arrangement of the fabricated quantum dots canoh&ailed with the precision of the
resolution limit of each technique, they can praditegrated arrays of quantum dots
and they are generally compatible with the VLSI r¢qvdarge scale integrated)
semiconductor technology.

The general process for the lithographic techrsg{feégure 5-1) consists of the
following steps: The surface of a quantum well sample is coatel wipolymer mask.
The mask is being exposed partially and a patteformed on its surface which defines
the shape of the nanostructure to be fabricateyu(€i5-1a). Then the exposed part of the
mask is removed (Figure 5-1b) and the whole surfaamated with a thin metal layer
(Figure 5-1c). The whole polymer film along withetmetal layer on its surface is
removed by applying the appropriate solvent. The¢ giathe metal film that had covered
the previously exposed area remains on the sudhsample as there was no polymer
under it to be dissolved (Figure 5-1d). Through ieans of chemical etching the area
which is not protected by the metal film is remoy€tjure 5-1e) and a pillar is created
which contains a cut-out fragment of the quanturtl (iggure 5-1f). Thus the motion of
carriers is confined laterally by the nanoscaleedisions of the pillar (typical sizes are of
the order or 10 — 100 nm) and vertically by therquen well layer.

There are two important disadvantages associatédtié lithographic techniquesThe
one is the limitation on sizes that the resolutidrihe lithographic techniques imposes
which restricts the lowérsize limit to around 10 nm. The second one hafotwith the
side effects of etching on the optical propertiéshe as fabricated quantum dots. A
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highly damaged or even amorphized layer is formeati@surface of the lithographically
fabricate quantum dots due to etching (edge effedts this layer non — radiative
recombination is predominant reducing considerdhbéy internal quantum efficiency of
the dots. The influence of this layer increaseshasdot size decreases. Furthermore

charged impurities may also lead to "blinking" effein the dots

polymer mask_

quantum do

Figure 5-1Fabrication of quantum dots by using lithograpkichiniques. After 1.

5.2.2 Modulated Electric Field

Quantum dots can also be fabricated through ttterpad formation of miniature
electrodes via lithographic means on the surfaca gfiantum well structutegFigure
5-2). By applying appropriate voltages at the etmids lateral confinement of the

carriers in the quantum well layer can be achieved.
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Figure 5-2 Modulated Electric Field quantum dot. The quantiohis formed at the intersection area of the
four inner electrodes whose voltages confine theteddes. The outer four electrodes are used daaten
for electron tunnelling from the dot.After 1.

This kind of quantum dots does not suffer from edffects. However their main
disadvantage is their large size which is in thegeaof hundreds of nanometers and as
such it does not allow for room temperature apfpbce.

5.2.3 Colloidal Quantum Dots

Colloidal quantum dots or nanocrystadse compounds of II-VI materials such as
CdSe, PbS, CdS, CdTe, e.t.c. They are usually giovensolution or as inclusions in a
glass matrix. In the case of solution the nanoaiystre producéd from reagents
containing the nanocrystals constituents. One rgagntains the metal ions (e.g. ¥d
and the other provides the chalcogenide (e.d).S€he size of the nanocrystals is
controlled by the temperature of the solutions #redconcentrations of the reagents and
the stabilizers. Their shape is almost sphericabldying faceted surfaces due to
anisotropic growth rates along different crystab&x'® The nanocrystals have diameters
in the rang®’ of 1 to 10 nm. Subsequent chemical and physiaatgssing may be used
to select a subset of the crystallites which diggjaod size uniformity/. It is obvious
that this kind of nanoparticles would exhibit athigaction of atoms at the surface with
many of them possessing dangling bonds. Theseidgrighnds are passivated by the use
of organic ligands such as tri-octylphosphine ox{@d®PO). However even after the
passivation of the dangling bonds holes can intesgith uncoordinated selenium atoms
giving rise to photo-oxidatidn. Addition™®° of a thin layer (a few mono-layers thick) of
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a wider bandgap material such as ZnS can confédkes into the core due to the band
offset.

This kind of quantum dots exhibit very high photoinescence efficiency (a
typical range is between 60 to 90%) and are radftiveasy to process (solution
processable). Thus they have a big number of patesd well as current applications
that extend from biological tagging up to solarlcehind hybrid organic infrared

emmiters’.

5.2.4 Self Assembled Quantum Dots

By means of means of epitaxial techniques suchmakecular beam epitaxy
(MBE) and metal — organic chemical vapour deposi(iglO-CVD), quantum dots can
form under certain epitaxial conditions. More sfieally these conditions have to do
with the lattice constants of the substrate andethitaxial deposited crystalline material.
When those two constants differ considerably (€9g.as in the case of InAs and GaAs)
then only the first deposited mono-layers crystellas epitaxial strained layers whose
lattice constant is equal with the one of the sabst However if the thickness of the
deposited layer become bigger than a critical véhem significant strain is induced in
this layer resulting in its break — down and to $pentaneous formation of 3-dimensional
islands of similar size and shape. The distributidnthe islands on the substrate is
random. The phase transition from the epitaxialcttre to the randomly distributed
islands is known as Stranski — Krastanow transitiofhe critical value of the thickness
above which the Stranski — Krastanow transitionuogcdepends upon the lattice
mismatch and decreases as the latter incréases

The shape and the average size of the as formmutisidepend upon parameters
such as degree of the lattice mismatch, growth ésatpre and growth rdt&®**’ Of
similar importancé are the annealing times after the growth and poocapping (see
below). In general there have been reported ddts pyiramid shapédof 2.8 nm height
with square base of 24 nm side (with about 15%tdlakions from these values), lens
shapé* with height around 4.4 nm and diameter about 3aeriations from this values

were between 5 and 10%), as well as truncated pgissamd conésof similar sizes.
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The as formed islands sit on a thin interface lafethe deposited material and
the substrate, called the wetting layer. After émel of the growth the islands and the
wetting layer are passivated by another layer wisaksually from the same substance as
the substrate. The obtained quantum dots have gpesfgstal structure small sizes,
relatively good size homogeneity and they emiteeiticiently from the visible up to the

near infrarefl

5.3 Electronic structure of Quantum Dots

Due to the 3-dimensional confinement of the etettr motion, quantum dots are
characterised by a discrete density of statestht®ireason quantum dots are also called
artificial atoms. However a closer examinationhad electronic structure of quantum dots
reveals fundamental differences with the one of agams. The lay — out of the energy
levels in quantum dots is affected by a number afameters such their size, shape,
composition, strain distribution and matrix effééts*>® Furthermore few body effects
influence the electronic structure of quantum dotd have to be taken into account. The
real electronic structure of quantum dots is a darafed problem that cannot be solved
analytically leaving space only for approximatiofrsthe text that follows an outline of
the theory of the quantum dot electronic structuilebe presented. This outline applies
mainly on self — assembled quantum dots of pyrahsdape as those where the subject

of the corresponding experimental part of this ihes

5.3.1 The single particle picture

It is necessary for the understanding of the edeat structure of quantum dots to
have realistic calculations of the single — pagtiehergy levels that can be compared with
the experimefit As quantum dots consist typically of 100,000 adimis obvious that
even for single particle levels only approximatioathods can be used.

An intuitive picture of the single particle enertpvels of a quantum dot can be
gained by considering an idealized system of a icl#lfd dot. This system has the same
four fold rotation symmetry about an axis in thewgth direction through the centre of
the base as the pyramidal dot. For simplicity tlaeribrs at the hetero-interface are

assumed infinite. Unlike the pyramidal dot, separabf variables can be applied when
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solving the Schroédinger equation for the cuboid#l dhe side of the square base of the
dot has lengthL and its height isH << L. In this case the wavefunctions of the electron

are sinusoidal inside the dot and vanish outsitieyan be written in the form of:

P =P ()P, (V)P (2) (56)
where:
1 1 1
®,(x) = @ sinfk,x), ()= @ sinfk,y),  ®,(2)= (ﬁj sin(k,2)
(57)
In equations (57k, :ITn, K, =%, K, =r:_|—n due to the boundary conditions of the

system (,mn= 123..). This leads to a discrete energy spectrum, \thth energy
given by the following equation:
E..=E,+E +E,+E,  (58)

Imn

where E is the bandgap energy of the semiconductor of wttiefdot is made of, and
E . E., E, are given by the equations:

2 .2 2 .2 2 .2
EI = ll h ’ Em = @ h ’ En = ﬂ h (59)
L) 2m, L ) 2m, H ) 2m

e

The energy separation between states with differequantum number (n) is relatively
large due toH << Land therefore only states with= Jill be considered. From
equations (4) and (5) is obvious that the groumdestlevel (=m=n= } is only two

fold degenerated due to spin while the first extitevel (=1, m=2,n=1 or
=2, m=1n=1) is four fold degenerate. In most of the casesettae only two

electronic levels bound in the dot. Classifying #éhectronic levels according to the nodal
points of their wavefunction, one can considerdheund state as an s — like state, and
the first excited state as a p — like state. Tls@nclature is the most commonly used
one in the quantum dot literature and it will bédaved in this thesis as well.

The above model of the cuboidal quantum dot cdg ba used as an intuitive
representation of the single particle picture @juantum dot and by no means can it be
considered that it yields an accurate approximatafnthe single particle states.

Furthermore while this model can not be used ferhble states as in this case the single
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band approximation is completely invalid due to a¢ence band mixing. For example
the lowest lying hole state has been found to kelgminantly heavy hole like (as
expected) but with a 10% light hole admix@irébviously other methods are needed in
order to derive an accurate picture of the singigigle states of a quantum dot.

Furthermore it has to be taken into account thegt guantum dots
produced with the Stranski — Krastanow method &wned structures. As it has been
analyzed in referenc® the strain modifies the local band gap. The stirmiuced shift of
the conduction band depends only upon the hydiostainponent of the strain. The
three valence bands (heavy hole, light hole, gjffitbands) are also affected by the
presence of strain. The light hole and the spfitbainds are split far from the valence
band edge and their impact in the electronic stingdis reduced.

The shear strains induce a piezoelectric polaozawhich creates fixed charges
which reside close to the pyramid’s edges and logpposite signs for adjacent edges.
Due to the fact that the piezoelectric module @&dns smaller by a factor of 4 than the
one of GaAs the resulting potential is mainly prese the barrier. This potential reduces
the symmetry of the pyramidal dot about the axithangrowth direction and through the
centre of the pyramid from four fold to two folduthleading to a lift of degeneracies.

There are two main methddfsfor the approximation of the strain field whictear
the continuum elasticity model (CET) and the vaéefarce field (VFF). In many cases
both of these methods give similar results.

One of the most often used methods for the appratkom of the single particle
levels is thek (P method*>® It allows a relatively accurate calculation o tkingle
particle levels for an arbitrary confinement pot&intThis method can be easily modified
to include changes in composition and strain adtosstructure.

d>?4*0one can solve the Schrédinger equation at the

According to thek [P metho
r point where the ternk [P vanishes and then treat this term as a perturb&dioother
points around the& point. In the case of quantum dots an eight — bamd (including the
conduction band, light and heavy hole band and sfflband) is used. However in many
cases one band might be sufficient.

The validity of the kiP calculations has been confirmed from experimental

observation in many cases. For instance the hoks meeasured through the means of
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magneto-optical measurements is in good agreéfhith the one derived from thelp
method. The predictions afiPtheory have been further compared with experimental
observations from Photoluminescence Excitation 8pscopy (PLE) measurements on
guantum dot ensembles and have been found in ggoeerment mainly for larger

quantum dots , < 1.1eV, pyramid base: 17 nm) as it has been shown in referetice

The predicted excited state absorption is in theesanergy region in which excitation
resonances appear in the PLE spectra. The predsefearations of the energy levels
though, were systematically larger than the oneeded experimentally. The agreement
between the predictions afiPtheory and experiment worsens for smaller dots. The
discrepancies probably arfdefrom uncertainties in the size and growth depehden
variations of the quantum dot shape and composiioth possible Coulomb-induced
localised wetting layer states.

More specifically quantum size effects as they iagduded in thek (Ptheory
predict an increase in the energy separation betwlee ground state and the excited
states. Although this has been experimentally cowfif™>? for quantum dots with
ground state energy below 1.2 eV it was also erpantally observed that this energy
separation decreasésvith increasing ground state energy above 1.2Téé latter was
attributed to quantum shape effects (aspect rdtibhepyramidal dots) and agrees well
with the predictions of the empirical pseudopow@ntiethod®>?

Apart from thek [P method also other atomistic methods such as th@riead
pseudopotential method (EPM) have been empf8y@tie single particle wavefunctions
derived with EPM for a pyramidal quantum dot wigtragonal base is shown in Figure
5-3
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Figure 5-3 Single particle states calculated with the EPM meétfor a pyramidal quantum dot. After 34.

5.3.2 Excitons in quantum dots

The simplest optical exitation of the system issacttron hole pair which interact
via Coulomb interaction and they form bound stateied excitons. The Coulomb

interaction and the corresponding contributiontie energy of the system due to this

): 149 assuming that, is considered as uniform and
ATE £, |1, —rj‘

interaction isW, (ri g

isotropic.
The impact of the Coulomb interaction between attebn and a hole in a

quantum dot can be classified in three regfimes
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1. The strong confinement regime in which the Coulantbraction is small
compared with the quantization of the kinetic eyedge to the imposed
confinement. An estimatdor when this happens is the dimensions of the
dot with respect to the exciton bulk Bohr radiuscérding to this strong
confinement is expected for small quantum dots whaslius is smaller
than the Bohr radius in the bulk. The wavefunctiohghe electron and
hole are largely uncorrelated.

2. The weak confinement regime in which the Coulomkeraction is
comparable or larger than the sublevel separatiansed by the
confinement. In this case the centre of the massomof the as formed
electron hole pairs is quantized by the confinempeotential. Weak
confinement is expected for quantum dots with radionall than the Bohr
radius of the exciton in the bulk.

3. In the intermediate regime the Coulomb interacimuch smaller than
the electronic sublevel separation due to confimégnfeit much bigger
than the corresponding hole separation. This happee to the different
masses of electrons and holes. In this regime the dnergy is quantized
by the electrostatic potential of the electron taibi

Because the Coulomb energy depends strongly on the vafu@endielectric constant,
dots of the same size but with different composifiand therefore different value of the
dielectric constant) might belong to different regs. For example as the dielectric
constant of 1ll-V compounds is relatively smalletbulk exciton Bohr radius is bigger
than 10 nm. Consequently dots with similar dimemsiand enough deep potential are
expected to be in the strong confinement reiri®wever in 1I-VI compounds due to
relatively large dielectric constant strong confirent is expected only for dots with
radius smaller than a few nanometres.

Considering now the case of a spherical quantum itdean be shown that its
lowest state is eight fold degenefat@here is a number of mechanisms that can li§ thi
degeneracy resulting in an exciton fine struct@&ech mechanisms can be the internal
crystal structure, the shape of the quantum detethctron — hole exchange interaction

which depends on the overlap of the electron and wavefunctions. The states of the
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exciton |N,Nm> can be described using the total anguhr momentum and its
projection N,,. The total angular momentum sl =F +s where F =3/2 is the

momentum of the hole whose projections are =+3/2,+1/2 and s=1/2 is the

electron spin with projections, =+1/2. According to this description the states of the
exciton are|11), |10), |1-1), |22), |21), |20), |2-1), |2-2). Due to photon spin
preservation no radiative recombination is allod@tthe state$22), | 20), |2,-2). For

this reason these states are called dark statierloexciton&

5.3.3 Excitonic Complexes

Apart from excitons there is a possibility of fation in the dot of other entities
involving a larger number of charge carriers tharekectron hole pair. Of those, species
of particular interest for the purposes of thisstheare the charged exciton and the
biexciton which are expected to emit at approxifyatee energy of the excitén This is
due to the fact that the exciton is a charged aketmplex and intracts weakly with

other excitons or charg8s

Charged Excitons

Charged excitons are formed in the quantum doinwhe exciton is bound with
one or more extra charge carriers of the same (eitider electrons or holes). The number
of the extra carriers defines the net charge ofd&rged exciton. The extra charged
carriers can be injected in the dot electricallpptically. Photoluminescence emission of
charged excitons with net charge of -6, -5, -4;23-1, +1,+2 has been obsert&H 2
From the above charged excitons the simplest ofret charge 1) are called trions as
they involve three carriers in their formation.dns due to their simplicity in comparison
with other excitonic charged complexes have beemdieti theoretically more
extensivel§3>3°
The binding energies of trions have been founstitongly depend upon the size

and shape and chemical composition of the quantifias well as on the on the ratio of
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the effective masses of the electron and the*holhus for instancethe positive trion in
a flat InAs/GaAs cone was calculated to be 2me\afdrameter of 12 nm while dropping
to zero for a diameter of 7nm. For the same rarigadius the negative trion was found
to be unbourd The situation is reversed for hemispherical In&/&%®As caps in which
the bound trion is the negative éne

As it can be seen from the above example negatigigasitive trions in the same
dot are not expected to exhibit equal binding eleergs the Coulomb correlation and
exchange interactions for electrons are predicte8et different than the ones for the
holes®. Furthermore a trion can be found in an anti-bigdstate, i.e. at a higher energy
than an exciton, in a quantum dotSuch state cannot exist in the bulk or in a quant
well or in a quantum wif&. It is the lack of continuum which prevents aritiding
multi-particle complexes from disassociationThe three dimensional confinement in
quantum dots allows the formation energeticallyaunfirable staté%*°

In the case of pyramidal InGaAs quantum dots thetgdaminescence emission
of trion has been observed within a 2 meV rangaradothe exciton lif&*2 The
emission line corresponding to the trion is exped® have linear dependence upon
excitation intensity as the one of the exciton ttuthe fact that both arise from the single

exciton occupancy of the dft

Biexciton

In the cases that the single particle ground statelectrons as well as the one for
holes is occupied by two particles each, this léadbe formation of a biexciton instead
of two excitond. This can be achieved for instance in photolunieese experiments for

the proper values of excitation intendity?*® The energyE,, of the biexciton is
different than the one of two exciton2K,) by an amount of energf., , which

accounts for the binding between the two excfiomsd is called biexciton binding
energy. It is defined ds;, =2E, —E,,.

A biexciton in the bulk can disassociate into tw@itons when its constituent

excitons separate spatially far enough from eabkrahat the interaction between them
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vanishe& Similar disassociation of a biexciton cannot tplkaee in a quantum dot due to
the three dimensional confinemént

Exact calculation of a value for the biexciton bigl energy is relatively
difficult*”. Analytical calculations of the biexciton bindiegergy in a spherical quantum
dot* have shown that the first perturbation theory teemishes while there is a strictly
positive second perturbation theory term. The ravfgealues for this term was found to
depend on relative ratio of the dielectric congtanf the quantum dot and the
surrounding material. It has also been shofvithat the biexciton binding energy is
independent of the ratio of the electron and hadssas and increases with decreasing dot
radius.

Through the means of approximate methods (variakioalculations) a biexciton
binding energy value of 1.5 meV was prediét€dor flat cones of InAs/GaAs with a
diameter of 8 nm. Furthermore in the case of pydainguantum dots the biexciton is
predicted to be anti-binding or binding dependimgtbeir geometry, composition and
siz€”. This is due to the piezoelectric effects in thmfum dot. More specifically as it
has been discussed in reference 39 the piezoelegptrdadrupole potential separates
electrons and holes which has as an effect thectieduof the electron — hole attraction
whilst simultaneously increases the pairwise Coll@apulsion leading to an antibinding
biexciton. However the piezoelectric effect scdiesarly with the dot size and depends
on the composition and geometry of the dot. Theeefim smaller pyramids or in
pyramids that consists of less piezoelectric malgrior they are less strained, or they
have less developed facets the quadrupole potestetaker. This gives rise to weaker
electron — hole separation thus enabling the exgtand correlation interactions to
overcome the net Coulomb repulsion allowing themiation of binding biexcitons.
Evidence for the validity of the above predicticm® the experimental observation of
antibinding biexcitons with binding energy of apgroately -0.7 meV in 12 nm large
InAs/GaAs quantum dotdwhile binding biexcitons with binding energy 3 meere
observed in 20 nm largeiGa sAs/GaAs quantum dots
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Multi-excitons

Apart from excitons and biexcitons quantum dots aanommodate excitonic
complexes consisting of a larger number of excitwhgh are commonly referred to in
the literature as multiexcitoffs'® The neutral charge of the excitons allows the ttobe
occupied by a high number of electron - hole paith typical numbers reported in
literature varying form siX to several ters.

The number of excitons in the dot depends on thieapgexcitation intensity with
the excitation energy being tuned at the barrieth® wetting layér>* As the excitation
intensity increases more carriers are generatedlaipg initially the ground state of the
dot and consequently due to the Pauli exclusidimdilthe states of higher enef§y>
The observed spectra (from single dot spectrosceplyibit usually a complex structure
consisting of sharp features which dominate thectspen for a specific range of
excitation intensities but disappear or become weakother values of the excitation
intensity?®49°0->1:52

These features cannot be explained in the framtbeokingle particle pictuf&
Instead it is necessary to consider the Coulombractions among the constituent
electrons and holes in each excitonic complex wigiele rise to a set of characteristic
spectral features for each comgfextor exampl® the ground state of a triexciton (3X)
consists by two excitons with their carriers (elens and holes) in the single particle
ground state forming a biexciton and one more eraithose electron and hole are in the
first single particle excited state. In this comfigtion there are two electrons with parallel
spin as well as two holes. This leads to an endiffigrence of approximately 10 meV in
comparison with the one expected from the singltigh@ energies. Furthermore in this
configuration if one of the ground state excitoesambines radiatively the final state of
the system will be an excited biexciton (one excito the ground state and one exciton
in the excited state) and the energy of the emigkdton will be different than the
biexciton recombination energy without the presesfae exciton in the excited stéte

The above example indicates that the electroniecstre of a quantum dot is
strongly affected by the presence of carriers duéhé Coulomb interactions between
them. Consequently the resulting optical propediéfer than the ones of an empty dot.
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5.4 Theory of coherence in matter
In the following a brief presentation of the theaf coherence in matter will be

given. Initially the coherent properties of a tvevél system will be described and then
some more general examples will be presented. lifisame main coherent phenomena
will be outlined. The treatment presented here @mislassical. Only a very basic

description of the above will be presented hererance details as well as description of

other aspects of coherence theory can be seefeienees®® > *°.

5.4.1 Coherence of a two - level system
One of the simplest systems in quantum mechaniestwo level system whose

eigenstates ar¢a> and |b> The respective eigenenrgies of this system Breand

E,with the latter being greater but close to the fermThis system is not just a
theoretical abstraction but can be found in nattoe,example two close but isolated
(from the others) levels of an atom, the two lewl&lectronic spin in a magnetic field
etc.

An excitation of the two level system is considem®s being coherent if the

wavefunctions of each level are in phase during eékeitation time. In this case the

wavefunction| W) of the system is a linear combination|ef and|b) and the system is

considered as being in a coherent superpositiothafe two eigenstates. Thus the

wavefunction of that describes the state of théesysan be written as:
—iEt —i(Ept-o)
W) =atye t|a)+bt)e 7 |by (60)
where|a(t)]” +|b(t)" =1 and ® a phase factor. Such a state is called “pureSfateand

the meaning of this term will be clarified belowll &f the properties of the system
(described by eq. 6) can be calculated by findihng expectation values of the
corresponding operators.

An alternative way of describing observable quéatifor the above system is

through the density matrix formalism. The densitgtnx p of the system described by

eg. 6 can be constructed by using the state veatoisllows:

151



2 _i[(Ea_Eb)t'HD%
p=|W)(W|= la(t) a(t)b(t)e f {paa P

i[(Ey—Ept+®
a(t)b(t) e h Ib(t)” Proa P

] (61)
In this formalism the expectation value of an otaable corresponding to an operaior
can be calculated from:
@) =Tr(eq) (62)
where Tr denotes the trace of the quantity in parenthedis. diagonal elements, of the

density matrixp,, and p,,, give the probability of finding the system in thigenstates
|a) and|b) respectively.

The meaning of the non diagonal elements cannberstood by considering an
ensemble of systems with two levels each and daherh described by state vect¢H$K>

similar to the one of equation (6). However thesthevavefunctions are not identical as

they may vary in their phase factor. The fractidrsygstems in a specifi{:’~Pk> state is
described by a probability distributio, over the ensemble. B, =1 for k =k, and zero

fro any otherk then the ensemble is considered as being in &“ptate”. | a different

case though wheré, is non zero for a number of values kf then the ensemble is

considered as being in a statistical mixture ofesta®’. Considering the ensemble as
consisting of an infinite number of systems acawydio the ergodic hypothedisthe
same description holds for a single system consdder an infinite period of time. By
taking into account the probability distribution tbe density matrix of the ensemble can

be written as:

-i[(Ea-Ep )+
p = Z Pk |a(t)|2 a(t)b(t) € % — (paa Ioab
| (Ea_Eb)Hq% |b('[)|2 Poa  Pop

k a(t)b(t)e
In this case if the distribution of values @f is random for this ensemble (i. e. the phase

] (63)

factors corresponding to the individual systems tbé ensemble are completely
uncorrelated), then the non diagonal elements geeta zero and the system is

considered as incoherently excited. Under thisuarstances the density matrix will be:
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_ _(law[* o
Poc =| WYY —(' 0' |b(t)|zj (64)
However if the phase factor® of the ensemble are related then the non diagonal
elements ofp do not vanish and the system is considered ag lieia coherent state. In
this case the non diagonal elements of the densiyrix describe the degree of
coherence of the system. An example of a systeim @oherent state is the case of a
system interacting with a strong electromagnetaddfi If all of the dipole moments
induced by the field oscillate in phase then th&ultea macroscopic oscillating dipole
momentD .
The equivalent of Schrdodinger equation in the dgnsatrix formalism is the
Liouville’s equation:
inp=[H,p| (65)
where pis the time derivative of the density matrix amtithe Hamiltonian of the

system. The Hamiltonian can be separated into &kveontributions such as

H=H,+H, +H; where H, is the Hamiltonian of the unperturbed isolatedtesys
H, is the interaction term (which in the case thataossidered here is the interaction

with the electromagnetic field) anH ; is the relaxation term. All of the processes that

return the system to thermal equilibritfhsuch as spontaneous emission, collisions,
coupling between rotational, vibrational and elecict excitations (in molecules) and

others are described by the relaxation Hamiltonian.

By using the relaxation Hamiltonian the decay psscfrom leve|b) to level|a)

can be described from the relaxation operator matément>>*>%6°

P _ 1
T ih[HR'p]bb (66)

with T, being the lifetime of the excited std@ (T, is also called by some authtras

longitudinal lifetime). The decay of the off — d@awal elements of the density matrix

decay toward equilibrium is described by the equnstf>*°
_pab — 1 _pba — 1
TP = 2Ty W (T 67

153



The decay ofp,, and p,, describes the decay of coherence which can becdemwthe

frame of the polarisation example given above a&s decay of the phase relations

between the dipoles of the system. The decay fines called transverse relaxation or

dephasing time. It is related with lifetimes ofdév|a) and|b) by the equatioti>*

[_"'_j"'ym (68)

In eq. (14)T, is the lifetime of Ievel| a> and y, which is called pure dephasing rate is

the decay rate due to mechanisms that affect tmlyphase of the wavefunctions without
causing population decay (for example elastic sioltis). In a closed two level system
the lifetime T, can be considered as infinitéherefore 111, Ve -

2 b

The above description of the decay rates applesystems for which the

condition p,, + p,, = 1is vali®. For open systerfiSwhere the|a) and|b) sates are

allowed to interact with a reservoir of levels amsar energies a more complicated

treatment is needed.

5.4.2 The optical Bloch equations and the rotatingzave approximation
When all of the components of the Hamiltonian larewn then from eq. (11) the

equations of motion of the density matrix elemecds be derived known as master
equationd*®? Although these equations can be solved analigijcaiore physical insight
can be achieved with a simpler approximation, titating wave approximatigh®>°6°
This approximation will be used below for the dgstoon of the interaction of a two
level system with an incident electromagnetic fiefd
The interaction Hamiltonian in this case will be:

H =-pE (69)
wherepis the electric dipole moment of the charge pataridE is the incident electric
field. In an atomic two level system the electripale moment of the charge patrticle is

given by the equation:

Pij =Idr &, (_er)¢j (70)
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where — € is the charge of the particlethe position vector of the particle with the origin

of the coordinates taken on the nucleus, the j(=a,b) eigenfunction of the

unperturbed system. Since the eigenfunctions di susystert{*®® have a definite parity
and sincer has an odd parity the diagonal elements givendby6) and consequently
the diagonal elements of the interaction Hamiltomall vanish.

In the following two vectors will be introduced:

5=(8,5,,5;) = (Par *+ Poar 1(Oa = Pia ). Po = Pa) (71)
Q:(( ab+p*ab)|:E,i( ab_p;b)[E,_a)j (72)
h h °

In eq. (17) the vectoe is called Bloch vector ang; are the density matrix elements
with i, j =a,b. The Bloch vector has unitary modulo for a closed — level system (i.e.
a two level system fro which the conditign, + p,, = islvalid). In eq. (18) vectof2 is
known as pseudofield vector and, =(E, —-E,)/# where E, and E, are the
eigenenergies of levelsa) and|b) respectively. If momentarily the relaxation terare

ignored, it can be shown that the equations of emobf the density matrix can be
expressetf by using vectors and Q as follows:

ds
— =Qxs 73
ot (73)

Equation (19) along with eq. (18) are known asagtBloch equatior’$. They describe
the interaction of a two — level system with theotlomagnetic field. The fact th& is
time dependent makes the general solution of &).ddmplicated.

Instead, the simpler case (but very important asoiers a wide range of
experiments) of linearly polarised transitions dife ttwo-level system due to the
interaction with a linearly polarised nearly monawhatic light field can be considered.
In this case the form of excitationHs= £(t)cosat , wheree(t) is the envelope function
of the electric field (defined here as a vectorthe direction of the electric field) and

athe angular frequency of the electric field. Furthere because linearly polarised

transitions (i.e. transitions withm=)Gre considereg_, =p,, =p. Then the solution
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of eq. (19) can be further simplified by applyingi@itary transformation that introduces
a reference frame which rotates about the z —aitis amgular frequency. . In this new

frame equation (19) can be rewritten as:

ds
S -gxs 74
o xs (74)
where:
o (u 2(t)(1+ cos2at) n [2(t)sin 2t . woj 75)
/) 7
s =(s,s,,s,) = (s, cosat +s,sinat, -s sinat+s,cosat, s,) (76)

Under the condition thatp &(t)/h << w and also by considering averaged effects over
time periods which are much longer than the pe@agw of the optical wave (which for
the visible has a typical value of 1 fsec), theiltog terms with frequencya can be
neglected. This approximation is known as the imgatvave approximatiot®*>¢’
Under this approximatio2’ takes a simple and time independent form:
Q' =(w, 0,0~ w,) (77)

where w; = p R(t)/h and the quantityv— w, is called detuning. Equations (20) and (23)
lead to the following system of differential eqoat

Seo-a)k, Fel-wk-was, T=-as 09
The physical significance of the quantitisss,,s; can be sought back in equations (22),
(17) and the definition of the density matrix. éncbe seen from those theit expresses
the population difference of the two levels and take values from 1 to -1, with 1
meaning fully inversion of the population to thepep level, while -1 means that all the

population is in the ground state. In a similar vitagan be seen tha® ands, are the

amplitudes of the components of the dipole momdnthvare in phase and in quadrature
with the driving fieldE . The third from the left of the equations (24) wkdurther, that

/

s, is the component effective in coupling to the iy field to produce energy
change¥. Thus S, is the absorptive component of the dipole momemd & the

dispersive one.

It can be showHi that for zero detuning the solution of system (24)
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s (t)=si, (792),

s,(t) = -5, sin(é(t)) + 53, codé(t))  (25¢)
wheres, =s/(t=0), s, =s,(t=0), s, =s,(t=0). The quantityd(t) is called input

area and is defined by the relation:

t

o) = | %a(t')dt' (80)

Considering an excitation with a CW laser beam tbggh=E_ for t >0 and thus eq.
(26) yields:
ot) = nE,t/n (81)
For a system which at time= 0Os in its ground state (i.e. only the lower lewélthe
system is populated) the corresponding initialditons for s, s, s; are:
So =% =0, 5, =-1 (82
Using equations (25c), (27), (28) the solution ftre s, can be written as

!

s,(t)=—codamt) where ey =pE,/h is known as the Rabi frequency. Taking also into
account the definitions, as well as that the system under consideratiorsezons
probability the above solution fos, leads to an expression for the time evolutiorhef t

— cin?2
=sin (a)rt/Z)' It can been seen from this

population of the upper level which oo
expression ( Figure 5-4) that under resonant C\¢tation the probability of populating
the upper level is oscillating with time betweeareand zero (the same obviously holds
for the lower level with a phase differencemfj.

The system of differential equations (24) can dleexl for non —zero detuning for
the case of CW excitation (eq. 27) and for thaahitonditions (28). The expression of

0., (Which is more general) beconie¥"

W7 sinz{\/(w_ w, )2 + wrz tJ

2
(-, +af

r

Pob = (83)
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As it can be seen from Figure 5-4 the further adrayn resonance the excitation the
smaller the amplitude of the oscillation becomes.itAwas expected the probability of
populating the upper level gets reduced as theggnef the excitation differs from

resonance.
1.0 —

0.8 —

0.6 —

Pob

0.4

0.2

0.0

w

r

T

Figure 5-4 Rabi oscillations of the upper level populatioradivo level system under resonant cw
excitation for zero detuning (solid line) and fa@taning equal ti2c, (dashed line).

Under pulsed excitation and for zero detuning gbpulation can be coherently

controlled®. If the temporal widthr ; of the pulse is much smaller than the dephasing

time’® and the initial conditions of eq. 28 hold then ading to eq. 25c, 26, the
population of the upper level can be controllecekygiting with a pulse of the appropriate
input area. Asf increases from zero the population of the uppezllecreases, and for
6 = n reaches full inversion. By increasiréj) further the population of the upper level
drops and becomes zero 8= 271. The latter is a remarkable result; it means plgges
with resonant frequency will be transmitted throulya system unattenuatédThis will
happen because the first half of the pulse willegnse to a full population inversion
while the second half leads to the stimulating siois of the inverted populatith If for

example the envelope function of a pulse has anséoan E(t) = E, sem(t/rp) then the

t
input area for this pulse’fs 1E, jdtsem(t/rp)/h =mE,7,/h . This suggests that input
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area of the pulse can be controlled by varyingnitsnsity asE0 = \/C where 1, is the
peak intensity of the pulse. This kind of popuwatbscillations as a function of the input
pulse area have been observed for atomic systethsasuan Rb atomic bedhas it can
be seen in Figure 5-5. The same effect has alsodieserved in quantum dots as it will

be presented below.
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Figure 5-5 Oscillations of the population of an excited stat@ Rb atomic beam probed through the
means of time — integrated photoluminescence. After
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Chapter 6 Single Quantum Dot Optical Spectroscopy

6.1 Introduction
In this chapter is reported the work that was demaingle dot spectroscopy. Our

initial aim was to investigate the coherence ofdheund state by applying a two colour
pumped time resolved photoluminescence technigue fieason for applying the

aforementioned technique was to tackle the badakignnoise ratio of the conventional
pump and probe method (which in any case was apphethe same sample without any
success in previous work). Although the final aiofighis project were not completely

achieved, the Photoluminescence Excitation spexipys and the resonant power
dependence measurements revealed features ofnle guantum dot system which to
our knowledge have not been reported in the likeeat

6.2 Sample
The samplé was prepared by the group of Professor JunishioMs& at the

university of Hokkaido in Japan. It was grown acliog to the Stranski —Krastanow
method by the means of Metal Organic Chemical Vaeposition (MO — CVD). An
undoped GaAs substrate was used. A buffer lay&a#s was grown on the top of the
substrate. On the buffer a thin layer of 1.8 moyeia of InAs was deposited. The InAs
layer formed islands - dots in order to accommodhte strength due to the lattice
mismatch (Stranski —Krastanow mechanism). The asdd dots are of near - pyramidal
shapé with heights between 5 and 8 nm and lateral diséween 10 and 40 nm. All of
the pyramidal dots sit on an InGaAs wetting layeGaAs capping layer of 300 nm was
deposited by means of low temperature gréwih the top of the dots. The average
density of dots is between 1 an@ 80° cm®.

On the surface of the capping layer an aluminiunskmaith circular and square
apertures of various sizes (300 nm to 5 um) wasdated (Figure 6-1). The mask was
fabricated with standard photolithography and bff techniques. The various size
apertures are needed in order to characteriseatmple as a whole and also to allow
single dot spectroscopy. The big apertures enalwldasively quick characterisation of

the different areas on the sample. The small am=twill be used for the micro
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photoluminescence measurements. They mean thataosiypall area of the sample is

exposed on the beam. Because the density of tiseotiothe sample is low and also not

completely homogenous there are some apertures wetli few dots. Single dot
spectroscopy can be performed by applying spefitteting on the photoluminescente

emitted by the dots of those apertures.
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Figure 6-10ne of the repeated patterngtodé aluminium mask that covers the quantum dotteaties

6.3 Initial Pump and Probe Experiments

Before the start of the work discussed here a &tt&mpt to study the coherence
of the ground state of a single quantum dot orathe/e sample was made by means of a
pump and probe technique. In this specific techmigue used three pulses; two probes
and one pump all of them tuned at the energy ofdibtteground state. The first probe
arrives at the sample before the pump and it hetgcakpolarisation. This pulse will be

used as a reference for the second probe. The dgudse is the pump and it excites

¥ The random dot size allows the dots o be filtesiectrally, i.e. the likelihood of two dots haviexactly
the same size and shape and therefore the santeuspéx extremely low.
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resonantly the ground state. The third pulse iss#wnd probe which arrives at the same
time or later than the pump. The spot size of th@b@s is about 10um in diameter.
Assuming that the spot is perfectly centred ongih@ntum dot only a small fraction of it
will be absorbed (first probe) which correspondsatdisc of at most 40nm in diameter
(i.e. a disc with a diameter equal to the lateiz¢ slot). The second probe will find the
ground state of the dot occupied and thereforeillt vt be absorbed. The difference
between the two probes is the signal and corresptinthe fraction of the probe that has
been absorbed when the pump is not present. Bggakio account an exciton lifetime
of the order of 1 ns and assuming that one pho&mplse is absorbed by the quantum
dot, one would expect that the absorbed power wbaléqual with a few tens of pW.
Considering now a background of the order of 1m\/résulting S/N is of the order of
10® which is at the limit of detection. However thadeal values of the signal might be
decreased by practical difficulties such as theossbility of centring the beam exactly
on the dot, the non perfect Gaussian shape ofgaamtand the tiny amount of power that
corresponds at the component of the pulse whi@xagtly equal with the energy of the
ground state. The TOS/N ratio is at the limit of detectability andtas found the
experiments were unable to detect any effedthis first attempt failed to produce any
results and the next alternative was to apply a tetour pump time resolved

photoluminescence experiment.

6.4 Two colour Pump Time Resolved Photoluminesaenc

To resolve some of the problems observed with exy@ats discussed above a
new experiment was proposed. This is a two colorpulse experiment. The one pulse
is tuned exactly at the energy of the ground siitee dot (first pulse) and the other one
is the second harmonic of the first pulse and puthpsGaAs barriers exciting the dot
non-resonantly. As the carriers relax they fill tetates of the dot. However the
occupation of the p-state is strongly depend upenciccupation of the s-state which is

controlled by the first pulse. Therefore the p phaninescence should provide a useful

VI Also a variant of the pump and probe experimergnetthe pump was tuned at the energy of the pte- sta
of the dot did not yield any results.
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probe for the s state whose coherence now carubiedtby means of coherent control
or Rabi oscillation® experiments.

The advantage of this technique in comparison wite pump and probe
experiment above is the zero background to theatigind therefore the improvement of

the S/N by many orders of magnitude.
6.5 Spectroscopic characterisation

6.5.1 Non resonant Photoluminescence experimental setup
The setup which was used to acquire non resonartolpiminescence spectra is

depicted in Figure 6-2. Picosecond pulses at 935fmmm a Ti:ALO3 laser were
frequency doubled by a BBO crystal. Their energys wantrolled by a liquid crystal
modulator and they were focused on the sample by kg working distance
microscope objective with 0.45 NA. The sample watdhn a continuous flow He

Microscope Cooled
ObjeCtive Beam RGB cCb
Cryostat 50x splitter filter lens

Collimating
lens lens DE ----- \@ID@ Spectro

meter
1 B

2H.G Greenfilter L.C.M. C.P Mirror

Figure 6-2 Setup for non-resonant Photoluminescence measutenfedG. = Harmonic Generation,
L.C.M.= Liquid Crystal Modulator, C.P.= cube polaet). The microscope objective (NA=0.45 — check) is
corrected to infinity and the lens after has 20fooal length and works as a tube lens.

cryostat at a temperature of 6K. The photolumineseef the sample was collected by
the same objective and dispersed by a 1200 gratireg1024 x 256 nitrogen cooled CCD
array. The back reflection of the excitation waslopan RGB filter. A pinhole was used
for spatial filtering so that the luminescence nlyoone aperture of the mask reached the

spectrometer.
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6.5.2 Non resonant Photoluminescence measurements
In order to be able to distinguish clearly thetqites photoluminescence of a single

dot a low density area of the sample is needed.réason is that it is desired to have a
low density of lines on which it will be possible apply spectral filtering (with a band
pass filter) so as to isolate the line that willused as a probe (the p-state line in this
case). An aperture with the above features was dfoamd its non resonant
photoluminescence spectrum is shown in Figure Bkss aperture will be referred to
from now on as aperture 6 (ap6). In the graph gtifé 6-3 there are two prominent lines
at the low energy side (long wavelengths), at 98#%.&nd 935.2nm which have been
assigned to exciton and biexciton lines of a sirgglantum dot (which will be referred

from now on as quantum dot 6 - qd6). Further evtdeid support this assignment will be

presented in the power dependence measurements.
800 — QD6
Excitation: psec pulses, 466nm, 22.3uW
Int. time: 10 sec
T: 59K
£ 600
S exciton P
o Excited state - p? biexciton
m -
G 400 —
c
Q
=
200 — MW
O p—

910 915 920 925 930 935
Wavelength (nm)

Figure 6-3Ground state and possible first excited state ahtium dot 6. Non resonant excital
at 466nm by psec pulses.

At the high energy side of the graph there is amoggrominent line at 910nm.
This line is about 35 meV above the energy of the exciton transition. In previous
measurements on other parts of the sample thisetepawas attributed to the separation
between p and s states (Figure 6-4). Thereforecamsidered as the most likely to be

the p-state of the quantum dot.
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Figure 6-4 Energy separaton of s,p and d shells for eighedifit quantum
dots on the sample. It appears that the energgrdifte between the s and
p shells is around 32meV (research carried outtby.DBesombes).

6.5.3 Power dependence of non-resonant photolumstence
Below are presented the power dependence photodsecence measurements

which were acquired by the means of the setup giirei 6-2. In these scans the power
ranges five orders of magnitude from 0.03 up to 300

As it can be seen in Figure 6-5 in the spectrablavm of the measurements eleven
spectral lines could be observed. Three of themegl1, 2, 3) can be distinguished by
their strength. Especially at the low excitatiorwpos (<2.2aW) they are the only lines
observed. By examining the evolution of those lineghe excitation power rises it can
be seen that line 1 is the only line observed fayvow powers (0.5mW). It evolves
faster and reaches saturation at ab@W &s it is shown in Figure 6-6 where the power
profiles of the most prominent spectral lines haeen plotted. Line 1 seems to have a
linear dependence upon the excitation power. LirapRears at the low energy side of
line 1 and at very close proximity with it. The egye separation between the two lines is
0.7 meV (Figure 6-7). The strength of
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Figure 6-5 a) A map of the PL intensity (colour scale) obtainednf aperture 6 as a function ¢
wavelength (hodontal axis) and excitation power (vertical axB)cosecond pulses at 467 nm v
used and the sample was kept at a temperatur&obBHorizontal slices from the map above wt
show the pl spectra for various powers. The slizage been offset for clarity.
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line — 2 is enhanced considerably after line —dches saturation and it saturates at the
excitation power of 20W (Figure 6-6). Its dependence on power is supealinThe
power dependence of lines 1 and 2, lead to thetifieion'®***?of those lines as the

exciton (line 1) and biexciton (line 2) recombiwaus of the s-shell of quantum dot— 6.

1000 =
100 —
10 -
3 1 p=1.0091 + 0.0541
. 2 p=1.4758 +0.181
7 3 p=1.4071 +0.0648
7] 4 p=1.5386 +0.115
1 - 8 p=1.7003 +0.0876
3 9 p=1.4769 * 0.262
= 10 p=1.1538 +0.102
- 11 p=1.0014 +0.16
0.1 H
Jdo
n

0.1 1 Power (UW) 10 100

Figure 6-6 Power dependence profiles (markers) of the lingsctied in fig.5. Each line is
the corresponding vertical slice of fig. 5a. In theet aregiven the power law fit exponents
for each power profile respectively.

Line — 3 of Figure 6-5 appears at approximatelyséume power as the biexciton.
This is something expected for the recombinatiomfthe p-shell and it is a consequence
of the Pauli exclusion — principle. Photo-excitdecaons and holes with the same spin
as those occupying the ground state can only pteptie p-shell excited state as their
relaxation to the ground state has been blockedh&umore when the ground shell will

be fully occupied with electron — hole pairs withirs— up and spin — down, all other
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excitons must then populate the fourfold (includantactor of 2 for spin) degenerate p —
shelf*1%

The power dependence features of line — 3 aredtriking agreement with the
above physical mechanisms. First as it has alreagiytioned above PL signal from line
— 3 was recorded at almost the same power as ddoiéxciton (Figure 6-5 a) and b) for
the spectral trace which corresponds at gV Zxcitation power). It has super — linear
behaviour as a function of excitation power whishekpected as its PL strength would
depend also on the occupation of the s —shell whashsuper — linear dependence upon
excitation power as it has already been shown alfémelly it reaches saturation at even
higher power (~50W Figure 6-6) than line — 2 (biexciton) which is@sequence of the
further filling of the p — shell after the s — dhwhs been fully occupied.

Furthermore line — 3 is 35.4meV higher in energgntlihe exciton (line — 1)
(Figure 6-7) which is in the close vicinity of ti&aAs LO phonon enerdy*® Therefore
relaxation of carriers from that level to the grdustate by LO phonon emission or
through two phonon (LO+LA) mechanisms is possibl&his is also consistent with the
PLE data for this quantum dot (Figure 6-8 a) andwd)ich show a strong resonance
close to the energy of line — 3. Finally it is algery close to the 32meV (within a
standard deviation of a few meV) energy spacingveeh the s- and the p- shells (Figure
6-4) of a good" set of quantum dots of this sample. Those factngly suggest the
possibility that line — 3 is the exciton recombioatin the p-shell.

Yi “Good” here with the meaning of adequate number.
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The rest of the lines exhibit linear or superlindapendence on the power, which
is always smaller than quadratic. The power prefdé all of the lines as well as the fit
parameters are presented in Appendix I. The oogthose lines is not clear. They could
either be emission lines due to excited statednother quantum dot or the effect of
higher multiexciton® (4X, 5X, etc.) due to state filling of the excitonshells of
guantum dot — 6 with increasing power or a comlomabf both. The case that all of the
observed PL lines are originated from only one ¢umandot is indicated (without being
conclusive) by the following facts: i) At very lopower only a single narrow line is
observed (Figure 6-5) which according to Landimaldtref. 19) is evidence of single dot
emission. ii) Those lines are observed at poweas tie exciton, biexciton, and p —
exciton lines show considerable strength whichaatdis the possibility of the dot being
occupied by more than two excitons. iii) Some afsth lines are clearly connected with
guantum dot — 6 by their PLE traces (data showrseation “Photoluminescence

Excitation Spectroscopy for different values oflapower.”).
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6.5.4 Photoluminescence excitation spectroscopyqd6
In order to further characterise quantum dot 6tglininescence excitation

spectroscopy (PLE) was performed. A narrow band péter was put in front of the
spectrometer slit so as to isolate only a narrpecsal area around the ground state
exciton and to reduce the effect of laser scatiter the detector. The filter had FWHM of
10 nm and was centred at 940 nm. Because the emigkthe dot’s exciton ground state
is at the edge of this filter the later was angleed in order to allow good transmission at
this wavelength. The laser was turned into cw miodeachieving maximum resolution.
Additionally the auxiliary cavity was used and allthe dispersive items (in this case the
GTIiX) were removed in order to avoid mode jumping asinlg of multiple modes. The
range between 926nm down to 900nm was scannedawittverage resolution of 0.2nm.
The laser beam was focused through a 5 cm focgthHelens from one side of the
microscope objective in order to reduce the lasattasr collected by the objective (it is
necessary to use all the possible ways to redwecéater scatter in the collection line in
order to allow laser wavelengths close to the lagecof the band — pass filter). The
laser spot size on the sample was evaluated bgnége using the objective and it was
around 1@m. The focusing of the beam was adjusted for thenym PL signal. The
laser power was kept low (5.6mW) as this was tret bempromise between signal and
laser scatter. The collection optics were as deg@iat Figure 6-2. The integration time
for the spectrometer — ccd system was 5 sec fdr wavelength step of the laser and the
temperature of the sample was 6 K.

The acquired data (PL spectra for each excitatvamelength of the laser) are
presented in the form of a map in Figure 6-8a. &tae three lines that can be clearly
distinguished on the map of Figure 6-8a. The twithefn have been detected at identical
wavelengths as lines 1 and 4 in Figure 6-5 (934amah 930 nm respectively). Line 1
which is the most prominent line on the map of Fegé-8a has been already identified in

the previous section (section 6.5 &nd corresponds to the s-shell exciton recomlznati

X Gires Turnois Interferometer (GTI): an opticalnstang — wave cavity used to generate chromatic
dispersion. In ultrafast lasers is used as a disgeitem for creating negative Group Velocity Dasgion
(GVD) and therefore compensating for the dispersimmsed by the other optical elements of the cavity
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Figure 6-8 a)Map of the PLE data. PL spectra (horizontal sligag) excitation spectra (vertical
slices). The colour scale indicates the PL intgnsiithas been deliberately suppressed in order to
allow the visualization of the two higher energgsipal lines which otherwise would have been
obscured by the brightness of the excitonic graatate spectral linda) The PLE profiles of the
observed lines in the PLE map.

The PLE profile of the exciton ground state whislaivertical slice of the map in Figure

6-8a along this line is showed in Figure 6-8bslapparent that the excitation spectrum is

dominated by a very strong resonance at 913.17ihereTare also some other resonances

which are at least an order of magnitude smallan tthe one at 913.17nm. For clarity

Figure 6-8b has been magnified close to the bdsee-in Figure 6-9. It can be seen that

there are two smaller resonances on the low ergdgyof the main resonance at 913.17

nm and five features that resemble resonanceso(@thsome of them are relatively

broad) on the high energy side which appear toria weak continuous background.

176



At the 933.3 nm (emission wavelength in the mag-igiire 6-8) another bright
spectral line can be distinguished. It appears@t@V (0.62 nm) higher energy than the
exciton and it is not present in the PL spectraeantbn — resonant excitation (Figure
6-5). This line has been attributed to the emis&iom the charged exciton and evidence
about this will be presented later in this sectitgexcitation spectrum is dominated by a
strong resonance at the same wavelength as faxtti®mn (Figure 6-8). It exhibits also a
number of weaker resonances which appear at the savelengths as for the exciton.

The third line that appears in the PL spectrayf@gs-8) has identical emission
wavelength with line — 4 in the non — resonant Becsra of Figure 6-5 (930 nm). It
emits at an energy 6meV (4.3 nm) higher than thgtax It exhibits 3 resonances

(Figure 6-9) at similar wavelength as the excitord dheir strength does not vary

—— exciton
150 —<— charged exciton
—— line - 4
q
100 —

Intensity (arb units

905 910 915 920 925
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Figure 6-9Blown up Figure 6-8b close to the baseline in otdeshow smaller features which have
been obscured due to large magnitude of the exoiternance at 913.17 nm.

considerably. Although the nature of the transitibat gives rise to this emission line is
not clear its excitation spectrum suggests thatiginates from the same quantum dot.
An attempt to interpret the PLE spectra will betsid by justifying the attribution
of the emission line at 933.3 nm to the chargedt@excSimilar lines have occurred under
resonant excitation also in other quantum dotsh@nsamplé This line as it has already

been mentioned can be observed only under resamanitiation. Simultaneous non-
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resonant pumping (Figure 6-10) quenched this lomeething which is in agreement with
reference 1. The charged exciton is created bygeh@wansfer from a weak background
doping in the barriePs Therefore the charged exciton is formed only whamping at
lower energies than the wetting layer. The sim@tars non- resonant pumping at high
energies gives rise to the creation of e-h pairgchvidisassociate in the space charge
region between the charged quantum dot and ionispdrities. In that case charge can
be attracted into the charged quantum dot and recmmwith the extra carrier thus

neutralising it.
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Figure 6-10 a)Photoluminescence spectrum produced by resonantipgrat 913.8 nm. The
line at the high energy side of the exciton hasitassigned to the charged excitb).
Photoluminescence spectrum by simultaneous resamamon-resonant pumping. The
charged exciton has been photo — depleted anddhkeiton at the low energy side of the
exciton can be observed.
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The main resonance, which appears in the excit®hie spectrum, at 913.17nm,
does not coincide in energy with any of the obsgemission lines under non-resonant
excitation. Furthermore at the same energy the mesanance for the charged exciton
appears as well (Figure 6-8b).

There is a possibility that during the emission émergy of the state has been
shifted due to the fact that the occupation indbe is different than when exciting in
resonance. When the dot is pumped non resonartthe dtarriers the filling of the p shell
will start when the s shell has been completelgdiland cannot accommodate any more
excitons according to the Pauli exclusion principlle this case the energy of the
transition that corresponds to the recombinatioramfexciton in the p shell would be
determined by the energy of the of the p state wdrdg the single particle levels are
considered, as well as by the Coulomb exchangeartien between the excitons that
occupy the dot. On the contrary when the dot is geanresonantly there are no other
excitons but the one created in the p shell whosegy would correspond to the one of
the single particle levels. Therefore it is not ested the energy of the p state emission
under non resonant pumping and the energy of the Risonance to coincide. This
means that the observed PLE resonance could corrésp absorption at the p state.

Another possible model that could explain the &beffect is phonon assisted
absorptioA®?! (Figure 6-11). According to this model a photorafisorbed into the state
|GS+1LO> followed by creation of an exciton in tgeound state |GS> and the
simultaneous emission of 1 LO phonon. This mechmargsuld account for the exciton
resonance but also for the one of the chargedaxcibnsidering that in the latter case
the emitted phonon has a slightly different enedgg to the small energy separation of

the exciton and charged exciton states (0.9 meV).
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Figure 6-11A possible mechanism that could explain the str@sgnance at 913.17 nm is phonon assisted

absorption.

There is also the possibility that the resonanc®18.17 is due to Raman
scattering® This processis similar to the phonon assisted absorption withdifference
being that involves excitation to virtual state d@hd fact that it is coherent leading to a
polarization memory between incident and emittedtphs. However, according to
reference 21, such polarization memory was notdoum experiments on very similar
guantum dots.

From the current data it appears that the firstamgiions are possible and there is
no any strong indication to favour one of them.Bof them though do not contradict
with the interpretation of the emission peak at @h® as luminescence from the p state
(section 6.5.3 ). Later on in section 6.9 furttata will be presented that indicate that
this PLE resonance is probably due to an exciteie st

The energy of the emitted LO phonon that correspotud the resonance at
913.17nm) is about 30 meV and is probably InAsteefd There are also other smaller
features which appear in the PLE spectra of theéaxat 19.36, 24.58, 33.2, 35.45, 40.4,
45.33 meV respectively (energy separation fromett@ton ground state). Apart from the
feature at 35.45 meV all of the other ones corredpgarobably to phonon features (the

feature at 24.58 meV is probably InAs reldfeand the other ones are probably related

* The key difference between phonon assisted ancaRanechanisms for absorption is that the Raman
virtual state is purely electronic (excitonic iretbase of quantum dots) and does not include aoiygrh
contribution.
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with localised phonons). The reason that the featir913.17 nm (30.16 meV) is of
much larger strength, has probably to do with #et it is a few meV (~ 5 meV) close to
an excited state and thus the transition probghilitl be enhanced by resonant coupling
with excited state transitions as it is shown igufe 6-11. However it is not clear why
the feature at 911.13 nm (33.2 meV) does not belmatiee same way It is likely that

the reason for this is due to scattering selectites.

X Could it be an acoustic phonon side band?
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6.6 Time Resolved Two Colour Pump Photoluminesceenc
Experiment
In order to study the coherent optical propertiethe exciton ground state, a two

colour pump experiment was performed on quantun6ddhe laser was tuned at exactly
the same wavelength as the exciton ground statevaadet to work in picosecond mode
at 76 MHz repetition rate. A fraction of the laggmwer was used for producing blue
picosecond pulses by frequency doubling througiB® Brystal. The delay time between
the blue and the infrared pulses was controlledabiranslation stage with a retro-
reflector. The power of the two beams was contdoldy two different liquid crystal
modulators in association with two cube polarizditse spot size of the infrared pulses
on the sample was around fifh and the one of the blue pulses about® Using a
band pass filter (in order to eliminate the laseatter) centred at 910 nm with
FWHM=10 nm, the photoluminescence spectrum arotedptstate was collected. The
p-state of dot was placed at the upper (long) vemgth side of the spectrometer spectral
window so as to reduce further the laser scatten fihe infrared pulses.

The ground state of the quantum dot was pumpéi the infrared pulses and
non-resonant pumping at the double energy wasexpplith the blue pulses. The power
of the blue pulses was kept at 3/ which is the point on the power dependence curve
that one would expect to observe significant risethe strength of the p state
photoluminescence by increasing the occupatiomefeixciton ground state. The power
of the infrared pulses was adjusted at 4.6 mW geoifrom the one hand to achieve
strong pumping of the exciton ground state and fthenother keep the laser scatter as
low as possible and also to avoid other red sfiéices which are going to be described
further bellow. The blue pulse was delayed by Gs5mith respect to the infrared one.
This delay was chosen in order to be shorter tharexciton lifetimé&* which is expected
to be more than 1 ns in this type of quantum dotd/ith the above settings the
photoluminescence spectrum around the p-statel(ab%m) was obtained in two cases:
i) when the quantum dot was only pumped non-resbnanth the blue pulses and ii)
when it was pumped resonantly and non-resonanthy wifrared and blue pulses
respectively. As it can be seen in Figure 6-12 éhisr a clear rise in the p-state

photoluminescence when the quantum dot is pump#dbith kinds of pulses, infrared

182



and blue. This is in comparison to the p-state simisstrength when the quantum dot is
pumped only with the blue pulses. This rise is agganied with a red shift in the energy
of the p-state (Figure 6-12b) and also a rise gfike at the low energy side of the p-line.
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Figure 6-12 a)Photoluminescence spectrum around the p-stateeafubntum dot at 910.5 nm acquired
when pumping only with blue pulses (blue curve) am@én pumping with both blue and infrared pulses. A
clear increase in the p-state emission can be wbdevhen pumping with both (infrared and blue) codo

b) The same spectrum as in a) but blown up in ordehéav the red shift in the energy of the p-statenvh
pumping with both colours.
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In order to study the effect of the infrared pslsa the p-state photoluminescence
of the quantum dot a series of measurements weferped. First by using different
band pass filters the photoluminescence spectruine$ that had been observed in
lower energies (Figure 6-5) than the p-state wédleated for the cases i) and ii) stated in
the above paragraph. Those measurements are f@eserFigure 6-13 and it can be
seen that there is no increase in the photolumamescintensity of those lines when the
guantum is pumped with pulses of both colours. &hgy however, a clear red shift in
their energy in the latter case.

Second a variety of measurements on differentydétaes between the infrared
and blue pulses and for different energies of tfiied pulses (which were around the
exciton ground state energy) as well as for difieygowers of the blue and the infrared
pulses were performed. From those measurementssifound that the rise in the p-state
photoluminescence could be observed for all ofdifferent delay time& between the
blue and the infrared pulses, even in the casethigainfrared pulse was delayed with
respect to the blue one. This means that the effeitte additional infrared pulses affect
the p-state photoluminescence not by increasin@thbapation of the ground state but in

a different way.
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200 —
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o
I

Intensity (arb units)
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Figure 6-13The two colour experiment by using filtered femtmad pulses. Only the 910nm
line exhibits significant increase when the grostate is pumped.

Xl The accuracy of the delay times is limited from fact that the zero time delay was determinediyst
measuring the length of the paths of the bluethaednfrared pulses respectively. The precisiothoge
measurements was + 1 cm which corresponds to 4c83¢conds.
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The measurements upon different energies of thiargd pulses lead to the same
conclusion. The increase of the p-state photolusti@ece was observed for higher as
well as for lower energies than the ground stabe.afl those different conditions which
are summarised in increase in photoluminesceneasity and red shift in the energy of
the p-state were observed.

Studying in more detail the red shift of the photinescence of the p-state it
was found to have almost linear dependence ondhep(Figure 6-14).

Table 6-1

6.6.1 Different conditions for the 2 colour pump
Wavelengths(nm) Time delay (nsec) Infrared PowaNm | Blue power (UW)
927.2 ~0.5 4.5 13
933.1 ~0.5 5 13
933.2 ~0.5 4.5 50
9334 ~0.5 4.5 3.2
933.5 ~0.5 4.5 12
933.7 ~0.5 4.5 3.2
933.9 ~0.5 4.5 3.6
934.1 ~0.5 4.5 3.6
935.6 ~0.5 4.5 3.6
933.9 ~-0.2(?) 45 3.9

910.55 — —— wivspw_1

Wavelength shift vs power
— fit_wlvspw_1

910.50 — y0 =910.21 +0.0164
A=0.011181 +0.00432
pow= 1.2526 +0.128

910.45 —

910.40 —

wavelenght(nm)

910.35 —

910.30 —

I I I I I I
4 6 8 10 12 14
Power (mW)
Figure 6-14The red-shift of the p-state photoluminescences (f&d markers)
and fit (black line) exhibits almost linear depence on the power.
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6.7 Temperature dependence of the quantum dot phohinescence
In order to study and explain the effect of thé&ared pulses on the p-state

photoluminescence some further experiments wenmgedaout. As red shift of PL lines
can be caused by heating of the safigeme non resonant photoluminescence versus
temperature measurements were performed.

The sample temperature was controlled using tlaehef the cryostat and the
photoluminescence spectrum was recorded for easpemture point. The temperature
changes gave rise to small shifts of the samplé&ipos~vhich was corrected for each
temperature setting. The non-resonant excitatioensity was kept similar to the one
used in the two colour pump experiment (u®/) in order to allow some easy
comparisons between the observed effects. The mainipe scan temperatures was from
9.2 K up to 31.7 K. The increase step was adjustaxh time to be less than 5% of the
actual temperature of the sample.

The collected spectra are presented in Figure. 6~adn Figure 6-15b) where all
the collected spectra are presented as a map ibeagen that lines 1, 2 and 3 which
correspond to the exciton biexciton and p-stati has already been explained, undergo
a clear red shift as the temperature rises. Thee d@fds as it is shown again in Figure
6-15b) for all of the intermediate spectral linéhe size of the shift depends only upon
the temperature and not on the energy of the spidictes and therefore it is the same for
all spectral lines. Furthermore it appears to haveonlinear dependence upon the
temperature as it will be shown below.

The intensity of the spectral lines appears toeiase with temperature as it can be
clearly seen from Figure 6-15a). However this timeincrease depends on the energy of
the line. The strength of the exciton line incresasgative to the biexciton.

The profile of the exciton line strength as wedliess wavelength as a function of
temperature, are presented in Figure 6-16a) andBd&h of them have a nonlinear

behaviour as they seem to be fitted well by powaer turves (, =1, +AT2for the PL
intensity anda = A, + BT " for the wavelength) with exponents 2.34 and 2.paetvely.

The reasons for the red shift of the spectralslimge associated with the

temperature behaviour of the band gap of the budkeriaf®> which is mainly defined
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Figure 6-15 a) Photoluminescence spectra of quantum dot 6 forouaritemperatures. T
excitation power was kept at 5.3 mW at 462amad the integration time was 100sec. The sg
have been offset for clarity.b) The photoluminescence spectra of 13 a) for thdouws
temperatures presented as a map. It is appardralthiae spectral lines between the s and the p
states undergo similar energy shifts as the tenperaises.
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by two effects: scattering of electrons by phonand thermal expansion of the lattice. In
general this behaviour is described well by thesYWars formula which assumes a
guadratic dependence of the band — gap decreasetlowdemperature at cryogenic
temperatures. In particular this quadratic tempeeatiependence appears to describe

well also the shift of the excitonic energy in gtian dots.

—— Exciton_counts
9000 — —— power law fit
8000 o parameters of the power law
. y0 =3570.9 £ 297
= 7000 — A=1.7085 +2.06 a
5 pow = 2.3691 + 0.343
© 6000
5000 —
4000
| I | | I
10 15 20 T(K) 25 30
—— Exciton ground state wavelength b
935.9 — power law fit
93684
E 9357 — Power law fit parameters
= ' y0 = 935.26 + 0.00987
S gmgd A =0.00012752 + 4.86e-05
2 ' pow  =2.4927 +0.109
>
S 93554
935.4
935.3
I I [ [ I
10 15 20 25 30
T(K)

Figure 6-16The excitora) line strength an) red shift as a function of temperature. Excitation
at 462nm (psec pulses),with excitation density.8f1%V. Integration time 10 sec.

However in the case of quantum dot 6 as it wastimeed above the dependence

of the temperature was over — quadratic. It isabedr the origin of this difference. It has
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to be mentioned though that the reported quadtiperature dependence concerns dots
which is occupied by only one exciton while it tbase of the collected data for qd 6
clearly show that more than one excitons were yiog the dot. This fact might
contribute to the divergence from the quadratic ehod

The intensity increase with temperature of thecBpklines probably originates
from the efficiency increase of the relaxation m®ses in the quantum dot. This is
something to be expected as the phonon populatmeases with temperature.

Finally observed effects as the change of thensitg ratio of the exciton and
biexciton are probably related with the differeffeet of the temperature on the different
relaxation channels for the carriers into the exciand biexciton states as well as with

possible effects on the radiative lifetime of the tstates.
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6.8 Resonant Excitation
Further experiments were performed in order tdysthe behaviour of the system

under resonant excitation as well as the effeth@laser excitation on the red shift of the
guantum dot states. Those experiments consistéaliofsets of measurements in which
the power of the laser was varied by using a liquygtal modulator. In the first three the
laser was operated in picosecond mode and it weltat the wavelength of the p-state
absorption (913.3 nm) of the quantum dot in thstfeet, at slightly longer wavelength
(913.9 nm) in the second set and at slightly sh@@&&2.6 nm) in the third one. The full
width half maximum (FWHM) of the picosecond pulsess about 0.8 nm. In the last set
the laser was operated in continuous wave (cw) nandeit was tuned at the wavelength
of the p-state absorption (913.3 nm).

The acquired data are presented below in figurgsr& 6-17 and Figure 6-18
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Figure 6-17Maps of the photoluminescence strength versus wagéh (x-axis) and excitation density (y-
axis) under resonant excitation (913.3rm)) and slightly above resonance (913.9nn)) by picosecond
pulses. Inb), d) horizontal slices extracted from the respectivepsnaabove, depicting the
photoluminescence spectra for various values oéxogation power.
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Figure 6-18 Maps of the photoluminescence strength versus wag#h (x-axis) and excitation density (y-
axis) under excitation slightly below resonance2(8hm) by picosecond puls@3, and underresonant
excitation in continuous wave (cw) modg In b), d) horizontal slices extracted from the respectivsa
above, depicting the photoluminescence spectradioous values of the excitation power

in the form of maps (a, ¢ - figures) (with the xswbeing the photoluminescence
wavelength and the y-axis the laser power) andnabeu of offset spectra in each case (b,
d — figures). Five lines appear in each one of tieasurement sets which have been
named as a, b, c, d, and e with “a” being the @meesponding to the shortest wavelength
and “e” to the longest. On the right of each lettere is a number which represent the
number of the measurement set (1, 2, 3, and 4)bdétllines “a” and “b” have been
identified from previous measurements. Line “c”responds to the emission from the
charged exciton, line “d” to the emission of theiton and line “e” to the biexciton.
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As it can be seen from the maps in figures Figui& &nd Figure 6-18 all of the
lines (a — e) undergo a red shift with increasirgitation density. All of them shift in
parallel with each other as the energy spacing éatvthem does not change. In Figure
6-19
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Figure 6-19 Wavelength shift versus excitation density of spdclines a-e for all four sets of
measurements. The shifts have been fitted with pdave curves (red solid lines and green dashedftine
spectral line d). Also on the wavelength shift atle spectral line the power law curve that fitiee Id has
been plotted (green dashed lines) after being gpiately offset, for comparison. The fitting paraers
and their deviations are givenAppendix Il - Table 1.

the wavelength of each line has been plotted ag#irsexcitation intensity. Each one of
those data sets has been fitted with a power lawedu=i,+A PP). The respective fitting
curves are also depicted in Figure 6-19 (red doles and green dashed line for spectral

line d). The fitting parametefg, A, p are presented in Appendix Il - Table 1. It appears
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that the wavelength shift is slightly nonlinear lwihe excitation density (<P). As it
was expected the parametérsandp have almost the same values (within a standard
deviation) for all of the lines and in all of theeasurement sets. Slight deviations that
appear mainly for line “b” are due to the poor sigaof the line which does not allow
precise fitting. In order to enable comparisonsfitieg curve of the d — line in each of
the sets 1 — 4, has also been plotted (green déiskesiiafter being properly offset, along
with the wavelength versus excitation density photd their fitting curves of each of the
other spectral lines.

There are some features of this wavelength shift dan be deduced from the
presented data. First it does not appear to baenfled by the excitation energy as it
retains the same behaviour in all of the measures®ta. Second it is not affected by the
laser being in pulsed or in continuous wave modée first feature indicates that the
effect of the red shift due to excitation densgynot related with absorption of light in
the quantum dot. The second feature excludes thsilplity of the effect being related
with two photon absorption in the GaAs substrate.

The fact that all of the lines red — shift paraltel each other resembles the
wavelength shift of the spectral lines due to terapge increase (Figure 6-15 b).
Additionally the indication that the effect is mefated to light absorption in the quantum
dot (and therefore not to excitonic effects caubgdlight excitation) leads to the
consideration that the shift is caused due to hgakrom Figure 6-16b it can be deduced
that wavelength shifts similar to the one appeattad to excitation density require
temperatures of 32 K. Therefore if there is thisdkof temperature increase should be
located close to the surface of the sample asetim@drature of cryostat’s cold base was
continuously monitored and it was stable at 6 Ke Thost likely candidates for light
absorption are the aluminium mask (which reflectsstrof the light but also absorbs a
small percentage of it) and defects in the wettaygr and/or in the GaAs substrate. In
principle it should be possible to write down a mlotb determine the heating as a
function of excitation intensity. This model wouléed to include where and how much
light is absorbed, the heat capacity and thermabdugctivity of all of the layers, the
thermal impedance at the interfaces between lsggmswould have to have been solved

in 3D, or possibly 2D if cylindrical symmetry wasead. The complexity of the model and
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the inability to be certain of important facts swahthe site of the absorption means that
it is unlikely that the results of such a model Vaoibe truly predictive and so the
modelling was not undertaken. It is therefore difft to be certain that heating was
responsible for the spectral shifts of the lines/éeer it seems most likely that heating is
the cause.

The PL intensity profiles of the a-e spectral $ires a function of the excitation

density for all sets of measurements are presentdeéigure 6-20 (for clarity the PL
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Figure 6-20PL intensities of each of the a — e spectral lirexsus excitation density for all of
the measurement sets (1-4) in each of the graphs.
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intensity profiles versus excitation intensity hdween plotted in single line graphs in
Appendix Il ). As it can be seen from those prafilg-igure 6-20) line “c” and “d”
(charged exciton and single exciton respectivefehthe same dependence on excitation
intensity in all of the measurement sets (curvds4 @and d1-4 in Figure 6-20). This is
expected since both lines correspond to a dot wiily one exciton. The different
strength of their PL intensities which is in favafrthe exciton has probably to do with
the relative low probability for thermal excitatioof the extra carrier at cryogenic
temperatures. However the behaviour of both of thera function of excitation intensity
varies considerably in the different sets of measents (1-4), although their behaviour
with respect to each other is the same in eacHrsset “1” a strong oscillation of their
PL intensity appears which peaks at 8.5mW and theps by more than 50% of the
peak intensity and almost levels out at that vafter 22mW. In set “2” their PL
intensity exhibits two milder and broader oscilbas which peak at 13mW and 37mw
while their strength is considerably weaker. In ‘@tthe PL intensity of the two lines
appears to rise mainly linearly with the excitatidansity although due to the low
strength of the PL it is not possible to distinguather features due to the background
noise. Finally in set “4” the PL is significantlyrenger than any of the previous sets. It
exhibits at least three oscillations with the sfthnof the one that appears at low power
to be the highest and that of the one at the high@ser to be the lowest. From those
oscillations only the first one exhibits a cleaakeat 5.2mW while the other two exhibit a
kind of plateau (or a double peak the second orieagpears in both exciton and charged
exciton) and they are significantly broader thae flist one with the last being the
broadest.

The oscillations of the PL profiles described aboannot be attributed to random
fluctuations of the excitation density. The monatos wavelength shift of the PL lines
towards longer wavelengths, with increasing exaitatintensity in all of the
measurement sets (Figure 6-19), shows that sudtuéitions have not occurred. An
obvious process which could lead to oscillationshia intensity of the lines is that it is
likely that the absorption lines are shifted spabtrwith increasing excitation intensity in
the same manner as the emission lines. Thus ifsyilséem is excited with a fixed

wavelength the absorption of the light will depestd an excitation intensity dependent
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energy difference between the excitation energythadabsorption energy. The form of
the intensity dependence of the emission intemsipected due to this model is presented
in Figure 6-21. The equations plotted in this feyassume that the absorption line can be
treated as a delta function with an energy whidftsshnearly with excitation intensity
and that the laser spectrum is a Gaussian. Cléaelyabsorption line has some spectral
width which could be included in this model howetee qualitative form of the results
would be unchanged.

As it can been seen in Figure 6-21 this model ptedine oscillation of the PL
intensity but cannot explain the multiple oscilbais that occur in set 2 and 4. This
suggests that there are also other mechanismsdhgibute in the behaviour of the PL
intensity of those lines. An attempt to explore ttegure of those mechanisms will be
presented in the next section.

Lines “a” and “b” (Figure 6-20) exhibit an alnobnear and clear overall

increase with the power in the measurement seB1However due to the weak signal

Intensity (arb units
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Figure 6-21 Predictions for the PL intensity of the excitontbe charged exciton as a functior
excitation density. The predictions have been nfadeeach set of measurements (sets 4)~The
model is based on the assumption that the absaorfgtia delta function over the wavelength and
the observed PL oscillations are the result ofcthvolution of the absorption and tagcitation puls
spectral shape. of
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these lines the background noise might have hiddadelitional features of their power

dependence. Line “a” shows a different behaviowsend which is characterised by small
oscillations (Figure 6-20). In the same set thenea adequate information for line “b” as
its PL signal was close to the level of backgroootse and that of the PL pedestal of line
“c”. Therefore it was not possible to be extractedm the data. From the above

information it is not possible to determine if thebnes originate from the studied

guantum dot. However their independent behaviatht vespect to the rest of the lines
indicates that they do not.

The biexciton line (“e”) exhibits different behawr than that of lines “c” and
“d”(however it has been shown in figures Figure &+ Figure 6-6 that it originates
from the same quantum dot as line “c” and “d” amattit also has super-linear
behaviour). In all of the measurement sets apamnfiset 3 it exhibits one broad
oscillation which peaks at considerably higher &twn density than lines “c” and “d”. It
is expected that the biexciton PL would behave diffarent way than that of the exciton
and the charged exciton as the quantum dot ircse is double excited (two excitons in
the dot).

In conclusion in this section the wavelength reidt slue to excitation density was
studied. The collected data revealed that thig shifiot related with light absorption in
the quantum dot or two photon absorption in the &albstrate. All of the spectral lines
shift equally which indicates along with the ficginclusion above that the shift is caused
due to heating. The PL profiles of the exciton #mel charged exciton show oscillations
with excitation density and this behaviour cann@ieliplained only as a convolution of a
red shifting absorption and the spectral shapéhefpulse. The confirmation of the red
shift of the p — state as well as the possibilityother mechanisms involved in the

formation of the above PL profiles will be the setdijof the next section.

6.9 Photoluminescence Excitation Spectroscopyddferent values
of laser power
In order to verify if there is a wavelength shifttbe absorption which was one of

the main assumptions for the model of Figure 6-8dl also to explore further the

behaviour of the of the observed PL, four Photoheacence Excitation Spectroscopy
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(PLE) scans were carried out at different excitaiittensities. The laser was operated in
continuous wave (cw) mode. The spectral width eftieam was less than 0.1 nm and the
average step during the scan was 0.2 nm. The stamaneelength range was from 920
nm to 907 nm. The power of the laser beam was atguilby using a liquid crystal
modulator but it was not monitored during the s¢dowever the laser power for specific
wavelengths was recorded after each scan (Fig@fs).6-
Maps for each of the scans are presented in AppdHdand the extracted PLE

profiles for lines a — f are presented in Figurg2-Lines a-d correspond to the same
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Figure 6-22PL profiles of lines a-f against excitation wavejdnand for various excitation
densities.
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wavelengths as in the previous section. Line “édttsbuted to the ground state biexciton
as it has the same energy separation from theoexai line 2 in Figure 6-5 which was
identified as the s-shell biexciton in section 8.5. Line “f” occurs at slightly longer
wavelengths than the biexciton (Figure 6-23). Aspgent feature with the same energy
separation from the exciton has also been obsenveiie PL spectra under non —
resonant excitation. The nature of this line is olgar. Whilst it may be possible to
identify other features within the PL spectra, BeE spectra of these have not been
analysed as for the most part these features arengparable magnitude as the noise and
so the PLE spectra would contain very little usaftdrmation.

One of the most obvious features of the PLE spedten plotted as a function of
excitation wavelength is that all the obvious PLE&attires shift towards longer
wavelengths with increasing power. These shiftganithe wavelength shifts observed in
the PL spectra (Figure 6-24). When the PLE spemteaplotted against the excitation

energy relative to the energy of the exciton thatdes show no shift with
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Figure 6-23 Lines e (biexciton) and f . In the inset a feature
that appears consistently in the PL spectra under -n
resonant excitation with the same energy separdtion
the exciton as line f

éxcitation intensity. Thus the shifts observed presumably associated with some
change in the bandgap of the InGaAs which as distldefore is probably due to
heating. The observed shifts are in agreement thghassumptions of the model of the
intensity dependence of the PL lines under resoesatitation discussed in the previous
section.

The PL wavelengths of all of the lines are almoshstant as a function of
excitation energy for a fixed intensity for mosttbé scanned ranged for each of the PLE
scans. However at specific excitation wavelengd3(nm and 912 nm) a blue shift
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Figure 6-24Wavelengths of the PL lines a-f during the PLE scagainst
excitation wavelength and for various excitatioteirsities (laser power).

occurs. This shift is due to a drop in the powetheflaser at the same wavelengths due to
atmospheric absorption (Figure 6-25). Whilst impiple it would have been possible to
correct this effect it was not found until afteetand of the available experimental time.
Although this is not ideal it is still possible tbtain useful information from the
experiments. One particularly unfortunate conseqge@f this problem is that it leads to a
double peak in one of the main resonances in the $dectra. For example the main
resonance of the exciton in Figure 6-22 exhibittoable peak when pumped with high
power. In reality though, this double peak is taee resonance that appears two times.
Once when the laser energy is tuned at the reseramt a second time because as the
laser energy increases further, the laser outpwepalrops (as explained above) which
has as a consequence, less red shift of the resmmarnch makes it coincide again with
the laser energy giving rise to a “second” absorpsipike. This artefact disappears when
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the PLE spectra are plotted as a function of therggnseparation from the exciton
(Figure 6-26).
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Figure 6-25 a)Laser power for the 4 different PLE scans verasgel wavelengtth) Laser power versus
laser wavelength, around 913.8neh.Normalised excitonic wavelength shift and lasewgodrop around
excitation wavelength of 913.8nm

The PLE spectra obtained for all of the PL linesvglone strong resonance, at an
energy relative to the exciton of 30meV (Figure &;2plus a number of subsidiary
resonances. It can be observed in those spectrththenain resonances of all of the lines
appear at about the same energy distance fromrtiumd state exciton. This means that
the resonance is not at a fixed energy relatiidécenergy of the PL line. In fact for line
a, the difference in energy between the excitasiod detection energies is 24 meV and
for line f, the energy difference is 31 meV (foeithmain resonances). This suggests that
the energy of the resonance is due to an excitgd sather than a phonon replica of a
ground state. In principle it might be possible éacitons produced in the ground state to
transfer to another state giving a similar effétdwever if our attribution of the trion line

is correct then it seems very unlikely that it wibble possible to pump the trion via the
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Figure 6-26 PLE spectra of lines a — f plotted as a functibthe energy difference between the
excitation energy and the energy of the exciton.

exciton line or vice versa which argues againd thierpretation. Having said this since
there is no detectable emission line at the enevbgre the resonances have been
observed it still leaves open the possibility ttiet resonances are due to phonon assisted
absorption as described in section 6.5.4 .

The strength of some weak resonances (at 918 ndnn®land 908 nm in Figure
6-22) gets considerably enhanced (in contrast thigh of the main resonance of each PL
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line occurring at ~30 meV in Figure 6-26) at higkeeser power and becomes comparable
with that of the main resonance. Similarly to whavas mentioned above for the main
resonance those secondary resonances do not agip@aronstant relative energy with
respect to the corresponding PL line. Since tharsgjon of the energy levels of the dot
is around 30 meV (section 6.5.2 Figure 6-4) thesenances probably cannot originate
from absorption in excited states of the dot. PeRtidres that have similarities with the
secondary resonances presented here have beetedejpothe literature (see ref 22,23 ).
In those references the secondary PLE resonanckdeadattributed to Raman scattering
due to localised phonoffsor due to a reduced symmetry of the dot whichralte
structure of the excitonic energy levels, makingiiich more complicated than for dots
of high symmetr§?.

Additionally an increase of the PL background canobserved at the high laser
power for some of the resonances. It is puzzling thie PL background is enhanced with
excitation intensity for some resonances for instatme exciton (line d in Figure 6-26)
and not for others as the trion (line c). This apson background is reported widely in
the literature and its origin has been attributecelectronic transitions from electronic
levels of the dot to the wetting layer h&fe<.

Another striking observation from the PLE spectidigure 6-26 is the apparent
broadening of the resonances as the excitationsiyeincreases. This broadening occurs
mainly as a big enhancement of the pedestal ofegba@nances. Although by plotting the
PLE spectra as a function of the energy separ#ton the exciton ground state cancels
the effect of the wavelength shift (due to the tlations of the laser power), on the
broadening of the main resonance, the same camasbumed for the strength of
absorption. It could be that the strength of thennadsorption point (the sharp line of the
resonance) would have been much higher with respebie strength of the pedestal but
it is not, because the pedestal is pumped withdnigbwer and therefore it looks broader
(more enhanced with respect to the sharp line whleee main absorption occurs).
However in the case of the exciton main resonaftgufe 6-26) the main absorption
appears to be saturated and this is not an artdiscto laser power fluctuations. The
highest power PLE scan (40 mW) at its highest atgaon does not drop more than 20%

(down to 32 mW). Even in this case the excitatiotensity of the highest power PLE
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scan is still almost one order of magnitude highan that of the lowest power PLE scan
(3.8 mW). The strengths of the respective absanptsonances have not the above ratio
and on the contrary appear to be almost equal.efdrer the fluctuation of the laser
power does not play any role or does not play amgortant role to the relative strength
of the main resonance and its pedestal which mibatshe observed broadening is a real
effect.

A possible cause of this broadening could be hgatit would be expected
though that heating would affect in a similar whg £mission lines. For this reason the
PL spectra of the main resonance have been pléttedhe highest and the lowest
excitation intensities in Figure 6-27. Some sliphvadening can be observed but it is

much smaller than that of absorption. However th#et observation cannot be
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Figure 6-27The PL spectra when exciting at the main resonéordade highest (red) and lowest (blue)
power. Although some broadening can be obsenisdchiuch smaller than the one observed for the
absorption.

conclusive as the emission lines of Figure 6-27tlaose of the ground state so no direct
comparisons can be done. Some more insight intefteet of the absorption broadening
could be acquired from the data of the temperatiéqgendence of the PL lines which
were presented in section 6.7 . It can be seen FKigure 6-24 that the wavelength shift
of the exciton emission (line d) between the lowaswer PLE scan (3.8 mW) and the
one with power 20 mW is at most 0.7 nm. Such wangtle shift is induced when the

temperature of the sample increases from 5.7 KL1t@ & according to the temperature

dependence of the exciton wavelength shift whialiven by the power law presented in
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Figure 6-16b. A comparison of the broadening duéetoperature increase of PL lines
with energies close to the one that the main emcatbsorption occurs is presented in
Figure 6-28. It is obvious that temperature indubesdening on its own cannot give
rise to the broadening observed for the high pquenp (inset of Figure 6-28 and Figure
6-26).
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Figure 6-28 Comparison of the emission line at 36 meV higheanththe exciton (possit
emission from the p shell). The 5.7 K temperatutehBs been horizontally shifted order tc
overlap with the PL spectrum at 31.7 K allowing sheomparison of the widths of the lir
Inset: PLE spectra of the exciton at 3.8 and 20 mW .

The resonances of all the PL lines exhibit pedestdlancement with increasing
excitation intensity. For lines ‘e’ (biexciton) arid (Figure 6-26) this enhancement is
much more important as the pedestal at high elaitantensities has a strength which is
more than half of the main absorption line of tleresponding resonance. This kind of
proportion of the strengths of the main absorptinoa and the pedestal is not expected
for the biexciton in the case that the absorptiotucs to an excited state. On the contrary
it would have been expected that the absorptiothimbiexciton is super-linear (possibly
guadratic) with excitation energy leading to a phabsorption line with very high

relative strength with respect to its pedestal.
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6.10 Conclusions
Optical measurements were carried out on a singentgm dot by means of

confocal microscopy and spectral filtering. Photoilmescence lines that were observed
were identified by their dependence upon excitatiensity. The main lines observed
were identified as the ground state exciton at 132¥ and the biexciton at -0.7 meV
shift relative to exciton (sre) . A third majordinvas also observed at higher energy (35.4
meV sre) and its power dependence indicates that excited excitonic state. Its energy
shift relative to ground state exciton suggestsithia the p-state.

In order to confirm the connection of the excitedtes with the dot under
investigation photoluminescence excitation spectspg measurements were performed.
A strong resonance at energy (30.16 meV sre) closthat of the above line was
observed. The difference in energy of the PL an& Bpectral features can be attributed
to few body effects which are present in the lursgemce experiments when the dot is
multiply excited.

Furthermore under resonance excitation a line atggn(1 meV sre) higher than
that of the excitonic ground state was also obseridis line is present only under
resonant excitation and simultaneous non — resoeetitation causes it to disappear.
Therefore this line was identified as coming froroharged exciton state. The existence
of such a state was attributed to backround doppfrihe sample (charge traps) whose
effect is eliminated when excitation above the quandot barriers takes place leading to
generation of free carriers which can neutralizedharge traps.

Having identified the possible p-state a time nesokwo colour pump
photoluminescence experiment was carried out. Theo&this experiment was to probe
the ground state occupation indirectly, which woalthble the realization of coherent
measurements on the ground state without probirtigeaéxcitation energy. The latter is
an inherent problem of the conventional pump ar@b@rtechnique when probing the
ground state as it leads to a big background hiaguit poor signal to noise ratio. The
time resolve two colour pump photoluminescence expmnt does not suffer from
background as it indirectly probes the ground state brief the main idea of this
experiment is to use a non resonant pulse of strembich will lead to on average two
excitons captured into the quantum dot. If thesgters arrive when the ground state is
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empty this will lead to no, or little p-state lurestence. However if at the time of the
arrival of the non resonant pulse the s-state ¢sijpied due to some resonant excitation,
then the p-state will become occupied and p-statenlescence will increase noticeably.

This idea was implemented by using an infrared rmrasbexcitation pulse and doubling

the frequency of the infrared to produce the n@omant excitation pulse i.e. red — blue
pump — probe.

A change in the photoluminescence intensity of phestate was observed
depending upon the intensity of the infrared puagzompanied with a red shift in its
emission energy. However both of the effects wertedl to be independent of the time
delay between the infrared and blue pulses as agethe exact energy of the infrared
pulse. This suggested that these effects wereimpiysrelated to the occupancy of the
ground state.

In order to identify the origin of those two effediurther measurements were
undertaken. The temperature dependence in the rarig®& to 30 K of the
photoluminescence under non resonant excitation siiadied. The photoluminescence
intensity of all of the observed spectral lines eged to increase with temperature and
shift its energy towards longer wavelengths showtimgt heating might contribute to
effects observed at the two colour pump experiméatthermore the exciton emission
wavelength was found to have an over-quadratic riigrece on temperature which
deviates from the quadratic dependence predicteddrghni's formula possibly due to
many body effects in the quantum dot. The photah@®tence intensity increase was
attributed to more efficient relaxation processes tb the increase of phonon population
with temperature.

The wavelength red shift due to increased excitaitbensity under resonant or
close to resonant excitation of the p-state waadawt to depend upon excitation energy
and was also observed for cw excitation. These uneasents showed that this shift is
not related with light absorption in the quantunt oiotwo photon absorption in the GaAs
substrate. Furthermore all of the spectral lingt glgually as it would be expected if
heating was the mechanism.

The photoluminescence intensity profiles of theitexcand the charged exciton

exhibited oscillations with excitation intensity der the above resonant excitation
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conditions. Oscillations of the excitonic photolu@scence intensity as a function of the
excitation intensity under resonant exctition freab-nanosecond pulses in quantum dots
have been reported in the literature and theirimngas attributed to Rabi oscillations.
However in the current experiments similar osdlas were also observed under cw
excitation which rules out the possibility of Rabscillations. The latter raised the
suspicion that an excitation induced shift of thsaption might be fully responsible or
contributing to the observed oscillations. A simpi@athematical model was developed
assuming that the absorption lines red shift witfixad energy separation from the
exciton and that the shape of the absorption linesdnot change with excitation
intensity. Comparison of this model with the obsehoscillations showed that it cannot
be the sole explanation of the observed effect.

Photoluminescence excitation spectroscopy scans difierent excitation
intensities confirmed the suspected red shift & #bsorption lines with excitation
intensity. The resemblance of this effect with tee shift of the photoluminescence lines
with temperature indicates that heating might dbate to the red shift induced by the
excitation beam. Two more effects were observee flitst one is an increase of the
absorption background with excitation intensity g¥hiwas attributed to electronic
transitions from electronic levels in the quantuot tb wetting layer holé&?’ The
second one is a broadening of the red shifting ritien lines with excitation intensity.
Comparison with the broadening of photoluminescelmoes that were similarly red
shifted due to temperature increase showed thaexiegation induced broadening is
considerably wider than the one caused by the teahpe increase. Thus heating
induced by excitation cannot be the sole explanafior the changes in the PLE
spectrum. The overall mechanism that causes theshidtland the broadening of the
absorption lines remains unknown. However the measents indicate that the original

concept for indirectly measuring the occupatiothef ground state is not feasible.
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6.12 Appendix Il

Appendix Il - Table 1 Fitting parameters for the power law fitting curvesthe wavelength shifts of

spectral line a-e for all sets of measurements

line A0 p

al 929.65+0.020709 0.016897+0.0021242 1.1289+08283
bl 932.7+0.039112 0.021317+0.0053426 1.0779+0.06777
cl 933.06+0.063553 0.010051+0.004895 1.2633+0.11357
dl 933.68+0.0099781 0.017142+0.0011388 1.1262+Q@1A45
el 934.34+0.028734 0.020639+0.0040189 1.0828+018I53
a2 929.68+0.023382 0.017475+0.0028124 1.1196+0108372
b2 932.7+0.021408 0.0278+0.0036644 1.013+0.030514
c2 933.08+0.031584 0.01527+0.0036389 1.1485+0.05586
d2 933.71+0.0080766 0.017108+0.0010423 1.1221+3494
e2 934.4+0.027701 0.018159+0.0032648 1.1132+0.®81125
a3 929.65+0.05518 0.01666+0.0053593 1.1268+0.071831
b3 932.79+0.18044 0.015365+0.015249 1.1345+0.21746
c3 933.03+0.040048 0.019975+0.0058763 1.0632+094680
d3 933.69+0.011632 0.016204+0.0013556 1.1293+04493
e3 934.35+0.070696 0.02723+0.011997 1.003+0.10071
a4 929.58+0.019532 0.021699+0.0018971 1.1535+01200
b4

c4 933.02+0.023466 0.013108+0.0020503 1.2782+0.0879
d4 933.6+0.0080232 0.023905+0.0010484 1.13+0.010459
ed 934.27+0.016886 0.02534+0.0023532 1.1204+0.02242
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Appendix Il - Figure 1 Intensity profiles of spectral lines al- el darection of the excitation

density. At the bottom — right graph all the liresve been plotted together versus the excitation
density. At bottom left the PL intensity of thedmhave been plotted versus the square root of the212
excitation density.
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Appendix Il - Figure 2 Intensity profiles of spectral lines a@2 as a function of the excitation den:
At the bottom — right graph all the lines have bpkaited together versus the excitation density. At

bottom left the PL intensity of the lines have beéotted versus the square root of the excitation

density.
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Appendix Il - Figure 3 Intensity profiles of spectral lines a83 as a function of the excitation dens
At the bottom — right graph all the lines have bpkaited together versus the excitation density. At

bottom left the PL intensity of the lines have beéotted versus the square root of the excitation

density.
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Appendix Il - Figure 4 PL intensities of spectral line &#% versus excitation density. Line b4 has |
omitted as due to its very low intensity it was possibly to be extracted form the data of fig..18&
of the PL lines versus excitation density and vetke square root of excitation density have been
plotted in the bottom left and bottom right grapéspectively.
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Appendix Il - Figure 5 PL intensities of each of the a — e spectral lirersus the square root of the
excitation density for all of the measurement §&44) in each of the graphs.
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6.13 Appendix Il

920
918
100
€ 916 800
£
£
g 600
[ 914
g
c 400
o
£ 912
5 200
910 0
908
930 932 934 936
Photoluminescence wavelength(nm)
920
200
918
—_ 150
[= 916
£
<
IS)
& 100
[ 914
]
=
c
o
g o2 500
©
X
i
910 0
908
930 932 934 936
Photoluminescence wavelength(nm)

Appendix Il - Figure 1 PLE scans for laser power 3.8mW (upper) and 10noWwet)
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Algorithm for extraction of PLE profiles: It was considered that the spectral distances
between the lines remained as when exciting noesemnantly and also that in the PLE
scans the exciton exhibits always greater interibiiy all of the other lines. The routine
finds the exciton wavelength by finding where thaxmum in each spectrum is and then
scans for a local maximum in a range of 6 pointh i specified spectral distance from

the main maximum (exciton)
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Conclusions of Part Il

The focus of the second part of the thesis was uantym dots and more
specifically on their optical and coherent propestiln chapter 5 a brief literature
review of their electronic and optical propertieaswpresented. The effect of the three
dimensional quantum confinement, and its variougimmes, as function of the
guantum dot size, the effect of various excitoramplexes as well as the coherent
properties of a two level system were described.

In chapter 6 the experimental work on the optigecsroscopy of a single
quantum dot was presented. By means of micro —dRlminescence measurements
extensive characterisation of a single quantumwds carried out. The ground state
of the quantum dot was identified from the Ilineaependence of its
photoluminescence intensity upon the non resonecitagion intensity. By the same
means as well as by photoluminescence excitatientsyscopy (PLE) the emission
line at approximately 36 meV higher energy was fified as possibly originating
from the first excited state of this quantum dotsrAall discrepancy between the non
resonant photoluminescence measurements and theare® observed by means of
PLE was attributed to many body effects.

During the PLE experiments an emission line havhey same resonance as
that of the excitonic ground state was also obseatel meV higher energy than the
ground state. By carrying out simultaneous resoremd non resonant optical
pumping this line was identified as the chargediterc Its occurrence only when
pumping at resonance (or close to it) was attributethe existence of background
doping resulting charge traps which are neutralisgdhe free carriers when the
quantum dot barriers are pumped.

In order to study the coherence properties of t@ntym dot ground state a
time resolved two colour pump photoluminescenceegrpent was performed. The
key idea of this method is to use an optical pridrethe coherence of the ground
excitonic state whose energy is different than ltser excitation and thus allows
detection at zero laser background therefore impgpsignificantly the signal to
noise ratio. In brief the experiment consists 06 tpulses; a low energy one that
pumps the ground state of the dot and high enengytbat pumps the barriers at a
delayed time and whose intensity is such that wdelt to an average of two
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excitons in the dot. The optical probe is the photonescence of the first excited
state whose intensity would depend upon the octupatrobability of the ground
state. The latter is controlled by the intensitytteé low energy pulse. This technique
would enable the indirect observation and measunemiecoherent effects such as
Rabi oscillations.

When performed the time resolved two colour pumptpluminescence
experiment, a change of the intensity as well asdashift of the first excited state
were observed. Both of them appeared to depend tingoimtensity of the low energy
pulse but were found to be independent of the tielay suggesting that the origin of
those effects was not simply related with the oecuy of the ground state.

Further experiments were undertaken in order tatiffethe origin of these
effects and also to find out if the study of thénemnce of the ground state with the
time resolved two colour pump photoluminescencenogkttvas feasible. Temperature
dependence photoluminescence measurements shdvedédhe emission lines to red
shift and increase their intensity with temperaturéhe range of 5 to 30 K. The red
shift was found to have over-quadratic dependentdemperature thus deviating
from the Varshni's formula. This deviation could gmessibly attributed to many body
effects. The intensity rise of the emission is pialp the effect of the increase of the
phonon population with temperature which results miore efficient relaxation
mechanisms

Photoluminescence measurements under resonantatexitof the first
excited state showed that the red shift causedhégxcitation intensity increase does
not depend upon the exact energy of the excitatrarpon the excitation being pulsed
or cw. Therefore the observed red shift is indepahdf light absorption in the
guantum dot or two-photon absorption in the GaAsstate. Furthermore all of the
observed emission lines the same amount of retdwhi€h resembles their shift due
to heating.

The intensity of the emission of the exciton andrged exciton exhibited
oscillations as the excitation intensity was insegh under resonant or close to
resonance excitation. These oscillation were olesefer pulsed as well as for cw
excitation thus excluding the possibility of beiagnanifestation of Rabi oscillations.
The possibility the observed oscillations might deonvolution of a red shifting
absorption with an increasing excitation was egdothrough the means of a

mathematical model. The latter showed that thesteft of the absorption although
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might contribute to the effect cannot be the onchranism that causes the observed
oscillations.

The red shift of the absorption was confirmed byotpluminescence
excitation spectroscopy measurements for variousita#on intensities. The
observation that all of the absorption lines exiithia red shift with excitation
intensity resembling that of the emission linesigated further towards the thermal
origin of this effect. In the same experiments, iacrease of the absorption
background with excitation intensity was also obsdrand attributed to electronic
transitions from electronic levels in the quanturot do wetting layer holes.
Additionally, a broadening of the absorption lingih excitation intensity occurred.
This broadening was found to be considerably withem the one exhibited by
emission lines which have similarly been shiftece da temperature increase. The
latter shows that the changes of the photolumimescexcitation spectra cannot be
explained only by heating induced by the excitatibhe overall mechanism of the
red shift and broadening of the absorption lineeai@s unknown. Finally the above
experiments indicate that the original conceptiidirectly measuring the occupation

of the ground state is not feasible.
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