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UNIVERSITY OF SOUTHAMPTON 

ABSTRACT 

FACULTY OF ENGINEERING, SCIENCE AND MATHEMATICS 
SCHOOL OF PHYSICS & ASTRONOMY 

For the degree of Doctor of Philosophy 
GROWTH, SPECTROSCOPY AND UTILISATION OF NOVEL LOW DIMENSIONAL 

NANOSTRUCTURES: CARBON NANOTUBES AND QUANTUM DOTS 
By Konstantinos Nikolaos Bourdakos 

The work presented in this thesis deals with two important low dimensional nanostructures: 
carbon nanotubes (CNTs) and quantum dots (QDs). In the part of the work related to CNTs a 
novel method for growing CNTs without the need of metal catalyst is presented. The as produced 
CNTs were grown by means of chemical vapour deposition on Si-Ge islands and on Ge dots 
grown with the Stransky – Krastanow method on top of silicon substrates. Through rigorous 
characterisation products of the method were identified as single wall carbon nanotubes 
(SWCNTs) with diameters of 1.6 and 2.1 nm. Acquired Raman spectra showed very low intensity 
or none D – band while the G’ band was of high intensity indicating that the as produced CNTs 
may be of high quality. A by-product   of this method is amorphous fibres which can be easily 
eliminated when exposed to HF vapour. As this method does not employ metal particles it is fully 
compatible with the front end silicon processing and therefore opens up the prospect of merging 
carbon nanotubes with silicon technology. 

Furthermore CNTs were utilised as probes for atomic force microscopy (AFM). For the 
fabrication of the CNT probes two methods were applied successfully: the surface growth method 
and the pick up method. The latter was found to be substantially more efficient than the former 
and although not proper for mass production it is ideal for laboratory use as it can potentially 
generate thousands of CNT probes. The as fabricated CNT probes, had diameters in the range of 
4 to 7 nm. Using CNT probes the surface of a mesoporous material with pore diameter of 7 to 12 
nm and repeated distance of 15 to 18 nm was imaged, proving the high resolution that can be 
achieved with such probes and that AFM can be applied successfully to mesoporous materials. 
The latter has the potential to considerably expand the knowledge and the control of such 
materials to the nanoscale. 

In the part of the work related to QDs a time resolved two colour pump 
photoluminescence (PL) technique was applied, with the aim to probe the coherent properties of 
the excitonic ground state of a single Stransky-Krastanow InGaAs QD. The method comprises of 
two pulses of different energy; a delayed blue pulse that pumps the GaAs barrier and an infrared 
(IR) pulse that pumps the excitonic ground state of the QD. The PL of the 1st excitonic excited 
state of the QD is used in order to probe the occupancy of the ground state. The detection is 
carried out at zero laser background and thus having a considerably higher signal to noise ratio 
than other pump and probe methods. A PL intensity variation and a red shift in the energy of the 
1st excitonic excited state were observed, with both effects being dependant upon the intensity of 
the IR pulse but independent of the time delay and its energy. Further investigations showed that 
the IR excitation causes all PL and absorption lines of the QD to red shift, induces broadening of 
the absorption lines and increases the background absorption. Comparison with temperature 
dependent PL measurements showed that although heating might contribute to the above effects it 
cannot be the sole reason for their occurrence. Because of the above effects the time resolved two 
colour pump method cannot be applied as such for probing the coherence of QD ground excitonic 
state and needs to be modified further.    
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µου παρείχαν οι αγώνες τους εναντίον της ναζιστικής κατοχής της Ελλάδας καθώς και η 

ασυµβίβαστη, συνεπής και υπερήφανη στάση τους εναντίον κάθε µορφής τυραννίας κατά 

την ζοφερή πολιτική περίοδο στην Ελλάδα που ακολούθησε µετά το τέλος του β’ 

παγκοσµίου πολέµου ». 
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Chapter 1                          Introduction 

 

A new exciting and rapidly developing forefront field1 in physical and life 

sciences as well as in engineering has emerged in recent years, the field of 

Nanotechnology. It promises2 to revolutionise existing domains of technology such as 

electronics and also to introduce new, for instance nanofluidics and nanomechanics. 

Nanotechnology is the field of study and fabrication of physical, chemical and biological 

systems with dimensions that range from that of an individual atom or molecule, up to 

submicron scales.   Its impact on science and technology but also on economy and society 

is considered by some authors to potentially be as profound2 as that of semiconductor and 

information technology in the second half of the twentieth century. 

The above consideration is not just a speculation but is based on the current 

economic trends and predictions. In the year 2000 the microsystems market2 was 

approximately $15 billion, which with a projected annual rate of 15-20% is expected to 

rise at $100 billion by the end of the decade. The nanosystems market was about $100 

million and is expected2 to have an astonishing two hundred and fifty fold increase until 

the end of the decade, reaching $25 billion. Furthermore the importance of 

Nanotechnology is supported by the investments of some governments in the 

corresponding research domains, as for instance in the U.S.A. which in the year 2001 

invested2 almost half billion dollars in the National Nanotechnology Initiative (NNI). 

Also developments in nanotechnology related to electronics industry are included in the 

International Roadmap for Semiconductors under the sections Emerging Research 

Devices and Emerging Research Materials3. The degree of the importance of 

nanotechnology is also reflected in the fact that major publishing companies and 

institutions have issued a number of journals focusing exclusively on nanotechnology, for 

instance “Nature Nanotechnology” by McMillan Publications,  “Nanotechnology” by the 

Institute of Physics (IOP), “Nanoletters” by the American Chemical Society (ACS), 

“Physica E – Low Dimensional Systems and Nanostructures” by Willey Interscience, 

“Journal of Nanoparticle Research” by Springer, “Nanotoday” by Elsevier. 
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The promises of nanotechnology, for revolutionising old but also inventing new 

applications in the whole spectrum of modern life, lie in its core definition; nanoparticles 

with sizes smaller than 100 nm have different properties than that of the bulk material1 

and so do the nanostructures assembled from them. This is a consequence of the fact that 

the particles whose dimensions are smaller than the characteristic lengths associated with 

particular effects are likely to exhibit different physical and chemical properties than the 

ones of the bulk material, leading to a behaviour that depends upon size1. Thus a number 

of physical and chemical properties such as the electronic structure, the melting point, the 

reactivity and the mechanical properties, have been observed to change when one or more 

dimensions of a particle become smaller than a critical size1. The exploitation of those 

properties as well as the possibility to control them by varying the size, have an enormous 

field of potential applications, ranging from the fabrication of ultra-strong materials, drug 

delivery, medical imaging and new therapies up to optoelectronic applications and 

quantum computing1,2,4.  

It is this wide range of properties and applications associated with the 

nanoparticles that makes their study a highly interdisciplinary field. For this reason 

nanotechnology incorporates a big spectrum of subjects that starts from topics in 

chemistry such as the catalysis of nanoparticles1 and goes up to topics in physics and 

engineering such as the quantum dot lasers5. 

 

1.1  A Brief History of Nanotechnology 

Although nanotechnology has only recently emerged as a new scientific and 

technological field, there is evidence that the exploitation of the unique properties of 

nanoparticles has a much longer history. An artefact from the fourth century A.D., the 

Lycurgus cup (which resides in the British museum6) is made from dichroic glass that 

changes its colour when held up to the light. This kind of glass owes its properties to the 

inclusion of silver and gold nanoparticles6. In a similar manner the colourful windows of 

medieval cathedrals are made from glass (stained glass) containing metal nanoparticles1,7.  

Nanoparticles have also been exploited in other aspects of ancient technology, 

such as metallurgy and the preparation of dyes.  It was found recently through the means 
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of transmission electron microscopy studies that the unique properties of the legendary 

Damascus swords, which were manufactured in the seventh century A.D. are due to steel 

containing carbon nanotubes and cementite nanowires8. Furthermore the study of a recipe 

for a hair dye found in a text from the Greco – Roman times, used by ancient Egyptians 

about 4000 years ago, showed that its properties are due to the formation of PbS 

nanocrystals inside the hair9. 

In relatively more recent years the development of photography started in the 18th 

century and was based on silver nanoparticles1 which were sensitive to light. The 

photographic film is an emulsion1,10 consisting of a thin layer of gelatine containing silver 

halides which lie on a layer of transparent cellulose acetate. The silver halides are 

decomposed by the light yielding silver nanoparticles which are the pixels of the image1. 

Already in 1802 Thomas Wedgwood together with Sir Humphrey Davy presented a 

paper11,12 with the title “An account of a method of copying paintings upon glass and of 

making profiles by the agency of light upon nitrate of silver”, in which they described a 

method for producing photographic images using silver nitrate. Although the images 

were not permanent their method was considered as a breakthrough. Later1 in the 19th 

century the technology of photography was developed further with milestones the 

production of the first colour photograph in 1861 by J. C. Maxwell and the development 

of a flexible film that could be rolled by Eastman in1883. 

In 1908 G. Mie1 published a paper in Annalen der Physic in which he provided an 

explanation of the dependence of the colour of the glass upon metal particle size and 

kind.  In 1930’s work published by I. Langmuir and K. Blodgett led later on in the 1960’s 

to the fabrication of Langmuir-Blodgett films which exhibit extremely high periodicity at 

the nanometer scale4. In 1932 in work published by Rooksby5,13,45 and was based on X – 

ray analysis, the colour of some silicate glasses was related to small inclusions of 

semiconductor materials such as CdSe and CdS. Such glasses (i. e. glasses dopped with 

semiconductors) have been used5,45 since the 1960s as optical filters with sharp cut – off. 

It was not until the 1980s that it was understood16,17,18,19,45 that those semiconductor 

inclusions were owing their properties to the effect of quantum confinement. 

                                                 
1 The term nanoparticle here, although close, does not completely comply with the definition given above, 
as the size10 of the silver – halide grains are usually between 1µm and 500 nm. 
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At the end of 1950s R. Feynman presented1,2,4 a prophetic lecture at an annual 

meeting of the American Physical Society (29 December 1959) with the title “There is 

Plenty of Room at the Bottom”14,15. He described a technological vision of assembling 

nano-objects atom by atom or molecule by molecule having different properties than the 

bulk. A couple of years before, in 1957, Ralph Landauer1 who was working for IBM, 

considered the possibility of nano-sized electronics and realized the impact of the 

quantum effects at this scale of dimensions. 

The research and the discoveries in the domain of nanoscience followed an 

exponential trend in the decades of 1960’s up to today. A number of the milestones will 

be briefly mentioned below: discovery of porous silicon1 (nanometer size pores) in 1956 

by Uhlir , discovery of magnetic fluids1 in 1960s, study of conduction electrons in metal 

nanoparticles1 in 1960s, fabrication of the first quantum well1 in 1970s at Bell labs and 

IBM, Mann, Kuhn, Aviram and Ratner introduced the ideas of molecular electronics4 in 

1970s, development of molecular beam epitaxy (MBE)4 in 1980s,  Ekimov and 

Onushchenko reported the first observation of three dimensional quantum 

confinement16,17,18,19 in 1981, synthesis of fullerene20 in 1985, invention of scanning 

tunneling microscopy (STM)21,22 and atomic force microscopy (AFM)23,24 in the 1980s, 

development of the colloidal25 quantum dots at Bell labs in the mid – 1980s,  B. J. v 

Wees, H. v Houten, D. Wharam, M. Peper, observed the quantization of conductance1 in 

1987, T. A. Foulton, G. J. Dolan observed the Coulomb blockade1 in the late 1980s,  

electron beam lithography1 was introduced in the late 1980s, the fabrication1 of layered 

(with nanometer thick layers) alternating metal magnetic and nonmagnetic materials 

exhibiting giant magnetoresistance with applications in magnetic storage was first 

achieved in the late 1980s, discovery of carbon nanotubes26 by Iijima in 1990, growth of 

self assembled27 quantum dots by means of MBE in 1993, utilization28 of carbon 

nanotubes in scanning probe microscopy in the middle 1990s, fabrication29,30 of the first 

single walled carbon nanotube field effect transistor in 1998,  first demonstration of 

quantum dots as fluorescent biological labels in 199831,32, fabrication33 of a single 

graphene sheet and demonstration of a high mobility FET device by Novoselov, and 

Geim  in 2004. 
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1.2  The necessity of Nanotechnology 

Nanotechnology is not only a domain with exciting potential applications but also 

a necessity for future economic development. This can be easily demonstrated in the 

domain of electronics. According to the Moors’ law the computing power is doubled 

every one and a half years4. This means that the circuits on the silicon chips need to 

shrink at the same rate. 

However there are physical limitations to this ever shrinking scheme which 

consequently puts a barrier to the computing speed that can be achieved by the silicon 

technology in the future. The most important of these limitations are going to be 

discussed briefly here. First the scaling down of the silicon devices requires the 

corresponding decrease of the thickness of the insulating layers4. Thinner insulating 

layers would result in higher electric fields which can lead to electron tunnelling or even 

avalanche breakdown, rendering the devices unreliable or even destroying them4. 

Second the fabrication of ever shrinking devices will at some point need to deal 

with the dispersion of the bulk properties of materials4,34. A doped semiconductor 

material, to a good approximation, can be considered a homogeneous medium. This 

approximation though breaks down at very small (nanoscale) dimensions. For example a 

typical p-type (boron doped) semiconductor has an impurity concentration of NA= 

1023/m3 which corresponds to a surface doping concentration of NAS  = (NA)2/3≈ 5 · 

1014/m2. This means that for a MOS-FET with channel of mm µµ 11 × there is an average 

of 500 impurity atoms under the gate. As these impurities follow a statistical distribution 

in the semiconductor, the deviation of their average number >< N  per surface area is 

proportional to >< N/1 . So in this case the statistical deviation from average is going 

to be approximately 4%. However if this device shrinks by a factor of 100 

( mm µµ 1.01.0 ×  channel) the corresponding average number of impurity atoms under the 

gate would be 5 and the consequent standard deviation about 44%. This implies a big 

deviation to the threshold voltage of such kind of devices resulting in a non reliable 

operation of the integration circuit. The increase of the doping concentration has been 

considered as temporary solution, as the same problem will reoccur at a smaller scale. 

Furthermore high doping levels will result in smaller widths of the depletion zone at p-n 
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junctions and thus increasing the probability of carrier tunnelling and avalanche 

breakdown4. 

Third, the occurrence of the effects of quantum confinement when one or more of 

the dimensions of the fabricated devices becomes comparable or smaller than a critical 

size, as it was mentioned above. In this case, as it will be discussed below (Chapter 2              

and Chapter 5               ), the electronic structure of the material will defer dramatically 

from the bulk resulting in a different function of the device. However the exploitation of 

structures and devices manifesting the effect of quantum confinement might lead to a 

new generation of quantum nanoscale devices which may play a key role in future 

nanoelectronics4, as will be discussed below. 

Finally, the heat dissipation of the integration circuits creates one more problem 

in the scaling down of the electronic devices. Even though the power consumption on a 

logic gate of a modern very large scale integration circuit (VLSI) can be as small as 10-

5W, the total amount of power that must be dissipated can be as high as 100 W due to the 

large number of devices4. Further scaling down is expected to increase the need for heat 

dissipation as operation power scaling cannot be achieved precisely in CMOS devices35.  

However the heat dissipation is limited due to the limited thermal conductivity of the 

materials34 and therefore sets one more obstacle in the scaling down of the electronic 

devices. 

The above limitations impose a barrier in the scaling down of the electronic 

devices of the integrated circuits. The difficulty of continuing the ever shrinking scheme 

of the electronic devices is characteristically expressed in the Executive Summary of the 

2007 edition of the International Roadmap for Semiconductors (ITRS): “…since 2001, 

we have reached the point where the horizon of the Roadmap challenges the most 

optimistic projections for continued scaling of CMOS2 (for example, MOSFET channel 

lengths below 9 nm). It is also difficult for most people in the semiconductor industry to 

imagine how we could continue to afford the historic trends of increase in process 

equipment and factory costs for another 15 years! Thus, the  ITRS must address post-

CMOS devices”3. As is underlined elsewhere in the same text, it is very likely that the 

conventional path of scaling will not be able to meet the future application requirements 

                                                 
2 Complementary Metal-Oxide-Silicon (CMOS). 
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which are set by performance and power consumption3. Therefore there is a need for the 

introduction of new materials and device architecture in order to overcome the scaling 

barriers in the future3.  

There are several proposals in order to go beyond the scaling barriers and many of 

them exploit devices (such as resonant tunnel device single electron device, quantum 

dots)3,4 and materials (such as graphene nanoribbons, carbon nanotubes, quantum dots)3,4  

coming from the field of nanotechnology. Some of these ideas propose modifications to 

the current CMOS architecture in order to extend the CMOS scaling such as carbon 

nanotube3 FETs while others propose a whole new paradigm of computing such as 

quantum computing exploiting nanostructures such as quantum dots4.  These two later 

nanostructures i.e. carbon nanotubes and quantum dots are the systems studied in this 

thesis. 

 

1.3  Two important nanostructures: Carbon Nanotubes and Quantum Dots 

Two of the most intense studied systems of the nanotechnology field are carbon 

nanotubes and quantum dots. Their importance becomes obvious if it is pointed out that 

they are considered as the building blocks of nannoscience25. A short description of these 

nanostructures will be given below (for more details see Chapter 2              and Chapter 5              

) and their importance in the field of nanotechnology and technology in general, as well 

as the contribution of the work reported in this thesis towards their development and 

study, will be discussed briefly.  

Carbon nanotubes36 can be thought of as a seamless cylinder made up by rolling a 

graphene sheet. Their length36,37 can vary from a few nanometers to several micrometers 

while their diameter (in the case of single walled carbon nanotubes) is in the range of 

subnanometer to approximately three nanometers. Their electronic properties36,37 depend 

very strongly on their diameter and chirality (the way the grapheme sheet has been rolled 

off) and they can exhibit metallic or semiconducting behaviour. They are one 

dimensional systems as the charge carriers can move freely only along the direction of 

their axis while their movement along their circumference is restricted, from the imposed 

quantum confinement due to their small diameter. It is this one dimensional character that 
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a lot of their astonishing properties arise from such as ballistic transport, extremely high 

current density. Because of their unique electronic properties and nanoscale size they are 

considered as very strong candidates as channels3 in silicon FETs in the case of 

semiconducting carbon nanotubes or interconnects3 in VLSIs in the case of metallic 

carbon nanotubes. However in order to exploit carbon nanotubes in nanoelectronics a 

number of issues must be resolved. Techniques that allow the selection of carbon 

nanotubes according to their electronic properties and enable selective positioning of 

them on a substrate must be developed further. Also in order to be able to use carbon 

nanotubes in the front end silicon processing facilities one has to get rid of the heavy 

metal catalyst, which are mixed with carbon nanotubes during their growth. This latter 

issue is addressed in this thesis where a method for growing carbon nanotubes without 

the need for metal catalyst is presented.  

The fabrication of nanoelectronic devices though is only one fraction of the 

potential application of carbon nanotubes. Because of their optical properties, carbon 

nanotubes behave as excellent saturable absorbers with potential applications in laser 

fabrication38,39,40. Related to their optical properties and more specifically their ability to 

absorb infrared light as well as their size it is also their potential medical applications41 in 

cancer treatment. 

Due to their unique mechanical properties36 (they are tens of times stronger than 

steel) they have been considered as possible reinforcement for structural materials. These 

mechanical properties associated with their small size and cylindrical geometry render 

carbon nanotubes as ideal probes in scanning probe microscopy for ultra high resolution. 

In this thesis different methods for fabricating probes for scanning probe microscopy by 

utilising carbon nanotubes are explored. Additionally by using carbon nanotube probes 

ultra high resolution images of surfaces of mesoporous materials were acquired by means 

of AFM, showing that knowledge and control of such materials can be extended down to 

the nanoscale. 

  As it was mentioned above another important entity of the nanotechnology field 

is quantum dots. This term refers to structures in which the charge carriers are confined in 

all three directions resulting in the formation of discrete energy levels similar to those of 

an atom. There is a variety of methods5,42,43 and systems that can be fabricated bearing 
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the properties of quantum dots, such as lithographically fabricated quantum dots, 

modulated electric field quantum dots, nanocrystals45, and self assembled quantum dots. 

Their dimensions range from a hundred of nanometers down to a few nanometers and can 

have a variety of shapes such as pyramidal, spherical, or other patterned shapes. Their 

properties5,42,43,45,44 strongly depend on their size, shape and also on the material they are 

made of. Most commonly used materials are various alloys of InGaAs, InAs, Si, Ge, CdS, 

CdSe, CdTe, PbS. 

 Due to the similarities of some aspects of the electronic properties of quantum 

dots with those of an atom5, they are considered as potential candidates for the realisation 

of quantum computing and in general of quantum information processing5 as for instance 

in quantum cryptography as single photon emitters. Therefore it is necessary to acquire 

knowledge upon their optical and more significantly their coherent properties. A method 

for studying the coherent properties of the excitonic ground state of quantum dots is 

explored in this thesis as well as some aspects of their optical properties. 

Quantum information processing though is only one aspect of the possible 

applications of quantum dots. Due to their optical properties5,45 such high quantum 

efficiency, the possibility of tailoring them by controlling their size, shape and material 

and also the possibility of being solution processible for some of them they have a vast 

range of applications. This range extends in optoelectronics with applications such as 

quantum dot lasers, infrared emitters and sensors, hybrid organic-inorganic photovoltaics 

and light emitting diodes (LEDs), in life sciences46 as fluorescent labels in high-

resolution cellular imaging,  for  studying intracellular processes at the single-molecule 

level, for in vivo long-term observation of cell trafficking, diagnostics, and  tumour 

targeting,  in nanoelectronics as single electron transistors5, or components in resonant 

tunnelling devices3.       

1.4  Structure of the thesis 

In this thesis two distinct experimental topics have been studied, therefore it has 

been divided into two parts. The first part consists of three chapters (chapters 2 – 4) and 

presents the experimental results on growth and utilisation of carbon nanotubes. The 

second part (chapters 5 – 6) presents the experimental results on the coherent and optical 
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properties of self assembled InGaAs quantum dots. Below is a short summary of the 

contents of each chapter. 

The second chapter can be considered as consisting of two parts. The first part is 

concerned mainly with aspects of the physical properties of carbon nanotubes. It starts 

with a general discussion about carbon science and the various carbon allotropes. It 

proceeds with a description of the geometrical features of carbon nanotubes. Then the 

derivation of their electronic properties is presented in brief. A section on resonant 

Raman spectroscopy gives the basic physics behind this followed by a section about 

aspects of the phonon properties and Raman spectroscopy of carbon nanotubes, as this is 

going to be one of the main characterisation tools of the experimental part of this thesis. 

The second part is concerned with the growth of carbon nanotubes. It contains brief 

descriptions of the main methods of growth and it focuses on the method of chemical 

vapour deposition which is the one that was used during the experiments. It follows a 

section on the mechanism of growth with which the chapter closes. 

The third chapter presents the major experimental results of the thesis related to a 

novel growth method of carbon nanotubes without the need of metal catalyst. It starts 

with an introduction in which major achievements and challenges in carbon nanotube 

nanoelectronics are presented along with a brief discussion about the need for carbon 

nanotubes free of metal particles for their incorporation into the front end silicon 

technology and an outline of the experimental section of the chapter. Then follows an 

overview describing the efforts by other workers for a metal – catalyst – free method of 

growth  carbon nanotubes. Finally the experimental part of the chapter follows. It is 

divided in two sections in which the two variants of the novel method for growing carbon 

nanotubes without the need of metal catalyst are described in detail. In the same sections  

the respective characterisation data of the as grown carbon nanotubes are presented along 

with discussion and conclusions for each of the variants.  

The fourth chapter presents the experimental results of the utilisation of carbon 

nanotubes as probes for scanning probe microscopy. It starts with a short introduction 

discussing the advantages of AFM, its limitations and the advantages of carbon 

nanotubes AFM probes in comparison with the conventional probes. The chapter 

continues with a discussion on the issue of the tip convolution error which limits the 
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lateral resolution of the AFM imaging. A literature review of the field of fabrication of 

carbon nanotube probes and the corresponding achievements in terms of AFM resolution 

follows. In the next section different fabrication methods of carbon nanotube AFM 

probes are discussed. Then follows the experimental section of the chapter in which the 

methodology and the results of two different methods of fabricating carbon nanotube 

AFM probes are presented. The need of further engineering the carbon nanotube probes 

arising from their mechanical properties is explained and the corresponding experimental 

results are presented in the next section.  The last section of the chapter presents the 

results of AFM imaging surfaces of mesoporous materials by using carbon nanotube 

AFM probes along with conclusions. 

In the fifth chapter some background knowledge on quantum dots and on theory 

of coherence in matter is presented. The chapter starts with a short introduction in 

quantum dots followed by a section describing the various fabrication techniques and the 

corresponding types of quantum dots. The next section deals with the electronic structure 

of quantum dots starting with the single particle picture, continuing with the description 

of excitons in quantum dots and finishing with a discussion on various excitonic 

complexes. The final section contains some theory of coherence in matter, starting with a 

discussion of the coherence of a two level system and finishing with the description of 

the optical Bloch equations and the rotating wave approximation. 

Finally, in the sixth chapter the experimental results on single quantum dot 

spectroscopy are reported. The chapter starts with a description of the sample and the 

initial pump and probe experiments. It then continues with a description of the time 

resolved two colour pump method and discusses its advantages in comparison with the 

conventional pump and probe when applied to the study of the coherent properties of the 

excitonic  ground state of a quantum dot. The next section presents the collected data 

from the spectroscopic characterisation of the quantum dot by means of non –resonant, 

resonant photoluminescence measurements and photoluminescence excitation 

spectroscopy (PLE).  It is followed by a presentation and discussion of the data acquired 

through the time resolved two colour pump method. The effort to interpret these data is 

presented in the remaining sections starting with those that contain the data of the 

temperature dependence of the quantum dot photoluminescence, the data of extensive 



 26 

resonant excitation measurements and finally the PLE data for various values of the laser 

power. The chapter finishes with conclusions.      
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PART I   

 Carbon Nanotubes 
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Chapter 2               Physical Properties of Carbon Nanotubes 
 

2.1  Introduction 
Carbon is one of the most studied materials due to its importance in numerous 

applications and effects as for instance the phenomenon of life itself. Until the middle of 

the '80s it was thought that the knowledge on carbon was complete or almost complete. 

Then the discovery of fullerenes and later of carbon nanotubes and recently of graphene 

(as an isolated sheet) produced an avalanche of scientific discoveries reviving the carbon 

science. 

 In the following some general information and an outline of the properties of 

carbon is going to be given. Then the focus will be placed on carbon nanotubes and their 

electronic properties as those has been derived from the electronic structure of graphene 

and on other aspects of carbon nanotube science such as Raman spectroscopy and 

synthesis that play an important role in the experimental part of this thesis. A brief 

section on the Raman effect has also been included. 

2.2  Hybridization of Carbon  

Carbon exhibits an enormous diversity of compounds and forms, much bigger 

than any other known element. One of the reasons is  the many possible configurations of 

the electronic states of the carbon atom which is known as the hybridization of atomic 

orbitals1. Carbon is the sixth element of the periodic table and is at the top of column IV. 

The ground electronic state configuration of the carbon atom is 222 221 pss . The s2 and 

p2 states are close in energy (while their energy difference from the s1 state is very big) 

and therefore can be mixed under a small perturbation. The absence of nearby inner 

atomic orbitals in carbon facilitates hybridizations in which only the valence sand 

p orbitals participate and allows three possible hybridizations 32 ,, spspsp (Figure 2-1). 

This is one of the main differences between carbon and other elements of group IV such 

as Ge and Si which exhibit primarily 3sp hybridization. 
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The sp hybrid orbital is formed by the mixing of the s2 and one of the p2 orbital. 

Overlapping of two sp hybrid orbitals belonging to neighbouring carbon atoms give rise 

to a σ bond as for example in molecule of acetylene ( )CHHC ≡ . The remaining 

unhybridized p orbitals overlap and form two π  bonds.  

In the case of the 2sp hybridisation the mixing of the s2 and two of the p2  

orbitals forms three equivalent hybrid orbitals. They all lay on the same plane forming 

angles of o120 between each other. Overlap with  2sp orbitals of neighbouring atoms give 

rise to σ  bonds. The remaining p orbital is normal to the plane of the hybrid ones and 

form a π  bond with the corresponding p of a neighbouring atom. A very well known 

example of 2sp hybridisation is poly – acetylene ( )nCHHC −=− . 

 

Finally four equivalent 3sp  hybrid orbitals are formed by the mixing of the  

s2 with all of the p2  orbitals. They are tetrahedrally oriented and their overlap with ones 

from neighbouring atoms give rise to σ bonds as in the molecule of methane ( )4CH . 

 

2.3  Allotropes of Carbon 

Due to its rich hybridization carbon occurs in different structural modifications 

which are known as the allotropes of carbon. The allotropes although they have the same 

chemical composition (in this case carbon) and exist in the same state of matter (solid 

state) they exhibit different physical properties as a result of their different structure. 

Figure 2-1 Different hybridizations of the carbon atom. 
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Some of the most known carbon allotropes are: Diamond, Graphite, Fullerenes 

(Buckmisterfullerene, or Buckyball), Single Walled Carbon Nanotubes (SWCNT).  

Bellow is presented some brief information about them.  

2.3.1  Diamond 

 The diamond lattice structure can be cubic or hexagonal (Figure 2-2). The latter is 

known as  Lonsdaleite, it has a wurtzite structure and C – C bond length equal to 1.52 Å . 

The most common form is the cubic one in which each carbon atom is linked to four 

other carbon atoms via σ3sp  bonds in a tetrahedral array2. The bond length is 1.5444 Å 

which is 10% larger the corresponding length for graphite. Its atomic density though is 

231077.1 ⋅ cm-3 which is 56% bigger than the one of graphite and the highest known one. 

Diamond has an FCC lattice structure with a diatomic basis (the second atom is at 

( )4
1,4

1,4
1  position) and a lattice constant of 3.567 Å.  

 Diamond is a wide gap semiconductor with a band-gap of 5.47 eV (226.7 nm). It 

is known as the hardest material that can be found in nature with Mohs hardness 10. It 

has along with graphite the highest thermal conductivity (25 W cm-1 K-1) and the highest 

melting point (4500 K). The mass density of both forms of diamond is 3.52 g cm-3. 

  

Figure 2-2 Lattice structure of diamond a) cubic form, b) hexagonal form (Lonsdaleite) 

a 
b 
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2.3.2  Graphite 

 Graphite is one of the most common forms of carbon. It consists of layers of 

hexagonal honeycomb networks (graphene). In graphene each carbon atom is connected 

with three other carbon atoms via σ2sp  bonds and a delocalised π  bond. The band-gap 

of graphene as it will be shown below is zero therefore graphite is considered as a zero 

gap semiconductor or semimetal. The in plane conductivity is very high while the 

conduction between the graphene planes is difficult. 

 The graphene sheets are stacked in an ABAB… sequence (Bernal stacking). In 

Bernal stacking as it can be seen in Figure 2-3 the A and B atoms in consecutive layers 

are on the top of each other while the A' and B' are above the centre of the hexagons of 

the previous layer. The nearest neighbour distance cca −  is 1.421 Å and the in plane lattice 

constant oa  2.456 Å. The c - axis lattice constant oc  is 6.708 Å and the inter-planar 

distance 3.354 Å.  

 Another ordered graphite phase is the rhombohedral graphite. It has oa  equal to 

2.456 Å, oc  equal to 10.044 Å and inter-plane distance of 3.438 Å. The Bernal stacking 

Figure 2-3 Lattice structure of hexagonal single crystal graphite. Open circles denote A and B carbon 

sites and black circles denote A'  and B' . 0a  is the in plane lattice constant. The unit cell vectors 

c,a,a 21 are also shown. After ref. 2 
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graphite is more stable than the rhombohedral one. Both of them have a density3 of 2.26 

g/cm3. 

 

2.3.3  Fullerenes 

Molecules composed solely of carbon atoms are called carbon clusters. When 

consisted of up to ten atoms, carbon clusters are mostly stable in the form of linear 

chains4. For numbers of carbon atoms between 10 and 30 the most stable form is the 

ring5,6. However the stability of the formed ring depend upon its size, with certain rings 

being much more stable (11, 15, 19, 23 carbon atoms) than others. This effect has been 

explained in terms of the Hückel model7.  Formation of carbon clusters with number of 

atoms between 30 and 40 is unlikely7. 

Carbon clusters with more than 40 atoms form cages7. From those structures the 

most stable one is for 60 atoms. C60 or fullerene was discovered by Kroto et al. in 19858. 

Figure 2-4 C60  Buckminsterfullerene 



 35 

 

2.3.4  Carbon Nanotubes 

Carbon Nanotubes were discovered by Iijima in 19919. It was very soon realised 

that they had amazing properties, a fact that ignited a vast scientific research on almost 

every aspect of their properties and potential applications. Sixteen years later although 

carbon nanotubes have not managed to become the silicon of the 21st century (at least not 

yet) they are by far one of the most representative and versatile laboratories of nanoscale 

physics and their study has produced a huge and valuable amount of knowledge. 

2.3.5  Lattice structure of carbon nanotubes 

 Single Walled Carbon Nanotubes (SWCNT) can be thought as a graphene sheet 

that has been rolled up to form a seamless cylinder. The cylinders ends are usually closed 

with half fullerene caps. Two quantities characterise the shape of SWCNTs as well as 

their physical properties as it will be shown below; their diameter td  and their chiral 

angle θ  ( 0300 ≤≤ θ ). In Figure 2-5 hC is the chiral vector which is defined by two 

integers (n, m) and the basis vectors 21,aa of the graphene sheet10: 

( )mnmnh ,21 ≡+= aaC  (1) 

The chiral angle θ is defined as the angle between the chiral vector hC  and the so-called 

“zigzag” direction (n, 0). The integers (n, m) determine td and θ : 

a
1 22 nmmndt ++=
π

, 
nmmn

m

++
=

222

3
sinθ  (2) 
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A single walled carbon nanotube whose chiral vector has mn,  coordinates is 

consequently called an ( )mn,  nanotube. According to their mn,  numbers nanotubes can 

be classified as armchair nanotubes when mn = , zigzag nanotubes  with  ( )0,n  and chiral 

nanotubes for all the other mn,  numbers ( )0, ≠≠ mmn . A nanotube of each of the 

above classes is depicted in Figure 2-6. 

Vector T in Figure 2-5 is called translation vector and is defined as a vector 

which is perpendicular to the chiral vector, and runs from point ( )0,0O to the first to the 

first equivalent lattice site B . Equivalently T can be defined by the following equations: 

2211 aaT tt += ,  
Rd

nm
t

+= 2
1 ,   

Rd

mn
t

+−= 2
2    (3)      

with Rd  being the biggest common divider of ( )nmmn ++ 2,2 . The rectangle which is 

defined by vectors hC  and T  is the unit cell of the a SWCNT. The number N  of 

hexagons in the SWCNT unit cell is given by the relation: 

Figure 2-5  Unit cell of a single walled carbon nanotube. (After 7) 
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2aa

TC

×
×

=
1

hN  (4) 

 The diameter of the thinnest SWCNT that can be closed with half of a 60C  was 

reported to be 6.78 Å. Nanotubes with diameters as small as 4 Å which are encapsulated 

in a matrix have also been found11,12,13. 

 The metallicity of a SWCNT can be determined from its diameter and chirality as 

it will be shown below. As it can be seen from equations (2) the metallicity of a  SWCNT 

can be equivalently determined by the ( )mn,  numbers. When ratio 
3

mn −
 is an integer 

then the corresponding nanotube is metallic;  otherwise a semiconducting one. A list with 

some of the geometrical features of SWCNTs and their values is given in Table 2-1. 

 

  

Figure 2-6 a) (5, 5) armchair, b) (9, 0) zig-zag and c) (10, 5) chiral nanotube. After 7. 
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 One of the most often forms in which SWCNTs are found is bundles. The 

nanotubes have triangular arrangement in the bundles and they are hold together by Van 

der Waals forces. The cohesion of the nanotubes in the bundles is relatively strong and so 

far relatively complicated and low efficiency methods based on surfactant  solutions or 

DNA solutions need to be applied in order to separate them14,15.  

 In the case now of multi walled nanotubes (MWCNT) two or more SWCNTs 

have been nested the one inside the other (Figure 2-8). In the special case that only two 

nanotubes have been nested the MWCNT is called Double Walled Carbon Nanotube 

(DWCNT). The corresponding graphene stacking inside the MWCNTs cannot be AB or 

ABC due to the radius of curvature and from this point of view MWCNTs can be 

Figure 2-7 The metalicty of SWCNTs for various ( )mn,  numbers. After 7. 

Figure 2-8 A multiwalled carbon nanotube. 
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considered as turbostraticiii . However there is some correlation between the different 

layers thus  MWCNTs cannot be considered completely turbostratic. The distance 

between the different cells has been calculated to be 3.39 Å and has been measured 

(through TEM lattice fringes images16) as 3.4 Å which is close with the interlayer 

distance of the turbostratic graphite (3.44 Å). 

 

Table 2-1 

Symbol  

 

Name  Formula  Value 

aC-C  

 

carbon-

carbon 

distance  

 1.421 Å 

(graphite) 

 

a length of 

unit vector 

√3 aC-C 2.46 Å 

 α1, α2 unit 

vectors 

 

aa 









−











2

1
,

2

3
,

2

1
,

2

3
 

in (x,y) 

coordinates  

b1, b2 Reciprocal 

lattice 

vectors 
aa

ππ 2
1,

3

1
,

2
1,

3

1







 −







 

in (x,y) 

coordinates 

hC  Chiral 

vector 

( )mnmnh ,21 ≡+= aaC   mn,  

integers 

L  Circumfer

ence of 

nanotube 

nmmnaL h ++== 22C  nm ≤≤0
 

td  Diameter 

of 

nanotube 

anmmn
L

dt ++== 221

ππ
 

 

θ  Chiral 

angle 
nmmn

m

++
=

222

3
sinθ ,

nmmn

mn

++

+=
222

2
cosθ

mn

m

+
=

2

3
tanθ  

o300 ≤≤ θ
 

 

                                                 
iii  This term comes from the field of carbon fibres. In turbostratic carbon fiber, the sheets of carbon atoms are haphazardly folded, or 
crumpled, together. 
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2.4  Band structure of SWCNTs 

The band structure of SWCNTs can be derived from the one of graphene by imposing the 

appropriate boundary conditions, which are the result of the sheet folding. The basis of 

the graphene sheet consists of two atoms as it can been seen in Figure 2-9. The band 

structure of the graphene sheet can be derived from the energy dispersion of the 

π electrons of the primitive cell. This energy dispersion in a tight binding approximation 

(for the formed bonding ( )−  and antibonding ( )+  π - orbitals ) is given by the following 

equation18: 

( )
2

1

2
0 2

cos4
2

cos
2

3
cos41,





















+




















+±=

akakak
kkE yyx

yx γ (5) 

where 0γ is the energy overlap integral between the nearest neighbours. A representation 

in three dimensions of the above equation is given in Figure 2-10. It can be seen that the 

conduction and the valence bands have six contact points at the Fermi level. At these 

points the energy gap between them becomes zero and for this reason graphene (and 

consequently graphite) is considered as a semi-metal or zero - gap  semiconductor. These 

points are also depicted by black dots in the energy contour plot of the bonding (valence) 

band in Figure 2-10 b). Two of those points ( )Κ′Κ,  form the basis of the reciprocal 

lattice of graphene.  

Figure 2-9 A piece of the graphene sheet in real space (left) and the corresponding piece of the 
reciprocal lattice (right). A and B consist the basis of the lattice and the dashed lines (on the left) 
depict the primitive cell (Wigner – Seitz cell) for the graphene sheet. After 17 
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 In the vicinity of the Κ points the energy dispersion has approximately radial 

symmetry in the ( )yx kk ,   plane. Therefore in those regions equation (4) can be simplified 

as19,20: 

Fkk −=− 02

3 γa
EE F    (6) 

 

 

 In order to form carbon nanotubes the graphene sheet must be fold as seamless 

cylinder. This imposes circular boundary conditions in the circumferential direction. The 

latter is due to the fact that any wave function of an electron or a phonon must have a 

phase shift of an integer multiple of π2 around the circumference. Therefore the 

component of the k vector around the circumference ( )ck  is now quantized according to 

the condition: 

( )nqqCh ...,2,1,02 ==⋅ πck   (7) 

Now there are only discrete modes that the k vector can be and they are 

represented as a set of discrete parallel lines in the first Brilluine zone of graphene 

(Figure 2-11). These lines run parallel to the nanotube's axis and there are N of them 

Figure 2-10 a) Representation of the energy dispersion of the π - electrons in the first Brillouin zone of 
grapphene. b) Contour plot of energy in the first Brillouin zone for the boning band. 
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(equal to the number of hexagons in the nanotube unit cell) (Figure 2-12). Lines whose 

number differ by N are equivalent (or identical). The segment of those lines between 

T
π−  to 

T
π

consists the one dimensional first Brillouin zone of the nanotube. The 

spacing k∆ between the discrete lines depends only upon the diameter of the SWCNT  : 

d
k

22 ==∆
hC

π       (8) 

According now to the zone folding or confinement approximation1,7,21 the electronic band 

structure of SWCNTs is given by the electronic energies of graphene along the allowed 

modes of the k vector. These modes can be thought as one dimensional conduction 

channels. More specifically in Figure 2-12 the 
TT

ππ −, segments of the k -lines have been 

drawn on the graphene reciprocal lattice from the first segment that is a centred on 

aΓ point up to the next segment that is a centred on a Γ point. Each of these segments cut 

a different part of the graphene brillouin zone. When all of those segments get folded on 

to one (the first one) they will form the nanotube band-structure in the one dimensional 

first Brillouin zone. 

Figure 2-11 Discrete modes of the k vector of SWCNTs superimposed on the first Brilluin zone of 
graphene.  
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In Figure 2-11 the one dimensional conduction channels(k - lines) are shown for 

an armchair, a zigzag and a chiral SWCNT. For the armchair SWNT the imposed 

quantization condition is ( )nqqakn x ,...,3,2,1,023 == π  and the channels that are 

allowed are parallel to the yk direction. In the case of the zizag SWCNT the 

quantization condition is ( )nqqanky ,...,3,2,1,02 == π  and the lines are parallel to the 

xk direction. By substituting the above quantization conditions in equation (5) the 

dispersion relations for the armchair and the zizag SWCNTs can be obtained:    

 

( ) 2

1

2
0 2

cos4
2

coscos41



















+














+±=
akak

n

q
kE yy

yarmchair

πγ     (9) 

 

Figure 2-12 Extended zone scheme of a (4,2) SWCNT superimposed  on the reciprocal lattice of 
graphene. There are 28 discrete bands which correspond to the 28 hexagons of the (4,2) nanotube unit 

cell. The length of each band is 
T

π2
 and the spacing between them is 

hC

π2
. The 1st and the 29th bands 

are identical. After 1. 

∆k  T

π2  
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( )
2

1

2
0 cos4cos

2

3
cos41



















+




















+±=

n

q

n

qak
kE x

xzigzag

ππγ     (10) 

The above dispersion relations have been plotted for an armchair ( )5,5  (upper left) and a 

zigzag ( )0,10  (lower left) nanotubes in Figure 2-13 for the positive part of the 1st 

Brillouin zone in each case.  

2.5  Electronic Density of States 

The density of states (DOS) of a solid depends upon the inverse gradient of the 

dispersion of the energy22. In the case of SWCNTs the dependence is upon the inverse 

slop of the one dimensional dispersion curves21 as it can be seen from the following 

equation23: 

( )
( )

( )( )dEEkE

dk

kdEN
ED

N

−= ±

± =
±∑∑∫ µ

µ µ
δ

π
1

1

2

T
 (11) 

where ( )ED  is the DOS in units of states / C – atom /eV, and the summation is taken for 

the N  conduction ( )+  and valence ( )− 1- dimensional sub- bands. From Figure 2-13 (left) 

it can be seen that the slope of the dispersion curves at some points vanishes which has as 

a consequence the appearance of singularities (Van Hove singularities). Those 

singularities appear as horizontal spikes in the right hand side of Figure 2-13 where the 

corresponding density of states has been plotted. 

More specifically for the armchair nanotube (Figure 2-13, upper plots) there is a 

clear crossing of sub-bands at the Fermi level. This yield a finite DOS at the Fermi level 

and therefore this nanotube is considered as metallic. On the contrary there is no crossing 

of sub-bands at the Fermi level for the zigzag nanotube (Figure 2-13, lower plots). This 

leads to a zero DOS around the Fermi and consequently to a formation of an energy band 

gap. Therefore this nanotube is considered as semiconducting.  

Going further from the Fermi energy to the next two sub-bands, in the case of the 

armchair nanotube, the vanishing slop of those curves can be observed. This results to a 

pair of Van Hove singularities around the Fermi level. The energy difference between 

them is denoted as subE∆  (Figure 2-13). Similarly for the zigzag nanotube a pair of Van 
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Hove singularities has been formed around the Fermi level and their energy difference is 

denoted as gapE∆  (Figure 2-13) and corresponds to the energy band-gap. 

 

Figure 2-13 Dispersion and Dos for an armcahair ( )5,5  and a zigzag ( )0,10  nanotubes. 

 

In the case of chiral nanotubes it was initial expected that the number of Van 

Hove singularities would be much higher than the one of armchair or zigzag nanotubes 

due to the fact that their unit cell is often about one order of magnitude bigger24 (Figure 

2-14). It was found though that near the Fermi level there is a universal DOS which 

depends only upon the diameter and the metallicity of the nanotube20,25,26,27. 
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Figure 2-14 Unit cells of a zigzag, armchair and chiral nantoubes. After Maultzsch. 

 
 

Near the K point of the first Brillouin zone of graphene, the energy dispersion has 

approximately a radial behaviour in the yx kk ,  plane (equation (6), Figure 2-10b). In the 

case of semiconducting nanotubes the projection of the K point on the closest permitted 

k  - line corresponds to the first Van-Hove singularity (point 1K  in Figure 2-11d). 

Similarly the projection of the K point on the second closest permitted k  - line 

corresponds to the second Van-Hove singularity (point 2K  in Figure 2-11d). In the same 

manner the third and the fourth Van-Hove singularities correspond to the projections of 

the K point on the  third and the fourth closest k  - lines respectively.  Semiconducting 

nanotubes with different chirality will only have their k  - lines differently oriented 

around the K point. The distances between the K point and its nearest projections will 

always be k∆
3

1 ,  k∆
3

2 , k∆
3

4 , and k∆
3

5  for the first, second, third and fourth nearest k  - 

lines respectively independently of chirality and diameter20,25,26. The corresponding 

energies can be calculated from equation (6) and in the case of the first Van-Hove 

singularity is 
d

E
3

0
1

αγ
±=  (with (+) and (-) for the conduction and the valence band 

respectively). This is a very important results as it predicts that the energy band-gap of a 

semiconducting nanotube is:  

d
Egap

3

2 0αγ
=∆   (12) 
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Equation (12) and depends only upon its diameter. This result has been confirmed 

experimentally by scanning tunnelling microscopy (STM) measurements27,28. In a similar 

fashion on can calculate the energies for the second, third and so on Van – Hove 

singularities. All of them are independent of chirality depend only upon the diameter of  

the nanotube. However this rule applies only for energies in the vicinity of the Fermi 

energy where the energy can be well approximated by a radial function around the K 

point. 

 For metallic nanotubes now there is always a k  - line going through the K point. 

Therefore the first two neighbouring k  - lines around the K point are at distance of k∆  at 

either side of it. Similarly the two second closest k  - lines are at distance k∆2  and so on. 

It is obvious that the singularities for each pair of k  - lines overlap with each other as 

they appear at the same energy. The first, second and third Van-Hove singularities appear 

at 
d

E
3

3 0
1

αγ
±=  ,

d
E

3

6 0
2

αγ
±= , and 

d
E

3

9 0
3

αγ
±=  respectively calculated using equation (6). 

In the same fashion the energies fourth and so on Van-hove singularities can be 

calculated again though for the range of energy that equation (6) is valid. For this range 

of energies as for the semiconducting nanotubes the DOS depends only upon the 

diameter and not on the chirality. 

 Finally although they are not going to be analysed the limitations of the zone 

folding approximation have to be noted. In this approximation as it was described above 

the curvature of the nanotube and its effect on the relative positions of the carbon atoms 

was not taken into account in the derivation of the nanotube band-structure and density of 

states. However due to the curvature of the nanotube the π lobes make an angle with each 

other and they are not parallel as in graphene. As a consequence the Fermi points do not 

coincide exactly with the  K points in the reciprocal lattice. This induces a small energy 

band-gap (in the order of 10 meV) in chiral metallic nanotubes29,30,31.  
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2.6  Raman Spectroscopy 

 

Raman spectroscopy is a powerful tool for nanotube characterisation (ref Jorio 

new journal). Here it will be given a brief description of the Raman effect and both its 

classical and semi-classical interpretations (the latter is often called as (quantum 

mechanical interpretation" in the related literature although in the light – matter 

interaction that take place during this effect only the ewlectronic excitations are 

quantized). The text that follows is a small summary of much more extensive and 

comprehensive treatments that can be found in text books such as references 32, 33, 34, 35. 

2.6.1  The Raman effect 

When monochromatic radiation of frequency 1ω  is incident on a material system 

some of it will be scattered. Most of the scattered light will have the same frequency as 

the incident light (Rayleigh scattering) but there will be some that its frequency is shifted 

(Raman scattering). When the shift is negative it is called a Stokes shift and when it is 

positive it is called an anti-Stokes shift. Because there is a change in the frequency and 

therefore energy of the scattered light Raman scattering is an inelastic scattering process. 

The difference in energy is due to exchange of energy with relatively low energy 

excitations. This is why raman is powerful because it tells us about the excitations of the 

system. 

 Finally the intensities of the scattered light in both Raman and Rayleigh 

scattering have linear dependence upon the irradiance of the incident light and therefore 

are considered as linear processes. 

  

 

2.6.2  Classical theory of  Raman scattering. 

 In the classical theory of the Raman effect monochromatic light of angular 

frequency 1ω  impinges on molecule. The time dependent electric field E  of the radiation 

induces a time dependent electric dipole moment which can be written as a sum of time 

dependent induced electric dipole moments: 
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( ) ( ) ( ) ...321 +++= pppp   (13) 

Because ( ) ( ) ( )321 ppp >>>>    (13) is a rapidly converging series. The relationship between 

( ) ( ) ( ) ,,, 321 ppp  and E are given by the following equations: 

( ) Eαp ⋅=1   (14) 

( ) EEβp :
2

12 =   (15) 

( ) EEEγp M
6

13 =   (16) 

In equation (14) α is the polarizability which is a second rank tensor. In equation (15)  

β is the hyperpolarizability which is a third rank tensor and EE is a vector dyad or the 

direct product of vector E with itself. In equation (16) γ is the second hyperpolarizability 

and it is a third rank tensor while EEE is a direct product of three vectors. Equations (15) 

and (16) are associated with nonlinear scattering processes such as hyper and second 

hyper Raman scattering. Equation (14) is associated with Raman scattering as it will be 

analysed below. 

 Equation (14) can be written in component form as follows: 

σρσρ α Ep =   (17) 

where σρ, can be zyx ,, and summation is implied over repeated subscripts (ρp  and σE  

are the components of electric dipole moment and the electric field respectively). The 

variation of polarizability due to molecular vibrations can be approximated by a Taylor 

expansion over the normal coordinates of the vibration: 
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where ( )
0ρσα  is the value of ρσα at the equilibrium configuration and Klk QQ , are the 

normal coordinates of vibration associated with vibrational frequencies Klk ωω ,  and the 

summations are over all normal coordinates. All derivatives are taken at the equilibrium 

position (this is what the subscript 0 stands for). For relatively small vibrations and 

therefore small values of Klk QQ , one can keep only the first order terms. Focusing now 

on only one normal mode of the vibration equation (18) and neglecting higher order 
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terms (responsible for two and three..phonon effects) in the modes expansion can be 

written as: 

( ) ( ) ( ) kkk
Qρσρσρσ ααα ′+=

0
  (19) 

where 
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Equation (20) gives the components of a new tensor kα′  which is called the derived 

polarizability tensor. All of the components of this tensor are derivatives of polarizability 

over the normal coordinate kQ . Equation (19) is valid for all tensor components therefore 

it can be rewritten in a tensor form as: 

kkk Qααα ′+= 0   (21) 

where kα is a tensor whose components ( )
kρσα  are given from equation (19) and kQ  is a 

scalar quantity that multiplies all of the components of kα′ . For small vibrations around 

the equilibrium position the motion can be considered as harmonic therefore the 

dependence of kQ  upon time will be: 

( )kkkk tQQ δω += cos
0

  (22) 

where 
0kQ is the amplitude of the normal coordinate and kδ a phase factor.  

 The electric field as a function of time will be: 

)cos( 10 tωEE =   (23) 

where 10 ,ωE  are the amplitude and the frequency of the electric field respectively, of the 

incident monochromatic radiation. Combining equations (14), (21), (22), (23) an 

expression for electric dipole moment (with respect to the k normal mode) as a function 

of time can be written: 

( ) ( ) ( ) ( )ttQt kkkk 10100
1 coscoscos

0
ωδωω +′+= EαEαp   (24) 

By using the identity: 

( ) ( )[ ]Β−Α+Β+Α=ΒΑ coscos
2

1
coscos   (25) 

equation (24) can be written as: 
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Equation (26) consists of three harmonic terms and describes the oscillation of the 

induced electric dipole as a function of time. According to the theory of the Hertzian 

dipole, an oscillating electric dipole emits electromagnetic radiation with frequency equal 

to the frequency of the oscillation. Therefore according to equation (26) the induced 

electric dipole will emit at three distinct frequencies: 1ω  which corresponds to Rayleigh 

scattering, kωω −1  which corresponds to the Stokes line – Raman scattering, kωω +1  

which corresponds to the anti-Stokes line – Raman scattering. Figure 2-15 gives a 

schematic representation of the classical theory of the Raman effect. 

 

 

2.6.3  Evaluation of the classical theory of Raman scattering. 

 The classical theory of Raman scattering predicts correctly the frequency of the 

Stokes and anti-Stokes lines. The classical theory turns out to be quiet adequate for 

qualitative characterisation purposes such as identification of molecular species from 

their Raman spectra. 

 However there are some serious limitations of the classical theory of the Raman 

effect. One that can be easily seen from equation (26) is the prediction that the Stokes and 

anti-Stokes lines are of the same intensity which contradicts the experimental data in 

Figure 2-15 Schematic representation of the classical theory of the Raman effect. Incident radiation 

10 ωω = is modulated by the oscillating electric dipole which was vibrating with frequency kω . The 

modulated radiation now contains three frequencies kk ωωωωω +− 111 ,, , which correspond to Rayleigh 

scattering, Raman scattering – Stokes line and Raman scattering – anti-Stokes line respectively. After 32. 
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most of the cases as the anti-Stokes lines are usually one order of magnitude weaker than 

the Stokes lines. Also it cannot provide any information of how derived polarizability kα′  

is related to the properties of the scattering system such as its transition frequencies. 

 

2.6.4  Quantum mechanical theory of Raman scattering. 

Below the main points of the quantum mechanical treatment of the Raman effect 

will be summarised (all presented information here can be found in references 32, 33, 34, 

35, 36, 37. The treatment in reality is semi-classical i.e. in the  light – mater interaction 

only the matter is quantised, whereas the light is entered as a classical field. 

Raman scattering can be described as a three steps process: 1) The incident light 

excites a real or a virtual electronic excitation of the system, which in many cases, 

particularly in semiconductors, is an electron hole pair. 2) A scattering event involving 

the electronic excitation takes place with the consequent emission (Stokes) or absorption 

(anti – Stokes) of a low excitation of the system e.g. a phonon, and resulting in a change 

of the state of the electronic excitation. 3) The electronic excitation de-excites emitting 

light. 

The scattering rate Γ of the above process for c. w. excitation can be calculated 

from the light – semiconductor dipole Hamiltonian for the incoming and scattered light 

scatin
dipole

,Ĥ  and the carrier – phonon Hamiltonian phononĤ  as follows: 
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where  inscat ωω ,  are the frequencies of the scattered and incoming light respectively, 

phononω  is the frequency of the emitted or absorbed phonon. phononN  is the phonon 

occupancy which is given from the Bose – Einstein distribution function: 
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 In relation (27) 2
M  is given by: 
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where 0  is ground state, lk ,  are intermediate states of the electronic excitation, of 

energies kE , lE  respectively, kΓ , lΓ  are damping constants associated with the finite 

lifetime of each state in the form 
τ
h=Γ . The delta functions in relation (27) indicate 

energy conservation. In the case of phonons with finite lifetime these delta functions 

should be replaced by Lorentzians (it must be noted that equation (29) is an 

approximation, as the accurate expression for 2
M  must include all terms that can be 

derived from the six Feynman diagrams that contribute to the one phonon Raman 

scattering process37,38). 

 Equation (29) can be further simplified to give two very important  

approximations, which are valid in different limits of the light frequency. The first 

approximation can be derived when the energies of the incoming ( inωh ) and scattered 

( scatωh ) light are far from resonance with any of the intermediate states lk , . In this 

case the weights of all of the terms of the sum in equation (29) can be considered as 

similar and thus 2
M can be approximated as: 

2int2
0ˆˆˆ0 dipolephonon

scat
dipoleM HHH∝    (30) 

The second approximation is the in the case that either the energy of the incoming or of 

the scattered light is in resonance with one of the intermediate states. Under this 

condition the term of the sum in equation (29) to whom the resonant state corresponds 

will have significantly bigger contribution than the other terms and therefore 2
M  can be 

approximated as37: 
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where k is the resonant state. Clearly in the continuum of states more than one state can 

be near resonance and all these states have to be taken into account in the matrix element. 

However it will still be the case that the nature of the resonance state or states will affect 

the Raman spectra more than any other states. Therefore the selection rules standardly 

obtained within the non resonant approximation may not apply. 
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2.7  Raman Spectroscopy of Carbon Nanotubes 

In the following section the main features of the SWCNT Raman spectra will be 

discussed. As in this thesis Raman spectroscopy of carbon nanotubes is a characterisation 

tool this section is not going to be a deep analysis of Raman scattering on carbon 

nanotubes. Instead the focus will be on the aspects of Raman spectroscopy of carbon 

nanotubes that were used for characterisation purposes. Further information can be found 

in references 1, 7, 21, 39, 46 and references therein. 

Raman spectroscopy is a very powerful tool for characterising carbon nanotubes. 

From the raman signals of carbon nanotubes information such as diameter, metalicity, 

defects can be deduced. There is a vast number of phonon modes associated with carbon 

nanotubes but only a few of them are Raman active. The main features that can be 

observed in a nanotube raman spectrum (Figure 2-17) are the radial breathing modes 

(RBM), the D band, the G band, and the G' band.    

 The fact that raman signals can be relatively easy observed on a single carbon 

nanotube is quite surprising. The relatively high strength of the Raman signal in carbon 

nanotubes is however connected with their electronic structure. The fact that the density 

of states of SWCNT contain large van Hove singularities (Figure 2-13), allows the 

performance of resonance Raman spectroscopy even on a single SWCNT. Selection rules 

allow only optical transitions between mirrored singularities across the Fermi level. 

Therefore when the energy of the incoming or scattered light equals the energy iiE of an 

optical transition (i.e. the energy between two mirrored singularities) resonance takes 

place and the intensity of the Raman signal is very high as it can be seen from equation 

(31). In fact to a reasonable approximation Raman scattering will be obtained for  that 

exhibit resonance for a given excitation wavelength.   

Therefore to interpret Raman spectra requires the knowledge of the energies iiE  of 

all ( )mn,  SWCNT and their corresponding diameters. For this purpose there are maps that 

relate the iiE  energies with the diameter and the type (metallic or semiconducting) of  

SWCNTs, called Kataura plots. Such a map is presented in Figure 2-16 (after 23) for 

SWCNT diameters up to 3 nm calculated by using a first neighbour tight binding model. 
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Deviations from this model are expected for the sE11  ( 11E  optical transition for 

semiconducting nanotubes) and for SWCNTs with diameter smaller than 1 nm. (why). 

The width40,41 of the resonances (here is considered as equal with the width of the 

singularity) is between 40 and 60 meV.  

 

Figure 2-16 Kataura plot. Optical transition energy iiE  between van Hove singularities for all the ( )mn,  

plotted against diameter. Red symbols correspond to metallic nanotubes and black to semiconducting ones. 
After 23. 

 

One of the key features of the Raman spectra of SWCNTs are the radial breathing 

modes (RBM) which is depicted in  Figure 2-17. They appear at the lower frequency (in 

Raman spectroscopy by convention all wavelength shifts with respect to the laser 

wavelength are presented in wavenumbers and are called frequencies)   side and in the 
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range between 120 cm-1 and 250 cm-1. This shift is due to the vibration of the carbon 

atoms along the radial direction42. From the frequency position of the RBM it is possible 

to calculate the diameter of the corresponding SWCNT from the following empirical 

equation: 

B
d

A

t
RBM +=ω   (32) 

where RBMω  is the frequency of the RBM, td  the diameter of the nanotube and BA, two 

parameters which are determined experimentally. For isolated nanotubes on a SiO2 

surface43 248=A cm-1 and 0=B . When the nanotubes are in bundles there is an upshift 

due to tube – tube interaction and is expressed44 by 10=B cm-1. In the same case44 

234=A cm-1. These two sets of parameters give similar td  in the range of diameters of 1 

nm to 2 nm. For diameters smaller than 1 nm equation (32) is not valid 

anymore due to lattice distortion which gives rise to chirality dependence of the RBM 

shift39. For nanotubes of diameters larger than 2 nm the intensity of the RBM peak is very 

weak and hardly observable46. This due to the fact that the intensity of the mode depends 

on the carrier – phonon matrix element (equation (29)) which increases45 with the 

transition energy, iiE . However iiE  is reverse proportional with the nanotube diameter as 

it can be derived from equation (6) (see also the relevant section above). 

 It is clear from the above that by calculating the nanotube diameter from the RBM 

frequency and by using the Kataura plot (Figure 2-16) the metalicity  of the nanotube can 

be determined. However Figure 2-16 implies also that in order to characterise a sample 

consisting of nanotubes of different diameters by means of resonant Raman scattering it 

is necessary to acquire multiple Raman spectra using several excitation wavelengths. This 

requirement arises from the fact that nanotubes with different diameters will exhibit 

resonances at different energies. 
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Figure 2-17 Raman spectra of an isolated metallic and an isolated semiconducting single walled carbon 
nanotubes (top and bottom respectively) on the oxidized surface of Si substrate. The characteristic modes 
of the SWCNTs are depicted as well as the ones of Si . After 46 

 

 

Around 11580 −cm (Figure 2-17) the G-band can be observed which is related to the 

tangential modes of the graphene lattice. This mode has been observed as a single peak in 

graphite (hence the G) and is present also in SWCNTs. However in SWCNTs it gets the 

form of a multiple peak feature (up to six peaks can be observed). The main two peaks of 

the G-band (Figure 2-18) are the ones associated with the tangential modes along the 

nanotube axis (G+, higher frequency mode) and along the nanotube circumference (G- 

lower frequency mode). The G+ and G- modes are the most commonly observed peaks of 

the G-band. 
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  The frequency of the G- is lower than that of the G+, due to the nanotube 

curvature. For this reason the frequency of G- depends on the nanotube diameter. 

Therefore the difference −+ −=∆
GGG ωωω can be used for diameter characterisation. 

However this is valid only in the case of an isolated nanotube while in the case of a 

bundle it is related with the maximum of the size distribution but using Gω∆ for 

dermining the diameter of a SWCNT in a bundle is not accurate.  

Figure 2-18  The G-band (shift due to tangential mode of lattice vibration) for high order pyrolytic 
graphite (HOPG), bundles of multi – walled carbon nanotubes MWCNT, an isolated semiconducting 
single walled carbon nanotube (SWCNT) and an isolated metalic single walled carbon nanotube 
(SWCNT). Two peaks can be clearly distinguished in the cases of the isolated SWCNT while in the case 
of the MWCNT the individual peaks are not clear due to the large diameters of the tubes. After 39 

SWCNT 
semiconducting 

SWCNT 
metallic 

MWCNT 
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The lineshapes of the G- mode are different for semiconducting and metallic 

nanotubes (and therefore they can be used for characterisation of the nanotubes over their 

metallic character). For semiconducting naotubes the G- peak can be fitted by a relatively 

sharp Lorentzian (Figure 2-18) whilst for metalic nanotubes the peak is much broader. 

The BWF lineshape has been also observed in other graphite-like materials with metallic 

behaviour (n-doped graphite intercalations, n doped fullerenes). The reason for the broad 

shape of the G- peak is a matter of a current debate. 

The G+ peak of an isolated nanotube exhibits a linewidth of  5- 115 −cm . The same 

linewidths are exhibited from the G- peaks of isolated semiconducting nanotubes. 

Bundles of semiconducting nanotubes exhibit inhomogeneous broadening of the G- peak 

as this is the one that depends upon the nanotube diameter. Significant broadening of the 

G- occurs in metallic nanotubes with strong dependence on diameter while the 

broadening of G+ is minor. Linewidths bigger than 70 cm-1 of the G- peak for isolated 

metallic SWCNTs   have been reported47. 

Another feature which often occurs in the Raman spectra at around 1350 cm-1 

(Figure 2-17), is the disorder induced mode or D – band. It is a double resonance process 

in which apart from phonon scattering also a scattering on a defect is needed in order to 

conserve momentum48. This feature appear also in graphite and in the case of nanotubes 

the corresponding shift depends on diameter and chirality since due to the double 

resonance process there is strong dependence on how the 2-dimensional electronic and 

phonon structure is folded into a 1-dimensional structure46. 

The D – band due to its association with defects can be used as a first evaluation 

of the quality of the nanotubes46. However it has not yet been understood with which 

particular defects (e.g. hetero-atoms, vacancies, kinks, e.t.c) the D – band is connected39. 

An overtone of D – band appears at around 2600 cm-1 (Figure 2-17) and it is 

called G' – band. It is a double resonance second order process (two phonon process 

unlike with the combination of phonon – defect scattering process)46. Due to momentum 

conservation the phonons participating in this process are of opposite wavevector 

therefore there is no need of defect for the G' – band to occur. For similar reasons as for 

the D – band the frequency of the G' band depends upon the diameter and the chiral angle 

of the nanotube46.  
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2.8  Growth of Carbon Nanotubes 

In the following section the growth of carbon nanotubes will be discussed. Due to 

its vital importance this subject has been intensively studied and there is extensive 

literature on it. Here will be presented in brief only the aspects relevant to the studies of 

this thesis.  More extensive information can be found in references 49, 50, 51, 52, 53, 54 

which were the main sources for this section. 

 

2.8.1  Methods of Growth 

 There is a number of methods that can be used for carbon nanotube growth. The 

growth methods can be distinguished54 into physical and chemical ones according to the 

methods used in order to extract carbon atoms from the precursor that contains them. In 

the physical methods the carbon atoms are released by using a high energy input. The 

most important physical methods are the arc discharge9 and the laser vapourization55. In 

the chemical methods the carbon atomization takes place on the surface of transition 

metals via catalytic decomposition.  The most important chemical growth methods are: 

Chemical Vapour Deposition (CVD), Pyrolysis or Vapour Phase Deposition,  CoMoCat 

Process, High – pressure CO Disproportionation (HiPco). The chemical methods can be 

divided further into chemical vapour deposition (i.e. CVD can be considered as a whole 

category of methods54) that the precursor decomposition takes place on to the surface of 

previously prepared catalyst and aerosol or gas phase synthesis where the whole process 
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takes place in the gas phase as the catalyst particles are formed in-situ during the carbon 

nanotube synthesis (e.g. Pyrolysis or Vapour Phase Deposition).  

The most commonly carbon nanotube growth methods reported in the literature 

are the Arc discharge, Laser Vapourization, CVD and HiPco. During the experiments for 

the purposes of this thesis the CVD method (and more specifically thermal CVD) was 

deployed and thus some more details about this method will be given below. 

2.8.2  Chemical Vapour Deposition 

There different varieties of the CVD method such as Thermal CVD, Plasma 

Enhanced CVD (PECVD), Alcohol Catalytic CVD, Aerogel – supported CVD, Laser – 

assisted CVD. As it was mentioned above in the following discussion the focus will be 

placed on the Thermal CVD.  

2.8.3  Growth Apparatus and Procedure 

The general apparatus (Figure 2-19) used for growing nanotubes with the method 

of Thermal CVD as this is reported in the literature (which is identical with the one used 

in the experimental part of this thesis) is relatively simple. A quartz tube usually of 2 

inches in diameter has been inserted into a tubular furnace. The furnace temperature can 

be maintained within ±1 oC over a 25 cm area. It can be considered as a hot wall system 

that operates at atmospheric pressure and therefore it does not require pumping. Gasses 

are provided into the quartz tube and their flux is regulated through mass flow 

controllers. The outlet gases are taken to a cooling bath and then vented in to a fume 

extract. The length of the tube and the flow rate of the gasses prevent the back flow of 

oxygen. The substrates (usually smaller than 1x1 in.) coated with catalyst or the catalyst 

on a support in powder form, are placed inside an open-top ceramic container which is 

then placed inside the quartz tube. 

The growth process consists of three stages; a pre-anneal, nanotube growth, and 

cool down. In the pre-anneal stage the sample is heated up at the desired temperature 

while the quartz tube is purged with an inert gas like Ar or a mixture of an inert gas and a 

reduction agent like H2 depending on the catalyst type. Then (growth stage), a flow of 

carbon feedstock is added or the whole flow is switched to the carbon feedstock only. 

This is the step that the actual growth takes place and it can last from few minutes to 



 62 

hours depending on catalyst, growth recipe, aimed nanotube quality, density and length. 

During the growth time the oven temperature remains constant. Finally in the cool down 

stage the flow is switched to the inert gas only and the sample is let to cool down usually 

to room temperature. In general the sample must not be exposed to the air while the 

temperature is above 300 oC as this will damage the nanotubes and reduce the quality of 

the sample (defects) due to oxidation. 

As it is obvious from the above the catalyst is of major importance for the growth 

process and as such a brief overview of its properties is given below. 

 

 

2.8.4  Catalyst Properties 

The catalyst is used in the form of nanoparticles as nanotube growth  has not been 
reported in the case of a catalyst in the form of a continuous film51. In all cases of CVD 
growth apart from the type of CVD growth reported later in this thesis the catalyst 
consists of nanosized transition metal particles49-54 in oxide or metallic form and 
sometimes in a mixture of both. The key property of the transition metals relevant to the 
growth of carbon nanotubes is that they can decompose catalytically gaseous molecules 
that contain carbon. Other important properties of the transition metals that are related to 
the nanotube formation such as melting point, equilibrium vapour pressure, solubility of 
carbon, carbon diffusion rate in the metal are given in  
 
 

Figure 2-19 The Thermal CVD apparatus. 
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Table 2-2. These metals exhibit relatively similar properties apart from the high melting 

point and low equilibrium vapour pressure of molybdenum and  the low carbon solubility 

in copper.  

 

 

 

 

Table 2-2 Physico-chemical properties of selected transition metals. N/A = data not available. After 54. 

Macroscopic property Iron Cobalt Nickel Palladium Copper Molybdenum 

Density56, at 20 oC (kg m−3) 7874  8900  8902  12020  8960  10220  

Melting temperature (Tmelt) (
 oC) 1536 1495 1453 1553 1083 2617 

Surface tension57 at 20 oC (at 2000 oC)        

(N m−1)  
1.95 (1.72) 2.1 (1.68) 1.86 (1.57) 2.1 (1.72) 1.75 (0.95) 2.2 (N/A) 

Equilibrium vapour pressure58                     

(at t = 1216 oC) (Pa)  
5.5 × 10-3 4.7 × 10−3 4.0 × 10−3 2.1 × 10−2 7.1 × 10−1 7.6 × 10−11 

Carbon solubility59 (at.%) at Tmelt  20.2 13.9 10.7 ~5 2× 10−4 Up to 60–70% 

Carbon diffusion coefficient in metal60      

(m2 s−1)  (at t = 1000 oC)  
1.5 × 10−11 1 × 10−11 2 × 10−11 6 × 10−11 N/A N/A 

 

2.8.5  Catalyst Preparation 

The transition metal nanoparticles can be applied on the substrate in various 

ways.51 Two common51 approaches are the use of solutions that contain them or the 

deposition through physical means. In the first approach there are several methods for 

catalyst synthesis from solutions. Salts of transition metals (e.g. ferric nitrate – 

nonahydrate) can be dissolved in organic solvents and applied on the substrate by dip 

coating (see chap. 3 and corresponding references for more details). The substrate is then 

placed in the furnace and heated up in an atmosphere of inert gas and hydrogen. The 

latter will reduce the salt to its metallic form producing thus the active catalyst. Another 

method61 (in the solution approach) is the precipitation of the metal salt on to a support 

which in this case is in a form of powder (e.g. alumina).  This is followed by drying, 

calcining and grinding. An oxide form of the catalyst is obtained after calcining. The 

supported catalyst is then placed in the furnace for a reduction step as described above. 
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In the second approach a number of techniques51 such as electron gun 

evaporation62,63, thermal evaporation64,65, pulsed laser deposition, ion-beam 

sputtering66,67, and magnetron sputtering68,69. These techniques are easier and quicker51 in 

most of the cases than the solution based methods. However they require sophisticated 

and expensive equipment. One of their advantages is that with good resolution they can 

patterned the catalyst on to a substrate something which is not possible with the solution 

based techniques. They deposit a thin film of catalyst on the substrate whose thickness 

affects the final nanoparticle size. The nanoparticles are created by heating. 

Finally another approach utilizes the application of organic carriers70 such as 

feritin which can possibly yield a relatively unifom size of nanopartices. A calcination 

step must be taken when the sample is inserted into the furnace in order to remove the 

organic shell. 

 

2.8.6  Effect of the catalyst particle size 

 The size of the catalyst nanoparticle is expected to have an effect on the nanotube 

type (single or multi walled) and diameter. A general scheme71 that relates the catalyst 

nanoparticle size and the formed nanostructures is shown in Figure 2-20. This should not 

be considered as a general rule but as what is likely to be expected as a product of a CVD  

nanotube growth process from particles of certain size. Observations that do not follow 

the above scheme as for instance multi-walled carbon nanotubes with diameters larger 

than 50 nm have been reported52. In general though there appears to be an agreement in 

the literature about the relation of the catalyst particle size and the nanotube diameter 

which accepts that small particle sizes are likely to yield nanotubes of small 

diameters72,73,74,75. 

 Another issue related with the catalyst particle size is the diameter distribution of 

the produced nanotubes. In order to narrow the later the catalyst particle size distribution 

has to be controlled and its spread has to be minimized. Precipitation methods give 

relatively wide particle size distributions54. In contrast organic carrier methods such as 

apoferritin70,76 and polyamidoamine dendrimers77 reported to yield catalyst particle size 
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distribution in the range of 1 – 3 nm. Molybdenum oxide caged molecules have given 

similar distributions78. 

 One of the difficulties that prevent an accurate correlation between catalyst 

particle size and nanotube diameter is the precise determination of the former. The 

difficulty arises from the fact that the determination of the nanoparticle size takes place 

before the actual growth process. Change of the particle size distribution is inevitable as 

different phenomena occur at the elevated temperature that is needed in order to 

accelerate the decomposition of the carbon precursor molecules on the catalyst surface. 

The metal nanoparticles may collide due to surface diffusion and subsequent sintering 

leads to an increase of the average particle size79. Evaporation of the metal nanoparticles 

with relatively small diameters might also happen. This will also contribute towards an 

increase of the average diameter. The particles that have been evaporated might nucleate 

and form secondary metal particles away from the surface of the substrate that was 

initially hosting them. Catalytic decomposition may then happen in the gas phase on the 

surface of the newly formed particles. The product of this process is eventually deposited 

on the walls of the reactor. Such an effect has been reported for a CVD process in which 

ruthenium was used as a co-catalyst80. 
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Figure 2-20 A general scheme showing the dependence of the formed carbon nanostructure upon the size 
of the catalyst particle. This schematic has not the character of a rule but is rather a lead of what is likely to 
be expected from particles of a particular range of size. Observations that do not follow this scheme have 
also been reported52.  After 71. 
 

 
 
 
 

SWCNT MWCNT 
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2.8.7  Formation mechanism 

There is a general agreement81 of how a nanotube grow in length since it has been 

nucleated. A molecule of the carbon containing precursor decomposes when it impinges 

on the metal catalyst. The released carbon atom then diffuses either on the surface or in 

the bulk and reaches the open end of the nanotube which is chemisorbed into the catalyst. 

Then it gets bonded into the nanotube network as this will minimize the energy of the 

system. If the adhesion of the metal particle with the support surface is strong then the 

carbon precipitates from the top of the particle and the nanotube will continue to grow 

with the particle attached to the support surface. This type of growth is called base 

growth51. In the opposite case that the particle is weakly attached to the surface then there 

is a possibility that the carbon will precipitate from the bottom surface of the particle. As 

the nanotube continues growing it lifts the catalyst particle. This is called tip growth51. In 

this type of growth the top end of the nanotube contains the metal particle. Both of those 

types of growth have been observed51,82. 

The above picture of growth is compatible with the model of growth of carbon 

filaments which had been developed in the past83. The observation of the two types of 

growth (tip and base) in the case of carbon nanotubes agrees with the observation of 

similar types of growth in the case of carbon filaments indicating that the same model 

could apply for the carbon nanotube growth. The carbon filament growth model is using 

the concepts of the vapour – liquid – solid (VLS) theory that had been developed in the 

past for describing the growth of silicon whiskers84. The adaption82 of this model in the 

case of carbon nanotubes consists of the following steps; i) adsorption and decomposition 

of the carbon precursor on the surface of the transition metal nanoparticle, ii) diffusion of 

carbon atoms into the catalyst bulk from the supersaturated surface, iii) precipitation of 

the nanotube network out of the supersaturated particle. 
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The VLS model (and its variances) for the nanotube growth considers the catalyst 

as being in the liquid phase85 during the actual growth time. Although this seems 

unnatural due to the fact that the melting point of transition metals is well above the CVD 

growth temperatures (typically 900 oC), it is something that might be expected as the 

physical properties of nanoparticles can be different than those of the bulk. In Figure 2-21 

the melting temperature of selected metals as a function of their particle size is shown. It 

can be seen that nanoparticles of Fe or Ni with diameters around 7 nm are expected to be 

close to their melting at CVD temperatures. The liquid phase of catalyst during growth 

has also been supported by experimental86 evidence in the case of Co through 

transmission electron microscopy (TEM) observations. 

Although the VLS model can describe how the nanotube growth evolves it does 

not give information of how the initial nucleation of the nanotube network happens. A 

modelled called “Yarmulke mechanism” has been proposed81. According to this model in 

order to minimise the total surface energy, the excess carbon forms a graphene cap on the 

surface of the metal particle, since graphene sheet has 10–20 times smaller surface energy 

than most metals. Important features of this mechanism are the strong chemisorption of 

the graphene cap to the particle in a way that avoids any open graphene edges and the 

equal diameters of the catalyst particle and the carbon nanotube. 

Figure 2-21 The melting temperature of selected metals as a function of particle diameter. After 54 
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The above models for the nanotube formation through catalytic growth are the 

most dominant once in the literature. There are also other models with similarities with 

the ones presented here but also differences. Their presentation here though would be 

beyond the scope of this section. The presented models contribute towards a basic 

understanding of the nanotube formation mechanism which was the aim of this section. 
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Chapter 3               Metal – Free – Catalyst Growth of Single 
Walled Carbon Nanotubes 

 

 

 

 

In this chapter a method of growing single walled carbon nanotubes by the means of  

chemical vapour deposition without the need of metal catalyst is described.  

 

Contributions 
 

K. N. Bourdakos suggested the Chemical Vapour Deposition recipe for SWCNTs growth, 

established the existence of single walled carbon nanotubes (SWCNTs) on the substrates 

after the growth and further characterised the samples through the means of Raman and 

AFM measurements. Dr T. Ushino conceived the idea of carbon nanotube (CNT) growth 

on carbon ion implanted nanostructured substrates, performed the growth and the 

scanning electron microscopy (SEM) measurements. The substrates were prepared by G. 

D. Dilliway. The carbon ion implantation was carried out by the ion beam centre of the 

University of Surrey. The SIMS measurements were carried out by the Charles Evans 

company. The TEM was carried by Dr. S.Wang 

 

3.1  Introduction  
 

Carbon nanotubes due to their quasi-one-dimensional molecular structure have 

semiconducting or metallic properties that make them promising material for future 

electronic applications1,2. The research in this domain has yielded several achievements 

from which the most important ones are the fabrication of one of the smallest ever field 

effect transistor (FET) devices (Infineon 18 nm channel FET)3, a light emitting FET4, non 

volatile electromechanical memory devices of comparable density and higher speed of 

the current flash memory devices5.  
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However the large scale integration of carbon nanotube FET devices has not yet 

been achieved due to some serious obstacles. One is the positioning (or growth) of cnts of 

specific diameter and chirality on specific points of a patterned substrate. This requires 

either control of the diameter and chirality during the growth process as well as of the 

position and the direction of the growth in a large scale or selection of the cnts according 

to their chirality and diameter and a method of positioning also in large scale. 

Another serious obstacle is the incompatibility of the current growth methods of 

SWCNTs with the front end silicon processing technology. The reason for the latter is the 

need of metal nano-particles which act as catalyst for the growth of SWCNTs6. This 

consist a significant contamination hazard for the silicon processing facilities. The 

presence of metal nanoparticles (or conducting nanoparticles in general) on the surface of 

a wafer might result in their encapsulation in the structure of the integrated circuit. This 

might lead to short circuits by bridging interconnect lines in the circuit or by assisting 

electrical breakdown of the insulating oxide between the interconnect lines7. The part of 

the circuit that suffers from this kind of contamination will function in an unpredictable 

way resulting to the failure of the whole circuit7.  

The current work establishes experimentally a new method of growth of 

SWCNTs that does not use metal particles as catalyst8,9. This method reveals another 

aspect of the nanotube growth process while simultaneously opens up the prospect of 

merging CNTs with the front end silicon processing. This metal-catalyst-free growth 

method uses chemical vapor deposition (CVD) of CNTs and has been found that it can be 

applied in three different types of substrates i) carbon implanted SiGe islands on Si 

substrates, ii) carbon implanted Ge dots on Si substrates iii) non carbon implanted Ge 

dots on Si substrates with lower yield of carbon nanotube growth. The existence of 

SWCNTs on the above substrates (after CVD growth) was established by means of 

Raman spectroscopy. Information about the diameter and metalicity of the as grown NTs 

was also extracted from the Raman Spectra. Further information about the yield, substrate 

coverage and possible mechanisms of growth was acquired by performing SEM and 

AFM measurements. 
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3.2  Metal-free-catalyst growth of CNTs. An overview 

 There are two methods that have been reported so far in the literature which 

enable the growth of SWCNTs without the use of metal catalyst10,11,12,13. In the first 

method10,11 carbon nanotubes are produced by low velocity spraying of carbon nanosized 

particles on a heated Si substrate. The growth parameters of this method are: Ar carrier 

flow at 300 sccm (standard cubic centimeters per minute), ambient pressure of 0.04 atm, 

substrate temperature of 800 oC to 1100 oC and deposition time of 30 min. The produced 

nanotubes have perpendicular orientation to the substrate, forming bundles with 

diameters from 30 to 90 nanometers. From Raman measurements single walled carbon 

nanotubes were detected among the observed nanotubes with diameters of 0.85 to 1.33 

nm. However from the same measurements the presence of quantities of amorphous 

carbon, graphitic particles and multiwall carbon nanotubes was revealed. The fact that 

this method, produces bundles of nanotubes of relatively large diameter with 

perpendicular orientation to the substrate, makes it improper for application in nanotube 

electronics.  

The second method12,13 employs hexagonal silicon carbide  (6H-SiC) substrates 

which are annealed in high temperature (above 1500 C) in vacuum (10-8 Torr). The 

method has been found to yield a mixture of SWCNTs on the Si face of the SiC. The 

orientation of the nanotubes is parallel to the surface of the substrate and they form a 

hexagonal network. From scanning tunneling microscopy (STM) measurements12,13 the 

nanotubes were found to be single walled with diameters in the range of 1.2 to 1.6 nm. 

However in this method of growth only part of the CNTs lays on the surface of the 

substrate. The growth of nanotubes takes place in several atomic layers, and the network 

of CNTs is composed of tubes from different depth connected together. This makes 

difficult the fabrication of nanotube devices on such substrates due to the high probability 

of short-circuits caused by random nanotubes at different depths on the substrate (for 

instance diffusion of metal contacts even in small depth inside the substrate might give 

rise to contacts with nanotubes laying in the same depth thus leading to an unpredictable 

behaviour of the device). Additionally the use of expensive SiC substrates makes this 

method unsuitable for large scale production.  



 78 

Therefore the method presented here is the only one (to the knowledge of the 

author) that achieves horizontal surface growth of SWCNTs without the need of metal 

catalyst. 

 

3.3  Growth on SiGe substrates 

 Growth of SWCNTs was achieved on substrates with SiGe nano islands as it was 

mentioned above. The growth was carried by means of CVD and without the use of any 

metal catalyst. The as fabricated substrates were characterized with Raman spectroscopy 

and SEM. 

3.3.1  Substrate preparation and growth 
               A 50 nm-thick SiGe (30% Ge) layer was deposited by CVD on Si (001) wafers 

after the growth of a thin Si buffer layer. To accommodate the stress as a result from the 

lattice mismatch between Si and Ge, the SiGe layer forms islands on top of a thin wetting 

layer. The height of the islands ranges from 20 to 50 nm. Subsequently, the islands were 

doped with carbon using ion implantation. A dose of 331016 cm-2 was implanted at an 

energy of 30 keV.   

 In order to evaluate the carbon content at the SiGe-Si interface secondary ion 

mass spectrometry (SIMS) was preformed. For those measurements 1.5 keV Cs negatives 

at 60 degrees angle of incidence were used. They were run on a Phi Adept 1010 

Quadrapole SIMS instrument. The depth of the created craters was measured using 

surface profilometry. The implanted SiGe layer was found to contain 2% carbon at the 

SiGe-Si interface (Figure 3-1). The SiGe(C) substrates were cut in 537 mm pieces and 

dipped in buffered HF solution to remove the native oxide. Chemical oxidation was 

performed using a 30% hydrogen peroxide (H2O2) solution at room temperature. The 

thickness of the chemical oxide layers on the bumpy SiGe surface was estimated to be 

around 0.5 nm from similar experimental results on Si substrates14.  

The as prepared substrates (two for each growth session) were laid at the bottom 

of a ceramic boat container with their nanostructured surface facing upwards. The loaded 

container was inserted inside a quartz tube furnace. The temperature was ramped in 30 

minutes to 1000oC in an atmosphere of Ar (1.0 standard litre per minute (SLM)) and H2 
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(0.4 SLM). After 10 min anneal at 1000 oC the temperature was ramped down to 850oC 

in 5 min. At this temperature growth took place for 10 min in an atmosphere of 1 SLM 

CH4 and 0.4 SLM H2. After this step the substrates were left to cool down to room 

temperature in Ar atmosphere (1.4 SLM) in about 40 min.     
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Figure 3-1 SIMS measurements on the carbon implanted SiGe substrate before (a) and after annealing and 
cnt growth (b). 

3.3.2  Scanning Electron Microscopy measurements on the SiGe substrates 
after CVD growth. 

After the growth the substrates were imaged by means of field-emission scanning 

electron microscopy (FE-SEM). A JSM 6500F thermal FE-SEM was used. At a 

magnification of 30,000 times (x30,000), beam energy 10 keV and working distance 

(WD) 13.7 mm clear images of the nanostructured surface of the samples were obtained. 

Two types of nanofibers (Figure 3-2) were intermingled in most of the samples. The first 

type comprises curly and thick fibres with around 20 nm diameter and 1 µm length. The 

second type comprises straight and thinner fibers with less than 10 nm diameter and 5 µm 

length. 
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Figure 3-2 FE-SEM micrograph of SiGe substrate after CVD growth. Two kind of fibres can be 
distinguished. 

 

The chemical composition was analyzed by energy-dispersive x-ray spectroscopy 

(EDS). The EDS system which was incorporated with the FE-SEM in use was an INCA 

300 from Oxford Instruments. For the EDS measurements a beam with energy of 10 keV 

and integration time of 2 sec were used. The beam spot size at the surface of the sample 

was approximately 2 nm. It is expected with the above settings that quantities of Fe, Ni 

and Co as less as 0.1% could be detected within the detection volume. An average of ten 

points per 1 µm2 were probed at the areas covered with fibres.  With the above settings no 

gross metal contamination was detected in any of the 34 SiGe samples on to which 

surfaces fibres had been observed.  A typical EDS spectrum is depicted in Figure 3-3b 

while in Figure 3-3a is shown the point on the sample that this spectrum was derived 

from.  
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Figure 3-3 EDS measurements on a SiGe substrate after CVD growth. a) SEM image of a SiGe sample 
with as grown fibres on to which the point of the EDS measurement is depicted. b) EDS spectrum of the 
obtained from the point depicted in a). 

3.3.3  SEM measurements on the SiGe substrates after CVD growth and 
vapour HF etching. 
To distinguish between the two kinds of fibres, the substrates were subjected to HF 

vapour etching. Figure 3-4(b) shows clearly that only the thin fibres survive the 

processing, and that thick fibres were dissolved in the HF treatment.  

 

a 

b 
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Figure 3-4 SEM images of the fabricated nanofibers on SiGe islands. (a) As-grown fibers; oxide 
nanofibers (short, curly, thick and bright) and SWNTs (long, straight, thin and dark) were observed. (b) 
After HF vapor etching only SWNTs were observed. 
 

 

 

 

 

 

a 

b 



 83 

3.3.4  SEM measurements on the SiGe substrates after CVD growth and air 
annealing. 

The thick fibres, however, survive after the atmospheric annealing at 900°C, 

while the thin ones were burnt out. These last two observations indicate that the thick 

fibres consist of Si and Ge oxide embedded in an amorphous carbon matrix. 

 
Figure 3-5 SiGe sample after CVD growth and air annealing at 900 oC. Only thick fibres have survived. 

Sample 28_AA01. 
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3.3.5  Effect of H2 on the growth of Carbon Nanotubes. 
 The effect of H2 on the CNT growth has been studied in the case of catalytic CVD 

growth. It is mainly the reduction of the metal salts (for instance in the case of Fe(NO3)3 the H2 

will reduce during annealing to Fe, which is going to be the active catalyst. From this point of 

view it is not clear what the role of H2 is in the current method as the above model does not 

comply with the materials involved in this case. Performing CVD on the SiGe nanostructured 

substrates as it was described above, but without using H2 was found to give reduced yield of 

CNT growth (Figure 3-6). This indicates that H2 still affects the CNT growth process in the case 

of the SiGe nanostructured substrates although the underlying mechanism of this effect is not 

clear.  

 
Figure 3-6  Lack of H2 during CVD growth results in poor carbon nanotube growth. Sample 39_3 
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3.3.6  Raman measurements on the SiGe substrates after CVD growth 
  Although the SEM images provided valuable information about the growth, they 

could not give any knowledge about the nature of the observed fibres. In order to get this 

information the as-grown nanofibres were characterised by means of micro-Raman 

spectroscopy. The Raman measurements were performed on a Renishaw system, 

(consisting of an Olympus microscope, a monochromator with a 1200 grooves/mm  

grating, a 512 3256  ccd, a holographic notch filter,  He-Ne (632.8 nm) laser with power 

of 12mW, Ar+ laser (488 nm, 30mW) . The samples were excited using the HeNe laser 

which was focused through a 503 objective and the signal was collected in a backscatter 

geometry. After passing through a holographic notch filter (which rejects the laser 

wavelength) it was dispersed through 1200grooves/mm grating onto a 256512×  charge 

coupled device (CCD) operating at room temperature. The tuning of the notch filter was 

such that the frequency cut off ranges from -100 to 200 cm-1 and for this reason only the 

anti-Stokes shifts could be obtained for signals in the range between 100 and 200 cm-1
.   

 Many of the Raman spectra obtained from the areas where the density of the thin 

nanofibres is higher exhibited an asymmetric double peak around 1590 cm-1(Figure 3-7 

b). This double peak resembles very well to the G-band of SWCNTs15. In some cases the 

low frequency peak is relatively broad (Figure 3-7d) and can be fitted with Lorentzian 

and Breit-Wigner-Fanno functions16 (Figure 3-7e). The latter is an evidence of the 

existence of a metallic SWCNT in the sample16. Furthermore in many cases spectra 

exhibiting peaks in the range of -100 to -200 cm-1 (anti-Stokes) were obtained (Figure 

3-7f). These peaks are spectrally located in the range of the radial breathing mode (RBM) 

of SWCNTs15 and they appear only at the points of the sample from which the spectra 

with the double peak around 1590 cm-1 were obtained. Therefore it can be safely 

concluded that these spectra originate from SWCNTs whose existence on the 

nanostructured Si-Ge face of the substrates is now well established. 

The peaks of -197 cm-1 and -155 cm-1 are assigned to metallic and 

semiconducting SWNTs with diameters of 1.26 nm and 1.60 nm, respectively15. The peak 

of 303 cm-1 comes from the Si substrate. In the high frequency region, the G-band feature 

around 1600 cm-1 is observed and in most of the spectra the disorder induced D-band 

feature around 1350 cm-1 is not present. Many of the measured CNTs show the three 
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intense peaks in G-band. These multiple splitting peaks are characteristic of 

semiconducting SWNTs and the diameter can be estimated from the peak frequencies16. 

The diameter of the SWNTs was found to be 1.6 nm, which is consistent with the result 

from RBM. 

A broad peak at 1450 cm-1 was also observed (Figure 3-7a). Although there are no 

conclusive data about the origin of this feature, two possible explanations are presented 

here. The first one has to do with CNTs. It has been observed that a similar feature 

appears in the Raman spectra of SWCNTs when they are not in resonance with the 

excitation energy of the laser15. The fact though that there are no other characteristic 

spectral features from SWCNTs in the spectrum presented in Figure 3-7a (G-band 

features) makes this case quite unlikely. 

The other possibility is that this signal originates from a carbon amorphous 

phase17. A similar signal had been observed by Rugeiro et.al17. In this paper it was shown 

by means of x-ray measurements that this signal corresponds to a carbon amorphous 

phase. In the case of the current samples the amorphous carbon might have been 

deposited on the surface during the growth process, or consists one of the components of 

the thick nanofibres. 

Raman measurements carried out on the substrates that had undergone HF-etching 

(which eliminated the thick nanofibres) showed the characteristic G-band of SWCNTs. 

This confirms that the observed thin nanofibres are SWCNTs bundles. Also this finding 

along with the observations on the air annealed samples (shown above) consist strong 

evidence that the thick nanofibres are composed by an oxide which contains Si, Ge and 

possibly C. 
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 Figure 3-7 Raman spectra of the as-grown fibres on SiGe/Si substrates using 633 nm (1.96 eV) laser 
excitation. a) Signal possibly originating from Oxide nanofibers. b) G band signal from SWCNT and c) the 
same signal fitted with 4 Lorentzian curves. d) G band signal from SWCNT at another point of the sample 
e) the same signal fitted with 3 Lorentzian and 1 BWF curves. f) RBM signal (- 198 cm-1) and Si signal (-
300 cm-1) (obtained from the same point of the sample as b)). g) the RBM signal  fitted with 2 Lorentzian 
curves.) 
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3.3.7  Summary of growth experiments on SiGe substrates and conclusions 
 The main experimental findings concerning the CNT growth were summarised 

below in Table 3-1. It can be seen that C ion implantation and HF+H2O2 pre-treatment 

are essential steps for the growth of CNTs on the nano-structured SiGe substrates. The 

same steps are necessary for the growth of the oxide fibres (thick nanofibres). However 

in the latter case growth can take place without the need of any carbon feedstock (sample 

3 in Table 3-1). 

 

Table 3-1 Summary of CNT growth 

Sample Doping Pre-treatment Growth gas CNT growth Thick nanofibres 

1 C ion implantation HF+H2O2 CH4, H2 Yes Yes 

2 C ion implantation HF CH4, H2 Yes, reduced 

density 

Yes 

3 C ion implantation HF+H2O2 Ar, H2 No Yes 

4 No HF+H2O2 CH4, H2 No No 

5 No HF CH4, H2 No No 

 

 

3.4  Growth on Si substrates with Ge dots 

 Growth was also achieved without the use of metal catalyst on Si substrates with 

Ge dots. As it will be shown below growth of CNTs took place on carbon ion implanted 

surfaces as well as on non carbon ion implanted surfaces of such substrates. 

3.4.1  Substrate preparation and growth 
The method starts with Si (001) wafers on which Ge dots are formed by CVD on 

top of a thin Si buffer layer. Next, parts of each wafer were implanted with carbon ions 

(energy 30 keV, dose 3×1016 cm-2). The wafers were cut into 5 × 7 mm pieces and dipped 

in buffered HF solution to remove the native oxide. Chemical oxidation was performed 

using a 30% hydrogen peroxide solution at room temperature for 20 min followed by 

immediate drying without water rinse, as GeO2 
is dissolved by water treatment. It was 

expected this to produce a 0.5 nm-thick oxide on the Si and a 2 nm-thick oxide on the 
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Ge18,19.
 

These substrates were transferred to an atmospheric pressure CVD furnace and 

annealed at 1000 °C in argon (1000 sccm) and hydrogen (300 sccm) for 10 min. The 

anneal was immediately followed by CNT growth at 850 °C for 10 min in a mixture of 

methane (1000 sccm) and hydrogen (300 sccm). It should be noted that energy dispersive 

X-ray spectroscopy measurements on both the implanted and un-implanted substrates 

before and after growth show no gross metal contamination.  

 

3.4.2  SEM and TEM measurements 

 
Figure 3-8 A typical field-emission SEM image of as-grown single walled carbon nanotubes (SWNTs) and 
SiGe oxide nanowires (SiGeONWs). 
 

Figure 3-8 shows field-emission scanning electron microscopy (FE-SEM) images of 

carbon-implanted samples. There are two types of fibers, thick curly fibers which 

evidence indicates are amorphous SiGe oxide wires and thin straighter fibers which 

evidence indicates are SWNTs. There is a clear association between the straighter fibers 

and the curly fibers, i.e. the straighter fibers intersect with curly fibers at many points 

along their length. However, there are also isolated curly fibers, which do not intersect 

with the straighter fibers. The curly fibers, which were also observed on CNT growth 
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from SiGe layers, can be removed using HF vapor treatment, which strongly suggests 

they are mostly composed of an amorphous SiGe oxide.  

The identification of the two types of fibers is supported by transmission electron 

microscopy (TEM) of fibers, which hang over the edge of the substrate. Figure 3-9(a) 

shows a TEM image of a straighter fiber, which is consistent with a bundle of SWNTs. 

Figure 3-9(b) shows a TEM image of the curly fibers and shows that they have a much 

larger diameter than the straight fibers and that they have an amorphous structure.  

 
Figure 3-9 High resolution TEM images of the grown nanofibers. (a) A bundle of single walled carbon 
nanotubes and (b) amorphous oxide nanowires. 

 

From the experiments and discussion so far it is implied that the carbon ion 

implantation is required for successful growth of CNTs. However, there exist small 
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fractions of the un-implanted wafer (around 1%, predominantly near the edge of the 

wafer) in which CNTs are present, as shown in Figure 3-10, and confirmed by Raman 

spectroscopy. As Figure 3-10 shows, these parts of the un-implanted wafer do not have 

the expected smooth topography of a Si wafer, but instead contain a large amount of 

trenches. This trenching was only observed in association with CNT growth on un-

implanted substrates, and not at all on carbon ion implanted wafers. 

  
Figure 3-10 Field-emission SEM image of single walled carbon nanotubes on samples prepared without 
carbon implantation. 

 

In order to understand the different stages of CNT growth, FE-SEM and atomic 

force microscopy (AFM) studies were carried out on as-grown, post oxidation, post 

anneal and post growth substrates. The as-grown substrates (Figure 3-11(a)) show Ge 

dots in the form of cones with diameters in the range 20 to 250 nm and heights in the 

range 10 to 25 nm. The oxide formation changes the contrast of the dots as observed by 

FE-SEM (Figure 3-11(b)), however it makes little difference to the morphology of the 

dots. The anneal occurs at a temperature above the melting point of Ge (938 °C) and the 

post anneal substrates (Figure 3-11(c)) show considerable changes due to the anneal and 
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in particular the formation of the curly fibers. In addition to the curly fibers the substrates 

also show features reminiscent of Ge dots and much smaller nanoparticles. At the end of 

the growth process (Figure 3-8) there is a clear association between the curly fibers and 

the CNTs.  

 
Figure 3-11 Field-emission SEM images of Ge dots corresponding to the following process steps. (a) as-
grown Ge dots, (b) after chemical oxidation with hydrogen peroxide, and (c) after argon anneal at 1000 °C 
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3.4.3  AFM measurments 
 

 

AFM images of samples (Figure 3-12 (a)) that have been treated with HF vapor to 

remove  

 
Figure 3-12 (a) AFM image of substrate after nanotube growth and HF vapor etch to remove curly fibers. 
The image shows single walled carbon nanotubes bundles, crater-like remains of Ge dots and some 
remaining Ge dots. (b) Topographical section along the dashed line in Fig. 13(a), showing the profile of 
two of the crater-like features. 
 

the curly fibers confirm that the diameters of the straighter fibers are consistent with 

bundles of SWNTs. They also show that many of the Ge dots have become crater-like 

features (Figure 3-12 (b)), with the crater height being approximately 4 nm. The total 

volume of material present in the walls of these craters is considerably less than that of 

the as-grown Ge dots. The FE-SEM and AFM images both show that within some of 

these craters are nanoparticles. Whilst these nanoparticles vary in size at least some have 

dimensions in the few nanometer range. For instance, the nanoparticle shown in the 
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middle of the first crater shown in Figure 3-12 (b) is 3.4 nm high; its lateral dimension 

cannot be determined due to limitations of the AFM tip size. As expected only CNTs 

were observed on substrates that have been all the way through the process. Whilst it was 

attempted to determine where the CNTs start growing on the substrate it was not possible 

to do so due to the fact that the CNTs in general are bundled and the length of the bundles 

means that they intersect with many features on the surface (Figure 3-8 and Figure 3-12).  

 

 

 

 

 

 

 

3.4.4  Raman measurements 
The existence of SWNTs on the substrates is unambiguously determined by 

performing micro Raman spectroscopy using a He-Ne laser (632.8nm). The Raman 

spectra (Figure 3-13) clearly show the radial breathing mode (RBM) and G band features 

expected for SWCNTs20. The RBM modes indicate that the diameters of SWCNTs are in 

the range 1.6 to 2.1 nm15,
 

which are slightly larger than those on SiGe islands8.
 

In the 

high frequency region, the G-band shows twin peaks at 1590 and 1573 cm-1
 

which are 

well fitted by Lorentzian functions and can be attributed to semiconducting SWCNTs16. 

Despite considerable effort it was not possible to detect the disorder induced D-band 

feature20 at around 1350 cm-1.
 

This indicates that the CNTs produced with this method, 

have a low defect density and can thus be described as high quality. It was also observed 

a feature at 2653 cm-1
 

which is attributed to G’-band20.
 

This feature does not show the 

characteristic double peak of double and multi-walled CNTs21.
 

In addition, no RBM22,23
 

features at energies above 160 cm-1 were observed,
 

which would be expected for double 

walled CNTs due to the small inner nanotubes. Therefore it is believed that the CNTs 

produced by this process are mostly SWCNTs. The same Raman features are observed on 

samples which have been HF vapor treated to remove the curly fibers leaving only the 

straighter fibers, which is clear evidence that these straighter fibers are the SWNTs. 
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Figure 3-13 Raman spectra of as-grown fibres using 633 nm (1.96 eV) laser excitation. (a) G-band, (b) 
anti-Stokes spectrum of the radial breathing mode (RBM) of single walled carbon nanotubes, and (c) G’-
band. 
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3.4.5  Discussion  
The above observations have led us to form a preliminary hypothesis concerning the 

mechanism responsible for growth of CNTs from these substrates. However further 

studies will be required to confirm this. The results suggest that during the anneal, 

possibly due to the formation of the oxide fibers, the Ge dots decompose to form 

nanoscale Ge particles, i.e. those observed with AFM. Due to the effects of surface 

energy24,
 

these will have a reduced melting temperature compared with bulk Ge and it is 

hypothesized that they remain liquid at the CNT growth temperature. These nanoscale Ge 

particles might act as seeds for VLS growth of the CNTs. If this hypothesis is correct 

then it may be possible to obtain the seeds by another route removing the need for an 

anneal step and allowing an increase in the density of seeds and CNTs.  

The above results show that CNT formation is aided by the carbon ion implantation, but 

is not essential to CNT growth, as the results in Figure 3-10 demonstrate. It is not clear 

what the role of the ion implanted carbon is. The implantation of carbon ions clearly 

alters the processes happening during the anneal step. It may be that it aids the formation 

of the seeds from which the CNTs grow, either chemically or by the amorphisation of the 

substrate during ion bombardment. It is possible that the presence of the carbon lowers 

the melting temperature of any Ge nanoparticles, which are formed during the anneal 

allowing them to be molten during the growth phase. It is also possible that the carbon 

directly produces seeds from which CNTs grow and that the Ge plays the role of host to 

the carbon allowing the formation of these seeds.  

The formation of the trenches associated with CNT growth in un-implanted substrates is 

also not understood. Although considerable effort was made it was not possible to find 

any literature on the formation of such trenches in Si substrates in the presence of Ge, 

carbon and hydrogen during CVD of carbon doped SiGe layers.  

 

3.4.6  Conclusions  
In conclusion, a new method is presented, which enables the growth of high quality 

single walled carbon nanotubes (SWNTs) without the need for a metal catalyst using 

equipment and techniques standard to a silicon foundry. Extensive characterisation is 

presented of the effect of each stage in the growth process. Using this evidence, it is 
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proposed that the growth mechanism is vapor-liquid-solid growth with nanoscale Ge 

seeds. This method will require further development before it could be used in an 

industrial process. In particular, it will be necessary to increase the uniformity and 

density of the growth. However, these preliminary studies show good promise and 

indicate that further efforts to develop this method are likely to be very worthwhile. It has 

also been shown that it is possible to grow SWNTs from Ge containing substrates without 

carbon ion implantation.  
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Chapter 4               Utilization of Single Walled Carbon 
Nanotubes as high resolution probes in 
Atomic Force Microscopy 

 

 

 

 In the following chapter the work that was carried out for the fabrication of 

Atomic Force Microscopy (AFM) tips with Single Walled Carbon Nanotubes (SWCNT) 

will be presented. Initially the reasons that prevent conventional AFM tips from 

achieving high resolution will be discussed and the fact that SWCNTs AFM tips have the 

potentional  of overcoming those obstacles will be shown. The results of two methods of 

growth of SWCNTs AFM tips will be presented and the advantages and drawbacks of 

each method will be discussed. The need of further engineering of the SWCNTs AFM 

tips as a consequence of their mechanical properties will be shown as well as the 

limitations and possibilities of those tips. Finally the application of the SWCNTs AFM 

tips in high resolution imaging of the surfaces of mesoporous materials which led to a 

publication1 will be exhibited. 

 

4.1  Introduction 
 Since its invention in the mid eighties5 AFM has played an important role in the 

exploration and characterisation of surfaces and nanostructures. It is a unique non 

destructive technique for imaging bio – molecules, nanoparticles, surface features with 

high resolution, little sample preparation, and at low cost. However the precision of this 

imaging is limited due to the geometrical shape and the size of its tip. SWCNTs due to 

their shape, size and mechanical properties have a great potential as AFM probes. 

SWCNTs AFM tips can achieve ultra high resolution and minimum distortion of the 

image of the probed features. Furthermore, due to their elastic properties they are unique 

in imaging soft and delicate structures without damaging them. Their high aspect ratio 

allows them to image deep features on a surface a process that is not possible with the 

conventional AFM tips and which is very important in front end silicon electronics20. So 

far they have been exploited in imaging biomolecules with high resolution2, as 
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conductive nanoprobes3, as functionalised probes in Chemical Force Microscopy25, to 

mention some of their spectacular applications. They are one of the first nanotechnology 

products to be commercialised and can be purchased from several AFM firms4. 

 

4.2  Tip convolution error 

 The main application that AFM was meant to fulfil in the early years of its 

invention5 was the imaging with atomic resolution of atomically flat surfaces6. In this 

process only the very end point of the AFM tip interacts with the surface and in the case 

that this tip is atomically sharp, no matter how irregular the rest of the tip is the acquired 

images will give a faithful representation of the surface7. Furthermore, by using proper 

techniques such as Frequency Modulation (FM) AFM, that reduces the tip wearing and 

improves the signal to noise ratio, it was made possible to achieve subatomic 

resolution8,9. It was also soon realised that AFM could be used to image mesoscopic 

features. Nanoscale features like biological molecules, corrugated surfaces and 

semiconductor devices could be imaged without additional preparation and without being 

destroyed by the imaging process as in the case of Scanning Electron Microscopy (SEM). 

However, it was also soon understood that the finite size and shape of the tip was posing 

a considerable obstacle in the correct imaging of nanoscale objects and in the acquisition 

of precise quantitative information from those images. 

 In reality the image of an object acquired through the means of AFM contains 

information for both the object as well as the AFM tip. To make that more clear, one 

could consider the extreme case of a sharp feature imaged by an AFM tip of pyramidal 

shape with size considerably bigger than that of the feature as (Figure 4–1).In this case 

the acquired image resembles merely the tip and much less the object (reverse imaging)10. 
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Figure 4-1 Principle of reverse imaging in AFM. 

  

 In the general case, the acquired image is a convolution of the sample and tip 

shapes and in most of the cases the sample dominates the image11. The situation is 

obviously reversed when the size of the sample is smaller than that of the tip. If the shape 

of the tip is known then the shape of the sample can be reconstructed from the acquired 

image by a deconvolution procedure as it will be shown below. A more thorough analysis 

than the summarised one presented below can be found in references 12, 13). 

 If the slope of the surface of the sample is high then the AFM tip “touches” 

(touches here has the meaning of interacts) the sample at a different point than the 

recorded tip position (Figure 4-2). The acquired image profile is then shifted with the 

respect to the true profile of the sample and the corners of the image profile are more 

rounded than those of the true sample. The true sample profile can be reconstructed from 

the distorted image if the real point of contact (again here “point of contact has the 

meaning of point of interaction) of the tip and sample surfaces can be calculated from the 

image surface and the tip shape. This can be done if two quantities are known: i) the 

lateral distance x∆  between the true contact point x  and the apparent contact point 'x   

and ii) the corresponding vertical distances∆ .  

 From Figure 4-2 it can be seen that the tip shape and the sample have the same 

slope at the true contact point. The image surface at the corresponding apparent point of 

contact has also the same slope as is shown below. 

 

 

Acquired 
image 
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Figure 4-2 AFM tip – sample convolution. The impact of the AFM tip finite size on the imaging of a high 

aspect ratio shape. 

 

 From Figure 4-2 it can be seen that: 

 

dx

xds

xd

xdt )()( =
∆
∆

 (33) 

 

where )( xt ∆  is the surface that describes the tip ( )( xt ∆ is a function of x∆  only since the 

tip moves relative to the sample) and )(xs  is the true surface of the sample. In Figure 4-2 

)'(xi  is the surface of the image reported by the tip. Equation (33) states that the slopes 

of the tip and sample surfaces are equal at the point of contact (true contact point). 

Because movement of the tip will cause change of 'x , and this will affect the value of 

x∆ the latter can be considered  as a function of 'x : )'(xxx ∆=∆ . By definition holds 

that: 'xxx −=∆  therefore it can be written that: 

)'(' xxxx ∆+=   (34) 

As it has already mentioned above s∆  is the vertical distance between the  apparent and 

the true  point of contact therefore 

)'()'()( xsxixs ∆+=   (35) 

It can easily be seen from Figure 4-2 that: 

tip 
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)]'([)'( xxtxs ∆=∆    (36) 

By differentiating equation   (34) it turns out: 

'
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dx ∆+=    (37) 

From equations (33), (35), (36) and (37) comes out: 
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Equation (38) states that the slope of the image and the true sample surface at the 

apparent and true contact points respectively is the same. The quantity 
'dx

xd∆
 is a measure 

of the distortion of the acquired image due to the finite size of the tip. The closer its value 

is to zero the smaller the difference of the image and the true sample. By differentiating 

the above  equation gives: 

2

2

2

2

'
'

xd
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dx
id
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=∆
 

The latter states that the higher the curvature of the tip the smaller the distortion of the 

acquired image. Therefore an image acquired with a sharp tip is much closer to the true 

image.  

 Substituting equation (33) in equation (38) gives: 

'

)'()(

dx

xdi

xd

xdt =
∆
∆

   (39) 

If equation  (39) is inverted then )'(xx∆ can be found when )( xt ∆  and )'(xi  are known. 

Once )'(xx∆  is found it can be substituted in equation   (34) in order to find 

'x  as a function of x . Then )(' xx  can be used in equation (35) from which the true shape 

of the sample )(xs can be extracted. This procedure can be applied through a Legendre 

transform14 as it will be shown below. 

 The definition of Legendre transform of a function )(xf  is as follows: it is the 

intercept on the y-axis of the line tangent of that function at x : 

[ ] )())(()()( mmxmxfmbxfL −==   (40) 
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In the above equation m  is the value of the slope of the function )(xf  at x . The value of 

x  can be deduced by inverting the derivative of )(xf : 

dx

xdf
m

)(=    (41) 

The Legendre transform )(mb  of the function )(xf  can be considered as an equivalent 

representation of the )(xf  curve. Therefore )(xf  can be extracted from )(mb  through 

the means of the inverse Legendre transform: 

))(()()( xmbxxmxf +=   (42) 

Here )(xm  can be found by the inversion of the derivative of )(mb : 

dm

mdb
x

)(=−    (43) 

The Legedre transform of )( xt ∆ , )'(xi  and )(xs  are related as it can be seen from Figure 

4-3 by the equation: 

[ ] [ ] [ ])()'()( xtLxiLxsL ∆+=    (44) 

According to the above equation the Legendre transform of the true sample is the sum of 

the Legendre transforms of the tip and the image surfaces. Therefore by finding the 

reverse Legendre transform of equation (44) one can get extract the true surface of the 

sample. 

 
Figure 4-3 The Legendre transforms of the true, image and tip surfaces  are related as 

[ ] [ ] [ ])()'()( xtLxiLxsL ∆+=  (in the figure [ ])(xsL = btrue, [ ])'(xiL =bimage, [ ])( xtL ∆ =btip). After 12. 
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 The true surface however is not always possible to be reconstructed from the 

acquired image and the tip shape12. This is true when the curvature of the sample exceeds 

the one of the tip (Figure 4-4). In this case there would be regions of the sample that the 

tip touches two points simultaneously. For those regions it is not possible to calculate x∆  

and s∆  therefore the previous method cannot be applied. Only a sharper tip can resolve 

regions as those. 

 
Figure 4-4 In the case of double contact the acquired image does not contain information about the region 
between these contact points. After 12 

Furthermore the application of the reconstruction method requires the  knowledge 

of the precise tip shape. This can be done by using scanning electron microscopy (SEM) 

or transmission electron microscopy (TEM) imaging of the tip. It is also possible to use 

specific samples of well known geometry to reconstruct the tip shape from their AFM 

images10.  However, what is really needed is the shape of the tip at the time of the AFM 

scan. This is not always possible as the tip very often wears out during an AFM scan and 

therefore the image of the tip which is acquired before or after the AFM scan is only an 

approximation of the real tip shape during the AFM scan. 

 

4.3  The Ideal Tip 

 The convolution error is in fact due to the limited resolution of the conventional 

AFM when scanning surfaces with mesoscopic features such us biomolecules (DNA, 

ptoteins, e.t.c) and not atomically flat surfaces. This is due to their size and shape as it 

was explained above (section 2.). The conventional tips have large radius of curvature (5 
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– 10 nm for Si tips) in comparison with the mesoscopic features they have to image. They 

usually have conical shape with cone angles of 10o – 30o. Although subnanometer 

resolution has been reported in some cases of AFM imaging of biomolecules15,16 by using 

conventional tips this has not been done in a controllable manner. The achieved 

resolution, which was smaller than the radius of curvature of the tip, was probably due to 

nano – protrusions at the end of tip. However, those features were not fabricated 

deliberately but they were a form of side effect of the fabrication process. Therefore one 

has to rely on luck in order to pick a proper tip. An effort in improving the AFM 

resolution was made by fabricating Si sharp tips by means of chemical etching or by 

using focus ion beam etching. Both of these methods are very expensive and the 

fabricated tips although sharp are also very brittle.  

 Another kind of technique uses the electron beam of an SEM to deposit a carbon 

tip17 at the end of a commercial tip. The main achievement of this technique is to increase 

the aspect ratio and durability of the tip but the achieved radius of curvature is rather 

large (30 nm). 

 The above discussion demonstrates that the ideal AFM tip should have high 

aspect ratio with 0o cone angle, with a radius of curvature as small as possible (and in this 

case “as small as possible” means less than 5 nm and ideally subnanometer), exhibit 

mechanical and chemical robustness so that its structure does not undergo alterations 

during the scans in air or fluid environments. All of the above features are among the 

unique properties of carbon nanotubes making them one of the most promising materials 

for substantially improving AFM imaging. 

 

 

4.4  Current status and achievements of the field of Carbon Nanotubes 

AFM tips 

 The fabrication of the first cnt tip was reported around ten years ago18. Since then 

new methods for their fabrication have been developed and are described further below. 

Some of them have progressed towards the mass production of cnt – tips19,20 which is 

going to drop their price considerably and increase their availability. However, since no 
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growth technique that can yield nanotubes of specific diameter and chirality has been 

developed so far, the control on the type of cnt tips that those methods produce is still 

low. 

 In the terms of resolution and imaging there are major achievements mainly in the 

field of biological systems. It must be mentioned here that carbon nanotube tips have an 

additional strong advantage in the imaging of such kind of systems. Smaller adhesive 

forces have been observed24 with cnt tips which are about 2 – 5 times smaller than those 

that have been measured with relatively sharp Si tips.. This is probably due to two 

reasons, the one being the smaller tip radius and the other the lower surface energy. Both 

of them are smaller when compared with the ones of Si. The lower adhesion forces make 

possible the use of cantilever with smaller spring constant in tapping mode reliably 

without the need to apply large driving amplitudes. This can result in a considerable 

reduction of the sample deformation which is extremely important in the case of soft 

samples such as the biomolecules. 

By using carbon nanotube tips it was made possible to image a series of protein 

molecules as GroES21, IgG and IgM antibody proteins22,23, the amyloid proteins24 Aβ40 

and Aβ42 which is related to Alzheimer’s disease with resolution similar to that of 

cryogenic electron microscopy (EM). Apart from the advantage of the simplicity of 

sample preparation with respect to the cryogenic EM, imaging with cnt – tips enables 

scanning without sample fixation on the substrate which opens up the prospect of in – 

vitro imaging22. Also high resolution imaging of molecules in solutions where the ionic 

concentration can be well defined is possible with the cnt – tips, while only dried samples 

can be imaged with cryogenic EM.  

Furthermore the well defined chemistry of carbon nanotubes allows 

functionalisation of cnt – tip at its very end by a few molecules and in some cases by only 

one. With such kind of tips, chemical force microscopy (CFM) can be performed, which 

enables the probing of the chemistry of surfaces in a molecular level21,22,25. 

4.5  Fabrication of Carbon Nanotube AFM tips 

 Below the various methods of fabrication of carbon nanotube AFM tips are 

described emphasising the ones that were used in the current project. 
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4.5.1   Manual assembly of carbon nanotube AFM tips 
 In this approach a multi walled carbon nanotube (MWNT) is attached manually at 

a conventional AFM tip. It is the method with which the first ever carbon nanotube  AFM 

tip was fabricated18. In this technique micromanipulators are used to control the position 

of a commercial AFM tip and the nanotubes. Both of them are observed through an 

optical microscope under dark field illumination and with a magnification of 500 – 1000 

x. MWNTs have been attached on an adhesive tape. First the tip will be coated with some 

adhesive by simply pressing it on the above mentioned adhesive tape. Then the tip is 

pressed on a MWNTs and the latter is stuck on it. Micromanipulators are used to correct 

the position of the tube in such a way that it is parallel with the tip. Further process to 

stabilise  nanotube is applied like electrical etching which is going to be presented further 

below. 

4.5.2   Surface Growth of Carbon Nanotube AFM tips  
 This method26 of fabrication is based on the fact that carbon nanotubes grow in 

such a way that minimizes their potential energy due to strain and surface interactions 

with the substrate. It is one of the methods that have been used in the current project.  

Carbon nanotubes usually prefer to grow along a surface due to van der Waals 

and chemical interactions27. In that way they minimize their potential energy. However 

when as they grow they reach an edge of the surface then the minimization of energy 

again will determine whether they will bend in order to stay on the substrate or they will 

grow out of the edge (Figure 4-5a). There are two quantities that must be taken into 

account: one is the cohesive energy of the nanotube with the surface cE and the other is 

the energy due to the strain on the nanotube stE  as it bends when it reaches the edge of 

the surface in order to grow parallel to it (Figure 4-5b). Those energies can be determined 

by the following equations28,29: 

KRE
oc 360

2
θπ−=       (45)  
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(where  R is the radii of curvature of the nanotube bent, and θ  is the corresponding angle 

of the bent (Figure 4-5b), K  is the cohesive energy per unit length of the nanotube with 

the substrate) 

( )222
1 4

8
tr

L

r
tEst +Υ= θπ

   (46) 

(where Y is the Young’s modulus, 1θ  the bending angle in radians, t  the wall thickness, 

r the radii of the nanotube, L the length of the part of the nanotube that has been bent). 

Equation (46) has been derived by continuous mechanics calculations in reference 29 and 

corresponds to a shell that simulates a SWCNT with the same diameter and bending 

length. For this reason some quantities in equation (46) as the thicknesst , and the Young 

modulusΥ , correspond to this continuous model and might differ from similar quantities 

of the real nanotube that this model simulates. The comparable quantity29 of this model 

and a real nanotube is the stretching modulus tΥ  which as it will be shown below is in 

good agreement with experimental results reported in the literature. The model is valid 

for relatively small curvatures and does not give information for the buckling and post 

buckling regime of the nanotubes.  

 The bending angle can be converted in degrees by the simple formula: 

πθθ 2
3601 o

=    (47) 

where 1θ  is the bending angle in radians and θ  is the bending angle in degrees. The 

bending length can be given as a function of the radii of curvature R  and the bending 

angle θ  by: 

RL
o

πθ
2
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=   (48) 

By replacing (47) and (48) into (46) yields: 
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 (49) 

Considering now that the bending of the nanotube will start at a distance d from the edge 

of the substrate then the radii of the bending curvature can be expressed as a function of 

this distance and the bending angle θ : 
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 ( )θcos1−
= d

R   (50) 

(a geometrical proof of this expression is given in 4.8  . Appendix I) 

Replacing equation (50) in (45) and (49) gives: 
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 In Table 4-1 are given some values of the sum of the cohesive and strain energies 

for different values of the bending angle. These results were obtained by considering a 

[10,10] SWCNT that starts to bend at a distance nmd 20~  from the edge and were 

calculated by using nmeVK /3= (value extracted from Figure 3a of reference 30), 

nmr 7.0= , nmt 08.0= , TPaE 85.6= . The values of tE,  were obtained from reference 

29 and as it was mentioned before correspond to a continuous shell that simulates a 

[10,10] SWCNT. Their product mPat 510=Υ which is the stretching modulus is within 

the range of the experimental data reported in the literature29,31.  

 

 

 

It is obvious from Table 4-1 that if a nanotube grows  towards the apex of the tip 

when it reaches there it is going to protrude out of the tip as the apex curvature is 

relatively big and the strain energy overwhelms the cohesive energy of the substrate. 

Furthermore it is believed26 that some of the nanotubes  that grow on the faces of the 

Figure 4-5 Concept of surface growth 

R θ θ 

CNT a b 
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pyramidal tips will not protrude at the edges but will continue to grow towards the apex 

where they will join to form a nanotube rope protruding out of the apex. 

 

( )oθ  ( )JEst  ( )JEc  )(JEE cst +  

30 6.24642E-18 -6.24897E-18 -2.55113E-21 

60 2.88397E-17 -5.41387E-18 2.34259E-17 

Table 4-1 Balance of cohesive and strain energies of a SWCNT for different angles and radii of curvature. 

 

Growth of carbon nanotubes has been achieved on the top of silicon AFM tips 

with the means of Chemical Vapour Deposition (CVD). The procedure for growth is as 

follows: The tips are dip coated for about 1 min in a catalyst solution (5mg of catalyst in 

5ml CH3OH). The catalyst powder consists of ferric nitrate nonahydrate, molybdenyl 

acetylacetonate and fumed alumina. After the dip coating the CVD growth takes place in 

a furnace where the tips were put in batches of five each time. 

 Two different growth recipes have been used.  In recipe A the tips were ramped 

to 800 oC in 30 min in 0.6 SLMiv Ar and 0.4 SLM H2 atmosphere. Then they were kept at 

this temperature for another 10 – 20 min in order to allow stabilisation of the temperature. 

Growth took place for 3 min in 0.6 SLM Ar, 0.4 SLM H2, 2 SCCMv C2H4. After this the 

tips were left to cool down in 1 SLM Ar for about 80 min. In recipe B the tips were 

ramped to 900 oC in 30 min in 1.12 SLM Ar and 0.3 SLM H2 and were kept for 10 – 20 

min in order to allow stabilisation of the temperature. Then growth took place for 3 min 

in 0.3 SLM H2, 12.5 SCCM C2H4 and 1SLM H2. After that the samples were let to cool 

down in 1.42 SLM Ar for about 80 min.  

Both of the recipes were found to yield nanotube growth on the tips (Figure 4-6) 

although there were a number of batches in whic) no growth was observed at all. A 

crucial parameter of the whole growth process was found to be the quality of the catalyst. 

Fresh catalyst (fresh here means that it was used within one or two weeks after its 

container was opened for first time) gave rise to relatively good growth.  Also another 

important parameter appeared to be the time between the dip coating and the CVD 

                                                 
iv Standard Litre per Minute 
v Standard Cubic Centimetre per Minute  
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growth. The batches on to which the CVD process was applied within the same day that 

they had been dip coated gave higher percentage of tips with nanotubes on their surface. 

It is possible that atmospheric moisture deactivates the catalyst and therefore the longer 

the catalyst is exposed to the air the higher the probability not to yield any growth.   In 

each batch of tips the growth was not homogeneous as there were tips with vast growth 

and others with none. This probably has to do with the statistical character of the dip 

coating process. Due to the mesoscopic size of the tip surface relatively important 

variations are expected on the number of the catalyst particles that have been attached on 

it and the tips with low catalyst density gave poor or no growth. Other conditions such as 

catalyst aggregation might have played some role as it reduces the catalyst active surface 

and therefore makes the catalyst particles less effective. 

The CVD growth parameters described above for recipes A and B were found to 

be the minimum ones for obtaining growth on the tips. Variations towards reducing the 

carbon feedstock or the growth time resulted in no growth or extremely low percentage of 

tips with carbon nanotubes on their surface. The minimum growth parameters were 

preferred because they have higher probability to give rise to small diameter ropes of 

SWCNTs or even individual SWCNTs. Furthermore the minimum parameters are less 

likely to give long nanotubes protruding from the tip apex which might result in their 

bending and the formation of loops (Figure 4-6c,d) which are more difficult to etch 

electrically and convert them into useful probes. Additionally high rate of carbon 

feedstock might result in saturation of the catalyst particles with amorphous carbon which 

has as a consequence their deactivation. The growth temperatures of recipes A and B 

were the optimum ones for temperatures within ± 50 oC  from the given ones above 

practically no growth was observed. 
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   An average of about 20% of the tips that went through the CVD process had 

nanotubes protruding out of their apex (Figure 4-6). Although the SEM cannot be used 

for precise measurement of the nanotube diameter a rough evaluation can be made from 

the obtained images. In most of the cases the protruding nanotube had a diameter more 

than 5 nm which is the resolution limit of the instrument. Not all of these tips had the 

protruding nanotubes aligned along the pyramid axis but some of them had grown at an 

angle (Figure 4-6b) with it or had folded back to the tip forming a loop (Figure 4-6c).  In 

the first case the angle that the nanotube forms with pyramid axis (angle ϕ  in Figure 

4-6b) affects the imaging capabilities as it gives rise to big lateral forces on the nanotube 

and therefore to distorted images as will be explained below32,33. In the second case the 

electrical etching might break the loop producing thus a useful probe.  

a b 

c d 

Figure 4-6 SEM images of carbon nanotubes on the top of AFM tips. a) a vertical grown tube on the tip. b) a 
bundle of probably two ultra long tubes c) and d) nanotubes which have folded back   

o40=ϕ  
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All of the tips that have a nanotube (or a nanotube rope) at their apex have to be 

etched electrically in order to reduce the length of the nanotube and thus to minimise its 

thermal vibrations which are a major source of noise. An image of a nanotube tip that has 

been electrically etched is shown in Figure 4-7. 

 

 

 

The overall performance of the surface growth is relatively low. The 20% of the 

tips with a nanotube at their apex is further reduced due to tips with a nanotube at a 

relatively big angle with the pyramid axis and mainly due to the electrical etching which 

some times might deplete the tip apex from the nanotube. The tips can be re –used23,26 by 

oxidising them at 500 oC and then applying the whole growth procedure (apart from the 

dip coating stage). However the probability to achieve growth of nanotubes at their apex 

drops considerably (there were batches of recycled tips that after growth no nanotubes 

were observed). This is probably due to contamination of the catalyst by amorphous 

carbon (that the oxidation process can only partially remove) and absorption of moisture. 

 

 

 

 

 

Figure 4-7 Nanotube tip after being electrically 
etched. 
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4.5.3   Pick – up Substrates 
The main disadvantages of the previous two methods are the large diameter of the 

nanotubes that have to be used in “Manual assembly” (see 4.5.1  ) in order to be visible 

through the optical microscope and the low yield of tips with small diameter nanotubes at 

their apex (and the correct direction) in the “Surface Growth” method (see 4.5.2  ).  

Another approach that exploits both CVD growth and mechanical assembly has a 

potential of a very high yield (almost 100%) of tips with small diameter nanotubes at 

their apex. This method comprises CVD growth of vertically aligned carbon nanotubes 

on a flat substrate (pick-up substrate) and then mechanical picking up of a vertically 

aligned nanotube with the AFM tip34,35,36,37. 

The fabrication of a pick-up substrate is not a trivial process as the reasons and 

conditions under which carbon nanotubes are grown vertically on the substrate are not yet 

well understood. It seems that the effect has a statistical character and a number of 

growth experiments are needed in order to be realised. In our case apart from repeating 

the same recipe in order to fabricate a pick-up substrate there was need to test also a 

variety of recipes in order to produce a pick-up substrate with a good distribution of small 

diameter (nanometer or subnanometer) SWCT.  

A number of different catalyst recipes have been tried that can give quite small 

particles on the substrate (nanometer or subnanometer) and therefore can yield small 

diameter SWCNT which in the case that they can be exploited as AFM tips will increase 

further the lateral resolution. For this reason a number of different catalysts and coating 

techniques were tried such as dip coating of the substrates in ferric nitrate solution in 

isopropanol, drop casting of a ferritine solution on a piranha-cleaned substrate, or the dip 

coating of the previous substrates in the ferritine solution, the spin coating or dip coating 

of piranha-cleaned substrates with or in a solution of bi-metallic (Ru-Fe or Pt-Fe) 

catalyst.  

After the substrates had been coated they were placed in a 1 inch diameter quartz tube 

furnace. In all of the cases but the one of the ferric nitrate the samples are first annealed 

in air so as to burn the organic layer that contains the metal particles. Then annealing in 

Ar takes place, followed by 10 min reduction in H2 at an elevated temperature and finally 

doing the growth in CH4 and H2 at the same temperature. The recipe differs a bit in the 
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case of bimetallic catalyst because the reduction of the metal particles has been carried 

out in advance during the preparation of the solution and MnO promoter is used for the 

growth. Substrates with carbon nanotubes have been produced with all of the above 

methods however not always successfully. The reason that the same method does not 

work every time has probably to do with the moisture in the catalyst, which gets higher 

with time.  

A large number of substrates underwent CVD growth. The ones that had been coated 

with ferric nitrate gave the highest density of growth. It was assumed that the likelihood 

of carbon nanotubes growing vertically on the substrate increases with the density of the 

growth. Because of this assumption the effort for the fabrication of a pick-up substrate 

was focused on the substrates that had been coated with ferric nitrate. Strong indication 

that the latter assumption is correct came later from the experimental data that will be 

presented below. The density of the catalyst solution was optimised in order to give as 

dense growth of nanotubes as possible and also a good distribution of small diameters. 

For these reasons the catalyst solution density should have been adequately high in order 

for the surface density of the catalyst particles to be high on the substrate but also it must 

be kept low in order to prevent the formation of aggregates. Catalyst aggregates have 

smaller active surface and therefore keep the growth density low and also give rise to the 

growth of nanotubes with bigger diameters37,38,39. The ferric nitrate solutions were always 

sonicated in order to break the catalyst aggregates and centrifuged in order to remove the 

big catalyst particles. The SiO2/Si substrates were cut from a 5 inches wafer in 1cm x 

1cm squares. The thickness of the oxide layer was evaluated from reflectance 

measurements40 and was found to be more than 300 µm which is enough in order to 

prevent diffusion of the catalyst particles in the silicon41. The substrates  were sonicated 

in acetone in order to remove organic contaminants then in deionised (DI) water to 

remove any remains of acetone and non organic particles and then in methanol in order to 

remove the water. During sonication each substrate was kept in a separate container in 

order to prevent fracturing of the substrates and contamination of their surfaces. After the 

sonication the substrates were dried under air spray. Then they were dip coated in the 

catalyst solution for a short time (from 10 sec to 120 sec) and after that they were rinsed 

with plenty of hexane in order to rinse off any excess catalyst that is not attached to the 
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surface. The growth recipe that was followed for these substrates was recipe B as it has 

been described in section 4.5.2   apart from the growth time which was optimised to give 

the highest growth density (optimum value was found around 10 min). The substrates 

were put in the CVD furnace in batches of two. 

After the growth the substrates were topographically imaged in ambient conditions 

with a Multimode Digital Instruments AFM system in tapping mode. The AFM imaging 

of those substrates apart from giving valuable information about the density of the growth 

and the diameter distribution can provide also with indirect and quick information about 

the existence of vertically aligned nanotubes. Sudden distortion of the topography image 

could be caused by one or more vertically aligned nanotubes that have been attached on 

the tip during scanning. Whether there is a nanotube attached on the tip or not can be 

further investigated by observing the force calibration (FC) curves34. 

 Figure 4-8a shows the AFM topography image of a substrate that has gone through 

the growth process and it is a pick up substrate, as will be shown below. In Figure 4-8c a 

cross section analysis of that image is presented. The diameters of some nanotubes were 

measured (by measuring their height) and they were found to be in the range of 1 to 4 nm 

(Figure 4-8c).   The density of the growth on this substrate is quite high as can be seen 

more clearly in Figure 4-8b where an improved contrast image of that substrate is 

displayed. From this image a rough evaluation of the nanotube density can be done and it 

is about 50 nanotubes / µm2. In order to allow comparisons a low density substrate is 

depicted in Figure 4-9c with a density of about 1 nanotube / µm2. No nanotubes could be 

picked up from the low density substrates while they could relatively easily be picked 

from the high density one depicted in Figure 4-8a. This indicates that the initial 

assumption that the higher the nanotube density on the substrate the higher the 

probability that there are vertically aligned nanotubes was correct for the range of 

densities covered in this study. It has to be clarified though that the higher nanotube 

density increases only the probability of the occurrence of vertically aligned nanotubes 

but it does not necessarily mean that any substrate with dense growth is a pick-up one.  

For example the substrate depicted in Figure 4-9d although the growth is relatively dense 

it was not possible to pick up any nanotube from this substrate.  
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The strong statistical character of the fabrication process of a  pick up substrate has 

also to be reported. It was observed that substrates that they were dip coated in the same 

solution for the same amount of time and had identical parameters of growth exhibited 

very different growth densities. Three such substrates are shown in Figure 4-8a Figure 

4-9a and Figure 4-9b. The first and the last one exhibited vast growth and were found to 

be pick-up ones while the second exhibited no growth at all. The overall process has very 

low yield as from the 150 substrates that went through the fabrication process only three 

became pick-up substrates (yield = 2%). However although it seems difficult to fabricate 

a pick-up substrate as long as one is produced it can be used to fabricate a very large 

number of nanotube tips. For example in the fabricated pick-up substrate (Figure 4-8a) it 

was possible to pick – up one nanotube in every 10 x 10 µm2. This means that for the 1 x 

1 cm2 substrate about one million nanotubes have been grown vertically (as a very rough 

evaluation). If it is assumed that the substrate stops being functional when the density of 

the vertically aligned nanotubes falls to a 30% of its initial value (,) about( )700,000 

nanotube tips could have been fabricated by then. Assuming even a two orders of 

magnitude error in the above evaluation could mean that a potential number of 7000 

nanotube tips could be fabricated from one substrate.  

A first indication that a substrate which has gone through the carbon nanotube growth 

process, might accommodate vertically aligned nanotubes on its surface(,) is some broad 

area image distortions when scanning with the AFM (Figure 4-8a and Figure 4-9b). 

Those distortions indicate that there is something affecting the tip and forcing it out of its 

regular mode. The cause of the distortion could be dust particles attached to the tip that 

might come from the air or the substrate, damage on the tip, or in this case one or more 

nanotubes that have been picked up. By going into FC mode the tip goes out of the raster 

scanning and oscillates above the same point of the sample. The z –piezo scans the 

distance between the sample and the tip and the amplitude of the oscillation is recorded 

versus the separation distance of the tip and the sample (Figure 4-10a). As it can be seen 

in Figure 4-10a initially the tip – substrate distance is longer than the range of the 

attractive forces (van der Waals and capillary forces)35 between them and the tip 

oscillates at a constant amplitude. As the separation distance becomes smaller the 

attractive forces between the tip and the substrate become more important affecting the 



 120 

elastic constant of the cantilever by making it weaker and thus changing its natural 

frequency. Because the drive frequency of the cantilever is constant and has been set at 

the natural frequency (or eigen frequency) of the cantilever the effect of the above change 

is the decrease of the oscillation amplitude as the resonance has been shifted away from 

the driving frequency. This effect increases as the sample – tip separation distance 

becomes shorter and results in a linear decrease of the oscillation amplitude. At a certain 

point (which is at about 8 nm in Figure 4-10a) the protruding nanotube touches the 

substrate and starts bending. This exerts a repulsive force on the tip which makes smaller 

the weakening of the cantilever’s elastic constant due to the attractive forces and 

therefore “pushes” the resonance closer to the driving frequency. This has as an effect, an 

increase of the oscillation amplitude of the cantilever, as it can be seen in Figure 4-10a. 

Further bending causes the nanotube to buckle and therefore a decrease in the elastic 

force that the nanotube exerts on the tip. Once more the increase of the attractive forces 

will shift the resonant away from the driving frequency with a consequent decrease of the 

oscillation amplitude35 (point at about 3.9 nm in Figure 4-10a). The  shape of the FC 

curve as the one depicted in Figure 4-10a can be explained very well by taking into 

account the elastic properties of carbon nanotubes and for this reason consists a 

“signature” that a nanotube is attached on the tip.  

The final confirmation that a nanotube has been attached on the AFM tip is given 

from Transmission Electron Microscopy (TEM) images. In Figure 4-10b can be seen a 

TEM image of an AFM tip with a nanotube attached to it. It is clear from that image that 

the attached nanotube is a single walled one and that it is very well aligned with the tip. 

The diameter of the nanotube is 4 nm which is very close with the diameters of nanotubes 

on the substrate as they were measured by AFM (Figure 4-8c). It can also be seen that the 

attachment length on the tip is more than 70 nm. Considering that for a 4 nm SWCNT the 

cohesion energy with silicon is 0.67 eV/Å (see FIG. 3a in reference 30) this means that 

the cohesive energy between the nanotube and the tip is more than 466 eV which can 

explain the robust attachment of the nanotube on the tip.  
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Figure 4-8 Pick-up substrate. a) topography image (5 µm each side) b) Light and angle of adjustments for improved contrast of 
topography image c) cross section of the image with measurements of nanotube diameters.  
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a b 

c d 

Figure 4-9 a) substrate from the same batch as the pick-up substrates (6 µm scan) b) the second pick-up 
substrate from the same batch (5 µm scan) c) a substrate grown with the same process as a and b but from 
another batch exhibits relatively sparse growth (5 µm scan) d) substrate grown as the previous three with 
relatively dense growth (2 µm scan) 
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Figure 4-10 a) Force calibration curve of the amplitude of AFM tip with a carbon nanotube attached to its 
apex picked up from a pick-up substrate. b) TEM image of an AFM tip with a nanotube at its apex attached 
through the pick up method. c) TEM image of an AFM tip with a nanotube after being electrically etched. 

a 

b c 
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4.5.4  Electrical etching of CNT AFM tips 
 

In order to make the nanotube tips efficient it is necessary to shorten them. There are two 

main reasons for this. The first is that the nanotubes vibrate thermally and the amplitude 

of this vibration is proportional to l3/2 where l is the length of the tube34. The second is 

that the force constant for lateral bending of the tube is proportional34 with l-3. This means 

that long tube tips introduce noise to the imaging as well as distortion, which is due to 

their high flexibility. If the nanotube, at the top of the tip, has folded back to form a loop 

(Figure 4-6c,d) then shortening will make it functional. 

 The shortening process1,26,34,37 is carried out by mounting the tube tips on the 

AFM head and using as a sample a heavily doped silicon substrate. When the tip has 

approached the substrate a pulse voltage is applied between the tip and the substrate. The 

produced spark will burn out a part of the nanotube, thus shorten it.  

  

 

 

4.6  Application of CNT AFM tips in Imaging of Mesoporous Materials1 

 

The manufacturing of new functional metamaterials with improved or even new 

properties has been enabled through three dimensional nanostructuring of mesoporous 

materials metals and semiconductors. The method for realising such nanostructuring is by 

using liquid crystal templates42,43,44,45.  The nanostructured materials due to their high 

specific area and mechanical robustness have a wide range of potential applications such 

as catalysis, batteries, fuel cells, sensors and optical devices. The characterisation  of 

mesoporous materials have been carried out so far through the means of standard 

techniques such as TEM and small-angle x-ray scattering (SAXS) . However these 

techniques have some disadvantages which are the difficult sample preparation for the 

TEM and the non-local character of SAXS measurements from which only information 

on average spatial ordering can be acquired. More specifically in the case of TEM, the 

mesoporous film must be scraped on to a copper grid. This destroys the film’s surface 
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and therefore apart from the information of the existence or not of  the nanopores  it is not 

possible to obtain information about the surface topography which is very important for 

understanding the properties of those materials. Although this problem can be overcome 

by using focused ion beam (FIB) milling of the sample to this is extremely expensive, 

time consuming and results in the destruction of the film. 

 On the contrary as it has already been explained above AFM (and also scanning 

tunneling microscopy (STM) in the case of conductive samples) can be used for high 

resolution imaging without the need of difficult and expensive sample preparation. 

Additionally as it has also been explained above it is not destructive and can be operated 

under ambient conditions. Furthermore the wide field of view of the AFM technique can 

reduce considerably the time needed for imaging the surface of mesoporous film and 

consequently it drops significantly the cost. However the size and the geometry of 

conventional AFM tips poses an obstacle in the high resolution imaging of the mesoporus 

surfaces. This obstacle as it will be shown below can be overcome by the use of CNT 

AFM tips. 

 Nanostructured films of mesoporous titanium dioxide (TiO2) on conducting glass 

slides of fluorine doped tin oxide (FTO) have been prepared  by using a liquid crystal 

template as described in reference 1. The method that was used for the above preparation 

is analogous to that described in reference 46. The conducting glass slides that were used 

were Asahi, textured F-doped SnO2, 2.5x3.5x0.1 cm3.  

 The samples were first imaged with SEM. The SEM images revealed uniform 

film thicknesses of 0.5 µm and macroscopically smooth surfaces. The films were well 

adhered on to the FTO substrates. They were also found to be homogeneous in cross 

section as well as in surface profile. 

 The mesoporous films were then imaged with AFM by using a SWCNT 

AFM tip (Figure 4-10c). One of the acquired AFM images of the mesoporous films is 

shown in Figure 4-11a). An ordered array of nanometer-sized pores can be clearly 

distinguished. From cross sectional analysis (Figure 4-11b) it was found that the pores 

diameters were between 7 - 12 nm and the repeat distance between the pores was 

approximately 15 - 18 nm. From this information the pore volume fraction was calculated 

to be equal to 0.3. From the same analysis the pore depth was determined to be between 
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4-5 nm. Because the film thickness is 0.5 µm it is very likely that not the whole depth of 

the pore is probed probably due to the short length of the nanotube tip. 

 The SWCNT AFM tip that was used for the imaging of the mesoporous films 

were fabricated with the pick up method as it was described in section 4.5.3  . The 

effective lateral resolution of the tip that was used was 5 nm. It was determined by 

analyzing images recorded on 5nm gold colloid standards deposited on mica47. From the 

TEM image of Figure 4-10c it can be seen that the nanotube tip consists of a bundle of 

two SWNTs with a total diameter of 6.6 nm. Surprisingly the measured nanotube tip 

diameter is larger that the observed lateral resolution of the tip.  This effect has been 

reported in the literature48. The possible explanations of this improved resolution are that 

an asperity or an edge of the nanotube bundle interacts with the sample48. It is very likely 

that the same reasons hold also for the improved lateral resolution observed when 

imaging the mesoporus surfaces. In addition the relatively large diameter of the bundle 

and its small length could also contribute to the improved resolution due to the high 

stiffness of the nanotube tip. The latter eliminates or minimizes the deformation of the tip 

due to lateral forces caused by the van der Waals interaction of the nanotube tip with the 

sample which results in the reduction of the nanotube tip’s lateral resolution and imaging 

artefacts33. In order to allow comparisons an effort was made to visualise the pores with a 

conventional tip. However this was not possible due to the very corrugated sample 

surface. Finally the pore diameter and repeat distance were measured with field emission 

SEM and were found in good agreement with the data obtained with the AFM. 
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Figure 4-11 (a) High-resolution tapping mode AFM image of mesoporous TiO2 film. (b) 
Cross section along the line shown in Fig.1 (a). 
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4.7  Conclusions 

In the current work the effect of the size and shape of the probe on the imaging 

capabilities of the AFM was described. It was shown that carbon nanotubes are ideal 

probes for AFM imaging. Those probes were fabricated with two different methods and 

the advantages and disadvantages of each one were exhibited. Although the surface 

growth method for fabrication of nanotube tips is promising for automated mass 

production and therefore commercialisation of those tips it was found to be impractical 

for laboratory capabilities (small diameter furnace, no possibility of wafer production). 

On the contrary the pick up method was found to be able to yield a practically infinite 

number of nanotube tips fulfilling easily the needs in probes of an average lab although 

they have be produced one per time (no mass production).  

It was exhibited that AFM imaging of highly corrugated surfaces such as the ones 

of mesoporous materials is possibly when nanotube tips are used. This demonstrates the 

superiority of the nanotube tips over the conventional AFM tips while simultaneously 

opens up the prospect of imaging the entire mesopore range by means of AFM. The latter 

is expected to have a great impact in the understanding and controlling the properties of 

the mesoporous materials in the nanometer scale. 
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4.8  Appendix I 

 

 
Figure 4-12 Geometrical proof for equation 50 

 

θθθθ === 321   ( 31,θθ  have parallel sides, 21,θθ  have their sides perpendicular) 
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Conclusions of Part I 

In the first part of the thesis two aspects of the field of carbon nanotubes were 

studied. First a novel method of carbon nanotube growth without the need of metal 

catalyst was demonstrated. Overwhelming data from characterisation by means of Raman 

Spectroscopy (RS), Scanning Electron Microscopy (SEM), Transmission Electron 

Microscopy (TEM) and Atomic Force Microscopy (AFM) show that products of this 

method of growth are single walled carbon nanotubes (SWNTs). Further evidence from 

the RS data show, that very likely, these SWNTs are very low in defects and therefore of 

high quality. Essential steps of the method are the preparation of Si substrates with 

Stranski – Krastanow Si-Ge islands or Ge dots, carbon ion implantation of those 

substrates and growth of carbon nanotubes on those substrates through chemical vapour 

deposition. Some of the characterisation data though indicate that it might be possible for 

growth of carbon nanotubes on such substrates without the need of carbon ion 

implantation. No metal particles are employed in any of these steps therefore this method 

is fully compatible with the front end silicon processing facilities. AFM data indicate that 

the growth mechanism of carbon nanotubes on the Ge dots substrates follow the vapour-

liquid-solid growth with nanoscale Ge seeds. In order for this method to have industrial 

applications further work must be done to improve the uniformity and the density of the 

carbon nanotube growth. 

Second carbon nanotubes were utilized as AFM probes. Different methods for the 

fabrication of carbon nanotube AFM probes were applied. It was found that the surface 

growth method although is promising for commercial application and mass production it 

is rather impractical for laboratory use. The pick up method from the other hand has the 

potential to supply a practical infinite number of carbon nanotube AFM probes which can 

easily suffice the needs of an average laboratory in a cost effective way. The latter 

method is probably not ideal for mass production as the probes have to be fabricated one 

per time. It was also shown that the as fabricated probes (with either of the above 

methods) need further engineering in order to reduce the effects of thermal noise and to 

increase stiffness. The fabricated carbon nanotube AFM probes were used in AFM 
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imaging of surfaces of mesoporous materials proving that this imaging is possible with 

this kind of probes which shows their advantage in comparison with the conventional 

AFM probes. Furthermore it indicates the possibility of AFM imaging of the entire 

mesopore range which is expected to extend down to the nanometer scale the knowledge 

and the control of such materials.  
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PART II   

  Quantum Dots 
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Chapter 5               Physical Properties of Quantum dots  

5.1  Introduction 
 Quantum dots are zero dimensional nanostructures into which charge carriers are 

confined in all three dimensions. Their physics, properties and applications are 

fascinating with the latter ranging from quantum information processing, to biological 

marking. In the following sections some aspects of quantum dots such as their growth 

and their physical will be discussed to an extent that covers the needs of this thesis. The 

material presented here is a brief compilation from references 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 and 

more extended information about the topics of quantum dot physics presented here can be 

sought there and references therein.  

5.2  Fabrication of Quantum Dots 

 The fabrication of quantum dots is challenging technologically as control over the 

shape and dimensions are required at the nanometer range. The requirement for three 

dimensional confinements sets the size upper and lower limits. The lower limit is dictated 

by the requirement of at least one bound electron (hole) level. In the simple case for 

instance of a spherical potential well with infinite barriers the energy of the electronic 

levels nlE  is given by the equation2,3,11: 
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2 Rm
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nl
nl
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=   (55) 

where *
em  is the effective electron mass, R the radius and nlχ  is n -th zero of the spherical 

Bessel function of the order l . The energy 10E  of the lowest energy state must be smaller 

than the conduction band offset energy which for an InAs/GaAs system12 is 0.69eV. This 

leads to a minimum radius of approximately 3nm. 

 In order to determine the upper limit of the quantum dot size the requirement that 

the quantum effects should remain important at room temperature must be taken into 

account. This means that the spacing of the energy levels must such that minimizes the 

effect of thermal excitation of the carriers. It can be taken as a rule of thumb that6 

TKEE B31011 =−  (where 11E  is the first excited state and T  the temperature). This 

requirement for the InAs/GaAs system leads (by using equation (55)) to an upper limit of 



 137 

14 nm when the electron levels are considered and 7 nm when the hole levels are 

considered. 

 Several techniques have been developed for the fabrication of quantum dots and 

the most important ones will be described in brief. 

5.2.1  Fabrication by lithographic techniques2 

 In this group of techniques the quantum dots are fabricated by lithographically 

patterning quantum well hetero-structures. Techniques such as optical lithography, X – 

ray lithography, electron beam and ion beam lithography (EBL, FIBL) have been 

employed. The main advantages of those techniques are that the shape, size and 

arrangement of the fabricated quantum dots can be controlled with the precision of the 

resolution limit of each technique, they can produce integrated arrays of quantum dots 

and they are generally compatible with the VLSI (very large scale integrated) 

semiconductor technology.  

 The general process for the lithographic techniques (Figure 5-1) consists of the 

following steps1: The surface of a quantum well sample is coated with a polymer mask. 

The mask is being exposed partially and a pattern is formed on its surface which defines 

the shape of the nanostructure to be fabricated (Figure 5-1a). Then the exposed part of the 

mask is removed (Figure 5-1b) and the whole surface is coated with a thin metal layer 

(Figure 5-1c). The whole polymer film along with the metal layer on its surface is 

removed by applying the appropriate solvent. The part of the metal film that had covered 

the previously exposed area remains on the surface of sample as there was no polymer 

under it to be dissolved (Figure 5-1d). Through the means of chemical etching the area 

which is not protected by the metal film is removed (Figure 5-1e) and a pillar is created 

which contains a cut-out fragment of the quantum well (Figure 5-1f). Thus the motion of 

carriers is confined laterally by the nanoscale dimensions of the pillar (typical sizes are of 

the order or 10 – 100 nm) and vertically by the quantum well layer.  

There are two important disadvantages associated with the lithographic techniques2. The 

one is the limitation on sizes that the resolution of the lithographic techniques imposes 

which restricts the lower2 size limit to around 10 nm.  The second one has to do with the 

side effects of etching on the optical properties of the as fabricated quantum dots. A 
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highly damaged or even amorphized layer is formed at the surface of the lithographically 

fabricate quantum dots due to etching (edge effects). In this layer non – radiative 

recombination is predominant reducing considerably the internal quantum efficiency of 

the dots. The influence of this layer increases as the dot size decreases. Furthermore 

charged impurities may also lead to "blinking" effects in the dots3.  

 

 
Figure 5-1 Fabrication of quantum dots by using lithographic techniques. After 1. 

 

5.2.2  Modulated Electric Field 

 Quantum dots can also be fabricated through the patterned formation of miniature 

electrodes via lithographic means on the surface of a quantum well structure1 (Figure 

5-2). By applying appropriate voltages at the electrodes lateral confinement of the 

carriers in the quantum well layer can be achieved.  
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Figure 5-2 Modulated Electric Field quantum dot. The quantum dot is formed at the intersection area of the 
four inner electrodes whose voltages confine the electrodes. The outer four electrodes are used as contacts 
for electron tunnelling from the dot.After 1. 
 

This kind of quantum dots does not suffer from edge effects1. However their main 

disadvantage is their large size which is in the range of hundreds13 of nanometers and as 

such it does not allow for room temperature applications.  

5.2.3  Colloidal Quantum Dots 

 Colloidal quantum dots or nanocrystals3 are compounds of II-VI materials such as 

CdSe, PbS, CdS, CdTe, e.t.c. They are usually grown in a solution or as inclusions in a 

glass matrix. In the case of solution the nanocrystals are produced14 from reagents 

containing the nanocrystals constituents. One reagent contains the metal ions (e.g. Cd2+) 

and the other provides the chalcogenide (e.g. Se2-). The size of the nanocrystals is 

controlled by the temperature of the solutions and the concentrations of the reagents and 

the stabilizers. Their shape is almost spherical displaying faceted surfaces due to 

anisotropic growth rates along different crystal axis15,16. The nanocrystals have diameters 

in the range17 of 1 to 10 nm. Subsequent chemical and physical processing may be used 

to select a subset of the crystallites which display good size uniformity17. It is obvious 

that this kind of nanoparticles would exhibit a high fraction of atoms at the surface with 

many of them possessing dangling bonds. These dangling bonds are passivated by the use 

of organic ligands such as tri-octylphosphine oxide (TOPO). However even after the 

passivation of the dangling bonds holes can interact with uncoordinated selenium atoms 

giving rise to photo-oxidation15. Addition18,19 of a thin layer (a few mono-layers thick) of 
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a wider bandgap material such as ZnS can confine the holes into the core due to the band 

offset.  

 This kind of quantum dots exhibit very high photoluminescence efficiency (a 

typical range is between 60 to 90%) and are relatively easy to process (solution 

processable). Thus they have a big number of potential as well as current applications 

that extend from biological tagging up to solar cells and hybrid organic infrared 

emmiters20.  

5.2.4  Self Assembled Quantum Dots 

 By means of means of epitaxial techniques such as molecular beam epitaxy 

(MBE) and metal – organic chemical vapour deposition (MO-CVD), quantum dots can 

form under certain epitaxial conditions. More specifically these conditions have to do 

with the lattice constants of the substrate and the epitaxial deposited crystalline material. 

When those two constants differ considerably (e.g. 7% as in the case of InAs and GaAs) 

then only the first deposited mono-layers crystallize as epitaxial strained layers whose 

lattice constant is equal with the one of the substrate1.  However if the thickness of the 

deposited layer become bigger than a critical value then significant strain is induced in 

this layer resulting in its break – down and to the spontaneous formation of 3-dimensional 

islands of similar size and shape. The distribution of the islands on the substrate is 

random. The phase transition from the epitaxial structure to the randomly distributed 

islands is known as Stranski – Krastanow transition21. The critical value of the thickness 

above which the Stranski – Krastanow transition occurs depends upon the lattice 

mismatch and decreases as the latter increases22. 

The shape and the average size of the as formed islands depend upon parameters 

such as degree of the lattice mismatch, growth temperature and growth rate1,2,3,4,17. Of 

similar importance4 are the annealing times after the growth and prior to capping (see 

below). In general there have been reported dots with pyramid shapes23 of 2.8 nm height 

with square base of 24 nm side (with about 15% fluctuations from these values), lens 

shape24 with height around 4.4 nm and diameter about 36 nm (deviations from this values 

were between 5 and 10%), as well as truncated pyramids and cones2 of similar sizes.  
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The as formed islands sit on a thin interface layer of the deposited material and 

the substrate, called the wetting layer. After the end of the growth the islands and the 

wetting layer are passivated by another layer which is usually from the same substance as 

the substrate. The obtained quantum dots have perfect crystal structure1, small sizes, 

relatively good size homogeneity and they emit quite efficiently from the visible up to the 

near infrared6. 

5.3  Electronic structure of Quantum Dots 

 Due to the 3-dimensional confinement of the electronic motion, quantum dots are 

characterised by a discrete density of states. For this reason quantum dots are also called 

artificial atoms. However a closer examination of the electronic structure of quantum dots 

reveals fundamental differences with the one of real atoms. The lay – out of the energy 

levels in quantum dots is affected by a number of parameters such their size, shape, 

composition, strain distribution and matrix effects1,2,3,4,5,6. Furthermore few body effects 

influence the electronic structure of quantum dots and have to be taken into account. The 

real electronic structure of quantum dots is a complicated problem that cannot be solved 

analytically leaving space only for approximations. In the text that follows an outline of 

the theory of the quantum dot electronic structure will be presented. This outline applies 

mainly on self – assembled quantum dots of pyramidal shape as those where the subject 

of the corresponding experimental part of this thesis. 

5.3.1  The single particle picture 

 It is necessary for the understanding of the electronic structure of quantum dots to 

have realistic calculations of the single – particle energy levels that can be compared with 

the experiment4. As quantum dots consist typically of 100,000 atoms it is obvious that 

even for single particle levels only approximation methods can be used.  

An intuitive picture of the single particle energy levels of a quantum dot can be 

gained by considering an idealized system of a cuboidal25 dot. This system has the same 

.four fold rotation symmetry about an axis in the growth direction through the centre of 

the base as the pyramidal dot. For simplicity the barriers at the hetero-interface are 

assumed infinite. Unlike the pyramidal dot, separation of variables can be applied when 
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solving the Schrödinger equation for the cuboidal dot. The side of the square base of the 

dot has length L and its height is LH << . In this case the wavefunctions of the electron 

are sinusoidal inside the dot and vanish outside. They can be written in the form of: 

)()()( zyx nmllmn ΦΦΦ=Φ   (56) 
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where gE is the bandgap energy of the semiconductor of which the dot is made of, and 

lE , mE , nE  are given by the equations: 
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The energy separation  between states with different z quantum number (n) is relatively 

large due to LH << and therefore only  states with 1=n  will be considered. From 

equations (4) and (5) is obvious that the ground state  level ( 1=== nml ) is only two 

fold degenerated due to spin while the first excited level ( 1,2,1 === nml  or 

1,1,2 === nml ) is four fold degenerate. In most of the cases there are only two 

electronic levels bound in the dot. Classifying the electronic levels according to the nodal 

points of their wavefunction, one can consider the ground state as an s – like state, and 

the first excited state as a p – like state. This nomenclature is the most commonly used 

one in the quantum dot literature and it will be followed in this thesis as well. 

 The above model of the cuboidal quantum dot can only be used as an intuitive 

representation of the single particle picture of a quantum dot and by no means can it be 

considered that it yields an accurate approximation of the single particle states. 

Furthermore while this model can not be used for the hole states as in this case the single 
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band approximation is completely invalid due to the valence band mixing. For example 

the lowest lying hole state has been found to be predominantly heavy hole like (as 

expected) but with a 10% light hole admixture26. Obviously other methods are needed in 

order to derive an accurate picture of the single particle states of a quantum dot.  

 Furthermore it has to be taken into account that the quantum dots 

produced with the Stranski – Krastanow method are strained structures. As it has been 

analyzed in reference 27 the strain modifies the local band gap. The strain induced shift of 

the conduction band depends only upon the hydrostatic component of the strain. The 

three valence bands (heavy hole, light hole, split-off bands) are also affected by the 

presence of strain. The light hole and the split-off bands are split far from the valence 

band edge and their impact in the electronic structure is reduced. 

 The shear strains induce a piezoelectric polarization which creates fixed charges 

which reside close to the pyramid’s edges and have opposite signs for adjacent edges. 

Due to the fact that the piezoelectric module of InAs is smaller by a factor of 4 than the 

one of GaAs the resulting potential is mainly present in the barrier. This potential reduces 

the symmetry of the pyramidal dot about the axis in the growth direction and through the 

centre of the pyramid from four fold to two fold thus leading to a lift of degeneracies. 

There are two main methods2,6 for the approximation of the strain field which are 

the continuum elasticity model (CET) and the valence force field (VFF). In many cases 

both of these methods give similar results. 

One of the most often used methods for the approximation of the single particle 

levels is the Pk ⋅  method2,4,5,6. It allows a relatively accurate calculation of the single 

particle levels for an arbitrary confinement potential. This method can be easily modified 

to include changes in composition and strain across the structure.  

According to the Pk ⋅ method25,28,29 one can solve the Schrödinger equation at the 

Γ  point where the term Pk ⋅  vanishes and then treat this term as a perturbation for other 

points around the Γ point. In the case of quantum dots an eight – band Pk ⋅  (including the 

conduction band, light and heavy hole band and split off band) is used. However in many 

cases one band might be sufficient.  

The validity of the Pk ⋅  calculations has been confirmed from experimental 

observation in many cases. For instance the hole mass measured through the means of 
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magneto-optical measurements is in good agreement30 with the one derived from the Pk ⋅  

method. The predictions of Pk ⋅ theory have been further compared with experimental 

observations from Photoluminescence Excitation Spectroscopy (PLE) measurements on 

quantum dot ensembles and have been found in good agreement mainly for larger 

quantum dots ( eVE 1.1det ≤ , pyramid base ≈ 17 nm) as it has been shown in reference 31. 

The predicted excited state absorption is in the same energy region in which excitation 

resonances appear in the PLE spectra. The predicted separations of the energy levels 

though, were systematically larger than the ones observed experimentally. The agreement 

between the predictions of Pk ⋅ theory and experiment worsens for smaller dots. The 

discrepancies probably arise31 from uncertainties in the size and growth dependent 

variations of the quantum dot shape and composition and possible Coulomb-induced 

localised wetting layer states. 

More specifically quantum size effects  as they are included in the Pk ⋅ theory 

predict an increase in the energy separation between the ground state and the excited 

states. Although this has been experimentally confirmed31,32 for quantum dots with 

ground state energy below 1.2 eV it was also experimentally observed that this energy 

separation decreases32 with increasing ground state energy above 1.2 eV. The latter was 

attributed to quantum shape effects (aspect ratio of the pyramidal dots) and agrees well 

with the predictions of the empirical pseudopotential method32,33. 

Apart from the Pk ⋅  method also other atomistic methods such as the empirical 

pseudopotential method (EPM) have been employed34. The single particle wavefunctions 

derived with EPM for a pyramidal quantum dot with tetragonal base is shown in Figure 

5-3. 
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Figure 5-3 Single particle states calculated with the EPM method for a pyramidal quantum dot. After 34. 

 

5.3.2  Excitons in quantum dots 

The simplest optical exitation of the system is an electron hole pair which interact 

via Coulomb interaction and they form bound states called excitons. The Coulomb 

interaction and the corresponding contribution to the energy of the system due to this 

interaction is ( )
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isotropic.  

The impact of the Coulomb interaction between an electron and a hole in a 

quantum dot can be classified in three regimes2: 

Hole  Electron 



 146 

1. The strong confinement regime in which the Coulomb interaction is small 

compared with the quantization of the kinetic energy due to the imposed 

confinement. An estimate4 for when this happens is the dimensions of the 

dot with respect to the exciton bulk Bohr radius. According to this  strong 

confinement is expected for small quantum dots whose radius is smaller 

than the Bohr radius in the bulk. The wavefunctions of the electron and 

hole are largely uncorrelated. 

2. The weak confinement regime in which the Coulomb interaction is 

comparable or larger than the sublevel separation caused by the 

confinement. In this case the centre of the mass motion of the as formed 

electron hole pairs is quantized by the confinement potential. Weak 

confinement is expected for quantum dots with radius small than the Bohr 

radius of the exciton in the bulk. 

3. In the intermediate regime the Coulomb interaction is much smaller than 

the electronic sublevel separation due to confinement but much bigger 

than the corresponding hole separation. This happens due to the different 

masses of electrons and holes. In this regime the hole energy is quantized 

by the electrostatic potential of the electron orbital. 

Because2 the Coulomb energy depends strongly on the value of the dielectric constant, 

dots of the same size but with different composition (and therefore different value of the 

dielectric constant) might belong to different regimes. For example as the dielectric 

constant of III-V compounds is relatively small, the bulk exciton Bohr radius is bigger 

than 10 nm. Consequently dots with similar dimensions and enough deep potential  are 

expected to be in the strong confinement regime4. However in II-VI compounds due to 

relatively large dielectric constant strong confinement is expected only for dots with 

radius smaller than a few nanometres. 

Considering now the case of a spherical quantum dot, it can be shown that its 

lowest state is eight fold degenerate2,. There is a number of mechanisms that can lift this 

degeneracy resulting in an exciton fine structure. Such mechanisms can be the internal 

crystal structure, the shape of the quantum dot, the electron – hole exchange interaction 

which depends on the overlap of the electron and hole wavefunctions. The states of the 



 147 

exciton mNN,  can be described using the  total angular N  momentum and its 

projection mN . The total angular momentum is sFN +=  where 23=F  is the 

momentum of the hole whose projections are 21,23 ±±=Fm  and 21=s  is the 

electron spin with projections 21±=sm . According to this description the states of the 

exciton are 1,1 , 0,1 , 1,1− , 2,2 , 1,2 , 0,2 , 1,2 − , 2,2 − . Due to photon spin 

preservation no radiative recombination is allowed for the states 2,2 , 0,2 , 2,2 − . For 

this reason these states are called dark states or dark excitons2. 

 

5.3.3  Excitonic Complexes 

 Apart from excitons there is a possibility of formation in the dot of other entities 

involving a larger number of charge carriers than an electron hole pair. Of those, species 

of particular interest for the purposes of this thesis are the charged exciton and the 

biexciton which are expected to emit at approximately the energy of the exciton35. This is 

due to the fact that the exciton is a charged neutral complex and intracts weakly with 

other excitons or charges35. 

 

Charged Excitons 

 Charged excitons are formed in the quantum dot when the exciton is bound with 

one or more extra charge carriers of the same kind (either electrons or holes). The number 

of the extra carriers defines the net charge of the charged exciton. The extra charged 

carriers can be injected in the dot electrically or optically. Photoluminescence emission of 

charged excitons with net charge of -6, -5, -4, -3 -2, -1, +1,+2 has been observed36,37,38.  

From the above charged excitons the simplest ones _(net charge ±1) are called trions as 

they involve three carriers in their formation. Trions due to their simplicity in comparison 

with other excitonic charged complexes have been studied theoretically more 

extensively2,35,39. 

 The binding energies of trions have been found to strongly depend upon the size 

and shape and chemical composition of the quantum dot39 as well as on the on the ratio of 
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the effective masses of the electron and the hole35 . Thus for instance2 the positive trion in 

a flat InAs/GaAs cone was calculated to be 2meV for a diameter of 12 nm while dropping 

to zero for a diameter of 7nm. For the same range of radius the negative trion was found 

to be unbound2. The situation is reversed for hemispherical InGaAs/GaAs caps in which 

the bound trion is the negative one2.  

As it can be seen from the above example negative and positive trions in the same 

dot are not expected to exhibit equal binding energies as the Coulomb correlation and 

exchange interactions for electrons are predicted to be different than the ones for the 

holes39. Furthermore a trion can be found in an anti-binding state, i.e. at a higher energy 

than an exciton, in a quantum dot39. Such state cannot exist in the bulk or in a quantum 

well or in a quantum wire40. It is the lack of continuum which prevents anti-binding 

multi-particle complexes from disassociation39. The three dimensional confinement in 

quantum dots allows the formation energetically unfavourable states39,40. 

In the case of pyramidal InGaAs quantum dots the photoluminescence emission 

of trion has been observed within a 2 meV range around the exciton line41,42. The 

emission line corresponding to the trion is expected to have linear dependence upon 

excitation intensity as the one of the exciton due to the fact that both arise from the single 

exciton occupancy of the dot41. 

 

Biexciton 

In the cases that the single particle ground state for electrons as well as the one for 

holes is occupied by two particles each, this leads to the formation of a biexciton instead 

of two excitons2. This can be achieved for instance in photoluminescence experiments for 

the proper values of excitation intensity41,42,43. The energy XXE  of the biexciton is 

different than the one of two excitons (xE2 ) by an amount of energy BXE , which 

accounts for the binding between the two excitons2 and is called biexciton binding 

energy. It is defined as XXXBX EEE −= 2 .  

A biexciton in the bulk can disassociate into two excitons when its constituent 

excitons separate spatially far enough from each other that the interaction between them 
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vanishes2. Similar disassociation of a biexciton cannot take place in a quantum dot due to 

the three dimensional confinement2. 

Exact calculation of a value for the biexciton binding energy is relatively 

difficult 44. Analytical calculations of the biexciton binding energy in a spherical quantum 

dot44 have shown that the first perturbation theory term vanishes while there is a strictly 

positive second perturbation theory term. The range of values for this term was found to 

depend on relative ratio of the dielectric constants of the quantum dot and the 

surrounding material44.  It has also been shown2 that the biexciton binding energy is 

independent of the ratio of the electron and hole masses and increases with decreasing dot 

radius. 

Through the means of approximate methods (variational calculations) a biexciton  

binding energy value of 1.5 meV was predicted2,45 for flat cones of InAs/GaAs with a 

diameter of 8 nm. Furthermore in the case of pyramidal quantum dots the biexciton is 

predicted to be anti-binding or binding depending on their geometry, composition and 

size39. This is due to the piezoelectric effects in the quantum dot. More specifically as it 

has been discussed in reference 39 the piezoelectric quadrupole potential separates 

electrons and holes which has as an effect the reduction of the electron – hole attraction 

whilst simultaneously increases the pairwise Coulomb repulsion leading to an antibinding 

biexciton. However the piezoelectric effect scales linearly with the dot size and depends 

on the composition and geometry of the dot. Therefore in smaller pyramids or in 

pyramids that consists of less piezoelectric materials, or they are less strained, or they 

have less developed facets the quadrupole potential is weaker. This gives rise to weaker  

electron – hole separation thus enabling the exchange and correlation interactions to 

overcome the net Coulomb repulsion allowing the formation of binding biexcitons. 

Evidence for the validity of the above predictions are the experimental observation of 

antibinding biexcitons with binding energy of approximately -0.7 meV in 12 nm large 

InAs/GaAs quantum dots46 while binding biexcitons with binding energy 3 meV were 

observed in 20 nm large In0.4Ga0.6As/GaAs quantum dots47. 
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Multi-excitons 

Apart from excitons and biexcitons quantum dots can accommodate excitonic 

complexes consisting of a larger number of excitons which are commonly referred to in 

the literature as multiexcitons26,48. The neutral charge of the excitons allows the dots to be 

occupied by a high number of electron - hole pairs with typical numbers reported in 

literature varying form six49 to several tens50.  

The number of excitons in the dot depends on the optical excitation intensity with 

the excitation energy being tuned at the barriers or the wetting layer49,51. As the excitation 

intensity increases more carriers are generated populating initially the ground state of the 

dot and consequently due to the Pauli exclusion filling the states of higher energy26,52. 

The observed spectra (from single dot spectroscopy) exhibit usually a complex structure 

consisting of sharp features which dominate the spectrum for a specific range of 

excitation intensities but disappear or become weak for other values of the excitation 

intensity26,49,50,51,52.  

These features cannot be explained in the frame of the single particle picture48. 

Instead it is necessary to consider the Coulomb interactions among the constituent 

electrons and holes in each excitonic complex which give rise to a set of characteristic 

spectral features for each complex26. For example48 the ground state of a triexciton (3X) 

consists by two excitons with their carriers (electrons and holes) in the single particle 

ground state forming a biexciton and one more exciton whose electron and hole are in the 

first single particle excited state. In this configuration there are two electrons with parallel 

spin as well as two holes. This leads to an energy difference of approximately 10 meV in 

comparison with the one expected from the single particle energies. Furthermore in this 

configuration if one of the ground state excitons recombines radiatively the final state of 

the system will be an excited biexciton (one exciton in the ground state and one exciton 

in the excited state) and the energy of the emitted photon will be different than the 

biexciton recombination energy without the presence of the exciton in the excited state48. 

The above example indicates that the electronic structure of a quantum dot is 

strongly affected by the presence of carriers due to the Coulomb interactions between 

them. Consequently the resulting optical properties differ than the ones of an empty dot.  
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5.4  Theory of coherence in matter 
 In the following a brief presentation of the theory of coherence in matter will be 

given. Initially the coherent properties of a two level system will be described and then 

some more general examples will be presented. Finally some main coherent phenomena 

will be outlined. The treatment presented here is semiclassical. Only a very basic 

description of the above will be presented here and more details as well as description of 

other aspects of coherence theory can be seek in references  53, 54, 55. 

 

5.4.1  Coherence of a two - level system 
 One of the simplest systems in quantum mechanics is a two level system whose 

eigenstates are a  and b . The respective eigenenrgies of this system are aE  and 

bE with the latter being greater but close to the former. This system is not just a 

theoretical abstraction but can be found in nature, for example two close but isolated 

(from the others) levels of an atom, the two levels of electronic spin in a magnetic field 

etc.  

 An excitation of the two level system is considered as being coherent if the 

wavefunctions of each level are in phase during the excitation time. In this case the 

wavefunction Ψ  of the system is a linear combination of a  and b  and the system is 

considered as being in a coherent superposition of those two eigenstates.  Thus the 

wavefunction of that describes the state of the system can be written as: 

( )
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where 1)()(
22 =+ tbta  and Φ  a phase factor. Such a state is called “pure state” 56,57 and 

the meaning of this term will be clarified below. All of the properties of the system 

(described by eq. 6) can be calculated by finding the expectation values of the 

corresponding operators.  

An alternative way of describing observable quantities for the above system is 

through the density matrix formalism. The density matrix ρ of the system described by 

eq. 6 can be constructed by using the state vectors as follows: 
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( )[ ]
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
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


=
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









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=ΨΨ= Φ+−

Φ+−−

bbba

abaa
tEEi

tEEi

tbetbta

etbtata
ba

ba

ρρ
ρρ

ρ
2

2

)()()(

)()()(

h

h

 (61) 

In this formalism the expectation value of an observable corresponding to an operator ℘ 

can be calculated from: 

( )℘=℘ ρTr   (62) 

where Tr denotes the trace of the quantity in parenthesis. The diagonal elements, of the 

density matrix aaρ  and bbρ , give the probability of finding the system in the eigenstates 

a  and b  respectively.  

  The meaning of the non diagonal elements can be understood by considering an 

ensemble of systems with two levels each and all of them described by state vectors kΨ  

similar to the one of equation (6). However the these wavefunctions are not identical as 

they may vary in their phase factor. The fraction of systems in a specific kΨ  state is 

described by a probability distribution kP  over the ensemble. If kP =1 for okk = and zero 

fro any other k  then the ensemble is considered as being in a “pure state”. I a different 

case though where kP is non zero for a number of values of k  then the ensemble is 

considered as being in a statistical mixture of states56,57. Considering the ensemble as 

consisting of an infinite number of systems according to the ergodic hypothesis58 the 

same description holds for a single system considered in an infinite period of time.  By 

taking into account the probability distribution of the density matrix of the ensemble can 

be written as: 

( )[ ]

( )[ ] 







=














=∑ Φ+−

Φ+−−

bbba

abaa

k
tEEi

tEEi

k

tbetbta

etbtata
P

ba

ba

ρρ
ρρ

ρ
2

2

)()()(

)()()(

h

h

 (63) 

  In this case if the distribution of values of Φ  is random for this ensemble (i. e. the phase 

factors corresponding to the individual systems of the ensemble are completely 

uncorrelated), then the non diagonal elements average to zero and the system is 

considered as incoherently excited. Under this circumstances the density matrix will be: 
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












=ΨΨ= 2

2

)(0

0)(

tb

ta
incρ  (64) 

However if the phase factors Φ  of the ensemble are related then the non diagonal 

elements of ρ  do not vanish and the system is considered as being in a coherent state. In 

this case the non diagonal elements of the density matrix describe the degree of 

coherence of the system. An example of a system in a coherent state is the case of a 

system interacting with a strong electromagnetic field. If all of the dipole moments 

induced by the field oscillate in phase then the result a macroscopic oscillating dipole 

moment D . 

 The equivalent of Schrödinger equation in the density matrix formalism is the 

Liouville’s equation: 

[ ]ρρ ,Hi =&h  (65) 

where ρ& is the time derivative of the density matrix and H the Hamiltonian of the 

system. The Hamiltonian can be separated into several contributions such as 

RIo HHHH ++=  where oH  is the Hamiltonian of the unperturbed isolated system, 

IH  is the interaction term (which in the case that is considered here is the interaction 

with the electromagnetic field) and RH  is the relaxation term. All of the processes that 

return the system to thermal equilibrium54 such as spontaneous emission, collisions,  

coupling between rotational, vibrational and electronic excitations (in molecules) and 

others are described by the relaxation Hamiltonian.  

 By using the relaxation Hamiltonian the decay process from level b  to level a  

can be described from the relaxation operator matrix element53,54,59,60: 

[ ]bbR
b

bb H
iT

ρρ
,

1

h
=

−
 (66) 

with bT  being the lifetime of the excited state b ( bT  is also called by some authors67 as 

longitudinal lifetime). The decay of the off – diagonal elements of the density matrix 

decay toward equilibrium is described by the equations53,54,60,61:  

[ ]abR
ab H

iT
ρρ

,
1

2 h
=

−
  [ ]baR

ba H
iT

ρρ
,

1

2 h
=

−
  (67) 
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The decay of abρ  and baρ  describes the decay of coherence which can be viewed in the 

frame of the polarisation example given above as the decay of the phase relations 

between the dipoles of the system. The decay time 2T  is called transverse relaxation or 

dephasing time. It is related with lifetimes of levels a  and b  by the equation53,54: 

Φ+







+= γ

ba TTT

11

2

11

2

 (68) 

In eq. (14) aT  is the lifetime of level a  and Φγ  which is called pure dephasing rate is 

the decay rate due to mechanisms that affect only the phase of the wavefunctions without 

causing population decay (for example elastic collisions). In a closed two level system 

the lifetime aT  can be considered as infinite54 therefore  Φ+= γ
bTT

1

2

11

2

. 

 The above description of the decay rates applies to systems for which the 

condition 1=+ bbaa ρρ  is valid54. For open systems54 where the a  and b  sates are 

allowed to interact with a reservoir of levels of similar energies a more complicated 

treatment is needed. 

 

5.4.2  The optical Bloch equations and the rotating wave approximation 
 When all of the components of the Hamiltonian are known then from eq. (11) the 

equations of motion of the density matrix elements can be derived known as master 

equations54,62. Although these equations can be solved analytically, more physical insight 

can be achieved with a simpler approximation, the rotating wave approximation54,63,64,65. 

This approximation will be used below for the description of the interaction of a two 

level system with an incident electromagnetic field66,67. 

 The interaction Hamiltonian in this case will be: 

Ep ⋅−=IH  (69) 

where p is the electric dipole moment of the charge particle and E is the incident electric 

field. In an atomic two level system the electric dipole moment of the charge particle is 

given by the equation: 

( ) jiij ed ϕϕ∫ −= rrp *   (70) 
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where e−  is the charge of the particle, r the position vector of the particle with the origin 

of the coordinates taken on the nucleus, jϕ  the ( )baj ,=  eigenfunction of the 

unperturbed system. Since the eigenfunctions of such a system67,68 have a definite parity  

and since r  has an odd parity the diagonal elements given by eq. (16) and consequently 

the diagonal elements of the interaction Hamiltonian will vanish.  

 In the following two vectors will be introduced: 

( ) ( )( )aabbbaabbaab isss ρρρρρρ −−+== ,,,, 321s   (71) 

 

( ) ( )








−

⋅−⋅+
= o

abababab i ω,,
**

hh

EppEpp
Ω   (72) 

In eq. (17) the vector s is called Bloch vector and ijρ  are the density matrix elements 

with baji ,, = . The Bloch vector has unitary modulo for a closed two – level system (i.e.  

a two level system fro which the condition 1=+ bbaa ρρ  is valid). In eq. (18) vector Ω  is 

known as pseudofield vector and ( ) habo EE −=ω  where aE  and bE  are the 

eigenenergies of levels  a  and b  respectively. If momentarily the relaxation terms are 

ignored, it can be shown that the equations of motion of the density matrix can be 

expressed54 by using vectors s and Ω  as follows: 

sΩ
s ×=

dt

d
  (73) 

Equation (19) along with eq. (18) are known as optical Bloch equations67. They describe 

the interaction of a two – level system with the electromagnetic field.  The fact that Ω  is 

time dependent makes the general solution of eq. (19) complicated.  

Instead, the simpler case (but very important as it covers a wide range of 

experiments) of linearly polarised transitions of the two-level system due to the 

interaction with a linearly polarised nearly monochromatic light field can be considered. 

In this case the form of excitation is ( ) tt ωcosεE = , where ( )tε  is the envelope function 

of the electric field (defined here as a vector in the direction of the electric field) and 

ω the angular frequency of the electric field. Furthermore because linearly polarised 

transitions (i.e. transitions with 0=∆m ) are considered µpp == *
abab . Then the solution 
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of eq. (19) can be further simplified by applying a unitary transformation that introduces 

a reference frame which rotates about the z –axis with angular frequency ω . In this new 

frame equation (19) can be rewritten as: 

sΩ
s ′×′=
′

dt

d
  (74) 

where: 

( )( ) ( )







 −⋅−+⋅=′ o

tttt ωωωω
,

2sin
,

2cos1

hh

εµεµ
Ω   (75) 

( ) ( )32121321 ,cossin,sincos,, ststststssss ωωωω +−+=′′′=′s   (76) 

Under the condition that  ( ) ω<<⋅ htεµ  and also by considering averaged effects over 

time periods which are much longer than the period ωπ2  of the optical wave (which for 

the visible has a typical value of 1 fsec), the oscillating terms with frequency ω2  can be 

neglected. This approximation is known as the rotating wave approximation54,64,65,67. 

Under this approximation Ω′  takes a simple and time independent form: 

( )oR ωωω −=′ ,0,Ω   (77) 

where ( ) htR εµ ⋅=ω  and the quantity oωω − is called detuning. Equations (20) and (23)  

lead to the following  system of differential equation: 

( ) 2
1 s

dt

sd
o ′−−=

′
ωω , ( ) 31

2 ss
dt

sd
Ro ′−′−=

′
ωωω , 2

3 s
dt

sd
R ′−=

′
ω   (78) 

The physical significance of the quantities 321 ,, sss ′′′  can be sought back in equations (22), 

(17) and the definition of the density matrix. It can be seen from those that 3s′  expresses 

the population difference of the two levels and can take values from 1 to -1, with 1 

meaning fully inversion of the population to the upper level, while -1 means that all the 

population is in the ground state. In a similar way it can be seen that 1s′  and 2s′  are  the 

amplitudes of the components of the dipole moment which are in phase and in quadrature 

with the driving field E . The third from the left of the equations (24) shows further, that 

2s′  is the component effective in coupling to the driving field to produce energy 

changes65. Thus 2s′  is the absorptive component of the dipole moment and 1s′ the 

dispersive one. 

 It can be shown65 that for zero detuning the solution of system (24) is: 
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( ) osts 11 ′=′                                   (79a),  

  ( ) ( )( ) ( )( )tststs oo θθ cossin 232 ′+′=′    (25b),  

( ) ( )( ) ( )( )tststs oo θθ cossin 323 ′+′−=′  (25c) 

where ( )011 =′=′ tss o ,  ( )022 =′=′ tss o ,  ( )033 =′=′ tss o . The quantity ( )tθ  is called input 

area and is defined by the relation: 

( ) ( ) tdtt
t

′′= ∫
∞−

ε
µ

h
θ  (80) 

Considering an excitation with a CW laser beam then ( ) ot Eε =  for 0>t  and  thus eq. 

(26) yields: 

( ) htt oµE=θ   (81) 

For a system which at time 0=t   is in its ground state (i.e. only the lower level of the 

system is populated)  the corresponding initial conditions for 321 ,, sss ′′′  are:  

021 =′=′ oo ss , 13 −=′os  (82) 

Using equations (25c), (27), (28) the solution for the 3s′  can be written as 

( ) ( )tts rωcos3 −=′  where hor µE=ω  is known as the Rabi frequency. Taking also into 

account the definition 3s′  as well as that the system under consideration conserves 

probability the above solution for  3s′  leads to an expression for the time evolution of the 

population of the upper level which is ( )2sin2 trbb ωρ = . It can been seen from this 

expression ( Figure 5-4)  that under resonant CW excitation the probability of populating 

the upper level is oscillating  with time between one and zero (the same obviously holds 

for the lower level with a phase difference of π ). 

 The system of differential equations (24) can be solved for non –zero detuning for 

the case of CW excitation (eq. 27) and for the initial conditions (28). The expression of 

bbρ  (which is more general) becomes65,67: 

( )

( ) 22

22

22

2
sin

ro

ro
r

bb

t

ωωω

ωωω
ω

ρ
+−













 +−

=   (83) 
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As it can be seen from Figure 5-4 the further away from resonance the excitation the 

smaller the amplitude of the oscillation becomes. As it was expected the probability of 

populating the upper level gets reduced as the energy of the excitation differs from 

resonance. 

 
Figure 5-4 Rabi oscillations of the upper level population of a two level system under resonant cw 

excitation for zero detuning (solid line) and for detuning equal to rω2  (dashed line). 

 

 Under pulsed excitation and for zero detuning the population can be coherently 

controlled69. If the temporal width pτ  of the pulse is much smaller than the dephasing 

time70 and the initial conditions of eq. 28 hold then according to eq. 25c, 26, the 

population of the upper level can be controlled by exciting with a pulse of the appropriate 

input area. As θ  increases from zero the population of the upper level increases, and for  

πθ =  reaches full inversion. By increasing θ  further the population of the upper level 

drops and becomes zero for πθ 2= . The latter is a remarkable result; it means that pulses 

with resonant frequency will be transmitted through the system unattenuated54. This will 

happen because the first half of the pulse will give rise to a full population inversion 

while the second half leads to the stimulating emission of the inverted population69. If for 

example the envelope function of a pulse has a secant form ( ) ( )po thEtE τsec=  then the 

input area for this pulse is70 ( ) hh po

t

po EthdtE τπµτµ =∫
∞−

sec  . This suggests that input 
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area of the pulse can be controlled by varying its intensity as oo IE ≈
 where  oI  is the 

peak intensity of the pulse.  This kind of population oscillations as a function of the input 

pulse area have been observed for atomic systems such as an Rb atomic beam71 as it can 

be seen in Figure 5–5. The same effect has also been observed in quantum dots as it will 

be presented below. 

 

 
Figure 5-5  Oscillations of the population of an excited state of a Rb atomic beam probed through the 
means of time – integrated photoluminescence. After 71. 
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Chapter 6               Single Quantum Dot Optical Spectroscopy 

6.1  Introduction 
In this chapter is reported the work that was done on single dot spectroscopy. Our 

initial aim was to investigate the coherence of the ground state by applying a two colour 

pumped time resolved photoluminescence technique. The reason for applying the 

aforementioned technique was to tackle the bad signal to noise ratio of the conventional 

pump and probe method (which in any case was applied on the same sample without any 

success in previous work). Although the final aims of this project were not completely 

achieved, the Photoluminescence Excitation spectroscopy and the resonant power 

dependence measurements revealed features of the single quantum dot system which to 

our knowledge have not been reported in the literature. 

 

6.2  Sample 
The sample1 was prepared by the group of Professor Junishi Motohisa at the 

university of Hokkaido in Japan. It was grown according to the Stranski –Krastanow2,3 

method by the means of Metal Organic Chemical Vapour Deposition (MO – CVD)3. An 

undoped GaAs substrate was used. A buffer layer of GaAs was grown on the top of the 

substrate. On the buffer a thin layer of 1.8 monolayers of InAs was deposited. The InAs 

layer formed islands - dots in order to accommodate the strength due to the lattice 

mismatch (Stranski –Krastanow mechanism). The as formed dots are of near - pyramidal 

shape4 with heights between 5 and 8 nm and lateral sizes between 10 and 40 nm. All of 

the pyramidal dots sit on an InGaAs wetting layer. A GaAs capping layer of 300 nm was 

deposited by means of low temperature growth5 on the top of the dots. The average 

density of dots is between 1 and 5 3 109 cm-2. 

On the surface of the capping layer an aluminium mask with circular and square 

apertures of various sizes (300 nm to 5 µm) was fabricated (Figure 6-1). The mask was 

fabricated with standard photolithography and lift off techniques. The various size 

apertures are needed in order to characterise the sample as a whole and also to allow 

single dot spectroscopy. The big apertures enable a relatively quick characterisation of 

the different areas on the sample. The small apertures will be used for the micro 
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photoluminescence measurements. They mean that only a small area of the sample is 

exposed on the beam. Because the density of the dots on the sample is low and also not 

completely homogenous there are some apertures with very few dots. Single dot 

spectroscopy can be performed by applying spectral filtering on the photoluminescencevi 

emitted by the dots of those apertures.  

  
Figure 6-1 One of the repeated patterns of the aluminium mask that covers the quantum dot substrate.  

 

  

6.3  Initial Pump and Probe Experiments 

Before the start of the work discussed here a first attempt to study the coherence 

of the ground state of a single quantum dot on the above sample was made by means of a 

pump and probe technique. In this specific technique we used three pulses; two probes 

and one pump all of them tuned at the energy of the dot ground state. The first probe 

arrives at the sample before the pump and it has vertical polarisation. This pulse will be 

used as a reference for the second probe. The second pulse is the pump and it excites 

                                                 
vi The random dot size allows the dots o be filtered spectrally, i.e. the likelihood of two dots having exactly 
the same size and shape and therefore the same spectrum is extremely low. 
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resonantly the ground state. The third pulse is the second probe which arrives at the same 

time or later than the pump. The spot size of the probes is about 10µm in diameter. 

Assuming that the spot is perfectly centred on the quantum dot only a small fraction of it 

will be absorbed (first probe) which corresponds to a disc of at most 40nm in diameter 

(i.e. a disc with a diameter equal to the lateral size dot). The second probe will find the 

ground state of the dot occupied and therefore it will not be absorbed. The difference 

between the two probes is the signal and corresponds to the fraction of the probe that has 

been absorbed when the pump is not present. By taking into account an exciton lifetime 

of the order of 1 ns and assuming that one photon per pulse is absorbed by the quantum 

dot, one would expect that the absorbed power would be equal with a few tens of pW. 

Considering now a background of the order of 1mW the resulting S/N is of the order of 

10-8 which is at the limit of detection. However those ideal values of the signal might be 

decreased by practical difficulties such as the impossibility of centring the beam exactly 

on the dot, the non perfect Gaussian shape of the beam and the tiny amount of power that 

corresponds at the component of the pulse which is exactly equal with the energy of the 

ground state. The 10-8 S/N ratio is at the limit of detectability and it was found the 

experiments were unable to detect any effectvii. This first attempt failed to produce any 

results and the next alternative was to apply a two colour pump time resolved 

photoluminescence experiment. 

6.4  Two colour Pump Time Resolved Photoluminescence 

 To resolve some of the problems observed with experiments discussed above a 

new experiment was proposed. This is a two colour two pulse experiment. The one pulse 

is tuned exactly at the energy of the ground state of the dot (first pulse) and the other one 

is the second harmonic of the first pulse and pumps the GaAs barriers exciting the dot 

non-resonantly. As the carriers relax they fill the states of the dot. However the 

occupation of the p-state is strongly depend upon the occupation of the s-state which is 

controlled by the first pulse. Therefore the p photoluminescence should provide a useful 

                                                 
vii Also a variant of the pump and probe experiment where the pump was tuned at the energy of the p – state 
of the dot did not yield any results. 
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probe for the s state whose coherence now can be studied by means of coherent control6,7 

or Rabi oscillations8,9 experiments. 

 The advantage of this technique in comparison with the pump and probe 

experiment above is the zero background to the signal and therefore the improvement of 

the S/N by many orders of magnitude. 

6.5  Spectroscopic characterisation  

6.5.1   Non resonant Photoluminescence experimental setup  
The setup which was used to acquire non resonant photoluminescence spectra is 

depicted in Figure 6-2. Picosecond pulses at 935 nm from a Ti:Al2O3 laser were 

frequency doubled by a BBO crystal. Their energy was controlled by a liquid crystal 

modulator and they were focused on the sample by x50 long working distance 

microscope objective with 0.45 NA. The sample was held in a continuous flow He 

 
Figure 6-2  Setup for non-resonant Photoluminescence measurements (H.G. = Harmonic Generation, 
L.C.M.= Liquid Crystal Modulator, C.P.= cube polarizer). The microscope objective (NA=0.45 – check) is 
corrected to infinity and the lens after has 20 cm focal length and works as a tube lens. 

 

cryostat at a temperature of 6K. The photoluminescence of the sample was collected by 

the same objective and dispersed by a 1200 grating on a 1024 x 256 nitrogen cooled CCD 

array. The back reflection of the excitation was cut by an RGB filter. A pinhole was used 

for spatial filtering so that the luminescence of only one aperture of the mask reached the 

spectrometer. 
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6.5.2   Non resonant Photoluminescence measurements 
 In order to be able to distinguish clearly the p-state photoluminescence of a single 

dot a low density area of the sample is needed. The reason is that it is desired to have a 

low density of lines on which it will be possible to apply spectral filtering (with a band 

pass filter) so as to isolate the line that will be used as a probe (the p-state line in this 

case). An aperture with the above features was found and its non resonant 

photoluminescence spectrum is shown in Figure 6-3. This aperture will be referred to 

from now on as aperture 6 (ap6). In the graph of Figure 6-3 there are two prominent lines 

at the low energy side (long wavelengths), at 934.8nm and 935.2nm which have been 

assigned to exciton and biexciton lines of a single quantum dot (which will be referred 

from now on as quantum dot 6 - qd6). Further evidence to support this assignment will be 

presented in the power dependence measurements. 

 

At the high energy side of the graph there is another prominent line at 910nm. 

This line is about 35 meV above the energy of the s – exciton transition. In previous 

measurements on other parts of the sample this separation was attributed to the separation 

between p and s states (Figure 6-4).  Therefore was considered as the most likely to be 

the p-state of the quantum dot.  
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6.5.3  Power dependence of non-resonant photoluminescence  
Below are presented the power dependence photoluminescence measurements 

which were acquired by the means of the setup of Figure 6-2. In these scans the power 

ranges five orders of magnitude from 0.03 up to 300 µW.   

As it can be seen in Figure 6-5 in the spectral window of the measurements eleven 

spectral lines could be observed.  Three of them (lines 1, 2, 3) can be distinguished by 

their strength. Especially at the low excitation powers (<2.25µW) they are the only lines 

observed. By examining the evolution of those lines as the excitation power rises it can 

be seen that line 1 is the only line observed for very low powers (0.55 µW). It evolves 

faster and reaches saturation at about 3µW as it is shown in Figure 6-6 where the power 

profiles of the most prominent spectral lines have been plotted. Line 1 seems to have a 

linear dependence upon the excitation power. Line 2 appears at the low energy side of 

line 1 and at very close proximity with it. The energy separation between the two lines is 

0.7 meV (Figure 6-7). The strength of 

Figure 6-4 Energy separaton of s,p and d shells for eight different quantum 
dots on the sample. It appears that the energy difference between the s and the 
p shells is around 32meV (research carried out by Dr. L. Besombes). 
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line – 2 is enhanced considerably after line – 1 reaches saturation and it saturates at the 

excitation power of 20µW (Figure 6-6). Its dependence on power is superlinear. The 

power dependence of lines 1 and 2, lead to the identification10,11,12 of those lines as the 

exciton (line 1) and biexciton (line 2) recombinations of the s-shell of quantum dot– 6. 

Line – 3 of Figure 6-5 appears at approximately the same power as the biexciton. 

This is something expected for the recombination from the p-shell and it is a consequence 

of the Pauli exclusion – principle. Photo-excited electrons and holes with the same spin 

as those occupying the ground state can only populate the p-shell excited state as their 

relaxation to the ground state has been blocked. Furthermore when the ground shell will 

be fully occupied with electron – hole pairs with spin – up and spin – down, all other 

Figure 6-6 Power dependence profiles (markers) of the lines depicted in fig.5. Each line is 
the corresponding vertical slice of fig. 5a. In the inset are given the power law fit exponents 
for each power profile respectively. 
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excitons must then populate the fourfold (including a factor of 2 for spin) degenerate p – 

shell12,13,14. 

The power dependence features of line – 3 are in a striking agreement with the 

above physical mechanisms. First as it has already mentioned above PL signal from line 

– 3 was recorded at almost the same power as for the biexciton (Figure 6-5 a) and b) for 

the spectral trace which corresponds at 1.12µW excitation power).  It has super – linear 

behaviour as a function of excitation power which is expected as its PL strength would 

depend also on the occupation of the s –shell which has super – linear dependence upon 

excitation power as it has already been shown above. Finally it reaches saturation at even 

higher power (~50µW Figure 6-6) than line – 2 (biexciton) which is a consequence of the 

further filling of the p – shell after the s – shell has been fully occupied.  

Furthermore line – 3 is 35.4meV higher in energy than the exciton (line – 1) 

(Figure 6-7) which is in the close vicinity of the GaAs LO phonon energy15,16. Therefore 

relaxation of carriers from that level to the ground state by LO phonon emission or 

through two phonon (LO+LA) mechanisms is possible17. This is also consistent with the 

PLE data for this quantum dot (Figure 6-8 a) and b)) which show a strong resonance 

close to the energy of line – 3. Finally it is also very close to the 32meV (within a 

standard deviation of a few meV) energy spacing between the s- and the p- shells (Figure 

6-4) of a goodviii  set of quantum dots of this sample. Those facts strongly suggest the 

possibility that line – 3 is the exciton recombination in the p-shell.  

                                                 
viii  “Good” here with the meaning of adequate number. 



 174 

 

 

The rest of the lines exhibit linear or superlinear dependence on the power, which 

is always smaller than quadratic. The power profiles of all of the lines as well as the fit 

parameters are presented in Appendix I. The origin of those lines is not clear. They could 

either be emission lines due to excited stated of another quantum dot or the effect of 

higher multiexcitons18 (4X, 5X, etc.) due to state filling of the excitonic shells of 

quantum dot – 6 with increasing power or a combination of both. The case that all of the 

observed PL lines are originated from only one quantum dot is indicated (without being 

conclusive) by the following facts: i) At very low power only a single narrow line is 

observed (Figure 6-5) which according to Landin et al (ref.  19) is evidence of single dot 

emission. ii) Those lines are observed at powers that the exciton, biexciton, and p – 

exciton lines show considerable strength which indicates the possibility of the dot being 

occupied by more than two excitons. iii) Some of those lines are clearly connected with 

quantum dot – 6 by their PLE traces (data shown in section “Photoluminescence 

Excitation Spectroscopy for different values of laser power.”). 
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6.5.4  Photoluminescence excitation spectroscopy of qd6 
 In order to further characterise quantum dot 6 photoluminescence excitation 

spectroscopy (PLE) was performed. A narrow band pass filter was put in front of the 

spectrometer slit  so as to isolate only a narrow spectral area around the ground state 

exciton and to reduce the effect of laser scatter into the detector. The filter had FWHM of 

10 nm and was centred at 940 nm. Because the emission of the dot’s exciton ground state 

is at the edge of this filter the later was angle tuned in order to allow good transmission at 

this wavelength. The laser was turned into cw mode for achieving maximum resolution. 

Additionally the auxiliary cavity was used and all of the dispersive items (in this case the 

GTIix) were removed in order to avoid mode jumping and lasing of multiple modes. The 

range between 926nm down to 900nm was scanned with an average resolution of 0.2nm. 

The laser beam was focused through a 5 cm focal length lens from one side of the 

microscope objective in order to reduce the laser scatter collected by the objective (it is 

necessary to use all the possible ways to reduce the laser scatter in the collection line in 

order to allow laser wavelengths close to the low edge of the band – pass filter).  The 

laser spot size on the sample was evaluated by its image using the objective and it was 

around 15µm. The focusing of the beam was adjusted for the optimum PL signal. The 

laser power was kept low (5.6mW) as this was the best compromise between signal and 

laser scatter. The collection optics were as depicted in Figure 6-2. The integration time 

for the spectrometer – ccd system was 5 sec for each wavelength step of the laser and the 

temperature of the sample was 6 K.  

 The acquired data (PL spectra for each excitation wavelength of the laser) are 

presented in the form of a map in Figure 6-8a. There are three lines that can be clearly 

distinguished on the map of Figure 6-8a. The two of them have been detected at identical 

wavelengths as lines 1 and 4 in Figure 6-5 (934 nm and 930 nm respectively). Line 1 

which is the most prominent line on the map of Figure 6-8a has been already identified in 

the previous section (section 6.5.3  ) and corresponds to the s-shell exciton recombination 

                                                 
ix Gires Turnois Interferometer (GTI): an optical standing – wave cavity used to generate chromatic 
dispersion. In ultrafast lasers is used as a dispersive item for creating negative Group Velocity Dispersion 
(GVD) and therefore compensating for the dispersion caused by the other optical elements of the cavity. 
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The PLE profile of the exciton ground state which is a vertical slice of the map in Figure 

6-8a along this line is showed in Figure 6-8b. It is apparent that the excitation spectrum is 

dominated by a very strong resonance at 913.17nm. There are also some other resonances 

which are at least an order of magnitude smaller than the one at 913.17nm. For clarity 

Figure 6-8b has been magnified close to the base – line in Figure 6-9. It can be seen that 

there are two smaller resonances on the low energy side of the main resonance at 913.17 

nm and five features that resemble resonances (although some of them are relatively 

broad) on the high energy side which appear to lie on a weak continuous background. 
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Figure 6-8 a) Map of the PLE data. PL spectra (horizontal slices) and excitation spectra (vertical 
slices). The colour scale indicates the PL intensity. It has been deliberately suppressed in order to 
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 At the 933.3 nm (emission wavelength in the map of Figure 6-8) another bright 

spectral line can be distinguished. It appears at 0.9 meV (0.62 nm) higher energy than the 

exciton and it is not present in the PL spectra under non – resonant excitation (Figure 

6-5). This line has been attributed to the emission from the charged exciton and evidence 

about this will be presented later in this section. Its excitation spectrum is dominated by a 

strong resonance at the same wavelength as for the exction (Figure 6-8). It exhibits also a 

number of weaker resonances which appear at the same wavelengths as for the exciton. 

 The third line that appears in the PL spectra (Figure 6-8) has identical emission 

wavelength with line – 4 in the non – resonant PL spectra of Figure 6-5 (930 nm). It 

emits at an energy 6meV (4.3 nm) higher than the exciton. It exhibits 3 resonances 

(Figure 6-9) at similar wavelength as the exciton and their strength does not vary 

considerably. Although the nature of the transition that gives rise to this emission line is 

not clear its excitation spectrum suggests that it originates from the same quantum dot. 

An attempt to interpret the PLE spectra will be started by justifying the attribution 

of the emission line at 933.3 nm to the charged exciton. Similar lines have occurred under 

resonant excitation also in other quantum dots on this sample1. This line as it has already 

been mentioned can be observed only under resonant excitation. Simultaneous non-
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 178 

resonant pumping (Figure 6-10) quenched this line something which is in agreement with 

reference 1. The charged exciton is created by charge transfer from a weak background 

doping in the barriers5. Therefore the charged exciton is formed only when pumping at 

lower energies than the wetting layer. The simultaneous non- resonant pumping at high 

energies gives rise to the creation of e-h pairs which disassociate in the space charge 

region between the charged quantum dot and ionised impurities. In that case charge can 

be attracted into the charged quantum dot and recombine with the extra carrier thus 

neutralising it.    

 

Figure 6-10 a) Photoluminescence spectrum produced by resonant pumping at 913.8 nm. The 
line at the high energy side of the exciton has been assigned to the charged exciton. b) 
Photoluminescence spectrum by simultaneous resonant and non-resonant pumping. The 
charged exciton has been photo – depleted and the biexciton at the low energy side of the 
exciton can be observed. 
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The main resonance, which appears in the excitonic PLE spectrum, at 913.17nm, 

does not coincide in energy with any of the observed emission lines under non-resonant 

excitation. Furthermore at the same energy the main resonance for the charged exciton 

appears as well (Figure 6-8b).  

There is a possibility that during the emission the energy of the state has been 

shifted due to the fact that the occupation in the dot is different than when exciting in 

resonance. When the dot is pumped non resonantly at the barriers the filling of the p shell 

will start when the s shell has been completely filled and cannot accommodate any more 

excitons according to the Pauli exclusion principle. In this case the energy of the 

transition that corresponds to the recombination of an exciton in the p shell would be 

determined by the energy of the of the p state when only the single particle levels are 

considered, as well as by the Coulomb exchange interaction between the excitons that 

occupy the dot. On the contrary when the dot is pumped resonantly there are no other 

excitons but the one created in the p shell whose energy would correspond to the one of 

the single particle levels. Therefore it is not expected the energy of the p state emission 

under non resonant pumping and the energy of the PLE resonance to coincide. This 

means that the observed PLE resonance could correspond to absorption at the p state. 

 Another possible model that could explain the above effect is phonon assisted 

absorption20,21 (Figure 6-11). According to this model a photon is absorbed into the state 

|GS+1LO> followed by creation of an exciton in the ground state |GS> and the 

simultaneous emission of 1 LO phonon. This mechanism could account for the exciton 

resonance but also for the one of the charged exciton considering that in the latter case 

the emitted phonon has a slightly different energy due to the small energy separation of 

the exciton and charged exciton states (0.9 meV). 
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Figure 6-11 A possible mechanism that could explain the strong resonance at 913.17 nm is phonon assisted 

absorption. 

 

 There is also the possibility that the resonance at 913.17 is due to Raman 

scattering22. This processx is similar to the phonon assisted absorption with the difference 

being that involves excitation to virtual state and the fact that it is coherent leading to a 

polarization memory between incident and emitted photons. However, according to 

reference 21, such polarization memory was not found, in experiments on very similar 

quantum dots. 

From the current data it appears that the first explanations are possible and there is 

no any strong indication to favour one of them. Both of them though do not contradict 

with the interpretation of the emission peak at 910 nm as luminescence from the p state 

(section 6.5.3  ). Later on in section 6.9   further data will be presented that indicate that 

this PLE resonance is probably due to an excited state. 

The energy of the emitted LO phonon that corresponds to the resonance at 

913.17nm) is about 30 meV and is probably InAs related23. There are also other smaller 

features which appear in the PLE spectra of the exciton at 19.36, 24.58, 33.2, 35.45, 40.4, 

45.33 meV respectively (energy separation from the exciton ground state). Apart from the 

feature at 35.45 meV all of the other ones correspond probably to phonon features (the 

feature at 24.58 meV is probably InAs related23 and the other ones are probably related 

                                                 
x The key difference between phonon assisted and Raman mechanisms for absorption is that the Raman 
virtual state is purely electronic (excitonic in the case of quantum dots) and does not include any phonon 
contribution. 
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with localised phonons). The reason that the feature at 913.17 nm (30.16 meV) is of 

much larger strength, has probably to do with the fact it is a few meV (~ 5 meV) close to 

an excited state and thus the transition probability will be enhanced by resonant coupling 

with excited state transitions as it is shown in Figure 6-11. However it is not clear why 

the feature at 911.13 nm (33.2 meV) does not behave in the same wayxi. It is likely that 

the reason for this is due to scattering selection rules. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                 
xi Could it be an acoustic phonon side band? 
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6.6  Time Resolved Two Colour Pump Photoluminescence 
Experiment 

 In order to study the coherent optical properties of the exciton ground state, a two 

colour pump experiment was performed on quantum dot 6. The laser was tuned at exactly 

the same wavelength as the exciton ground state and was set to work in picosecond mode 

at 76 MHz repetition rate.  A fraction of the laser power was used for producing blue 

picosecond pulses by frequency doubling through a BBO crystal. The delay time between 

the blue and the infrared pulses was controlled by a translation stage with a retro-

reflector. The power of the two beams was controlled by two different liquid crystal 

modulators in association with two cube polarizers. The spot size of the infrared pulses 

on the sample was around 10 µm and the one of the blue pulses about 5 µm.  Using a 

band pass filter (in order to eliminate the laser scatter) centred at  910 nm  with 

FWHM=10 nm, the photoluminescence spectrum around the p-state was collected. The 

p-state of dot was placed at the upper (long) wavelength side of the spectrometer spectral 

window so as to reduce further the laser scatter from the infrared pulses. 

  The ground state of the quantum dot was pumped with the infrared pulses and 

non-resonant pumping at the double energy was applied with the blue pulses. The power 

of the blue pulses was kept at 3.6 µW which is the point on the power dependence curve 

that one would expect to observe significant rise in the strength of the p state 

photoluminescence by increasing the occupation of the exciton ground state. The power 

of the infrared pulses was adjusted at 4.6 mW in order from the one hand to achieve 

strong pumping of the exciton ground state and from the other keep the laser scatter as 

low as possible and also to avoid other red shift effects which are going to be described 

further bellow. The blue pulse was delayed by 0.5 ns with respect to the infrared one. 

This delay was chosen in order to be shorter than the exciton lifetime24 which is expected 

to be more than 1 ns in this type of quantum dots. With the above settings the 

photoluminescence spectrum around the p-state (at 910.5 nm) was obtained in two cases: 

i) when the quantum dot was only pumped non-resonantly with the blue pulses and ii) 

when it was pumped resonantly and non-resonantly with infrared and blue pulses 

respectively. As it can be seen in Figure 6-12 there is a clear rise in the p-state 

photoluminescence when the quantum dot is pumped with both kinds of pulses, infrared 
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and blue. This is in comparison to the p-state emission strength when  the quantum dot is 

pumped only with the blue pulses. This rise is accompanied with a red shift in the energy 

of the p-state (Figure 6-12b) and also a rise of a spike at the low energy side of the p-line. 
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Figure 6-12 a) Photoluminescence spectrum around the p-state of the quantum dot at 910.5 nm acquired 
when pumping only with blue pulses (blue curve) and when pumping with both blue and infrared pulses. A 
clear increase in the p-state emission can be observed when pumping with both (infrared and blue) colours. 
b) The same spectrum as in a) but blown up in order to show the red shift in the energy of the p-state when 
pumping with both colours.  
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 In order to study the effect of the infrared pulses on the p-state photoluminescence 

of the quantum dot a series of measurements were performed. First by using different 

band pass filters the photoluminescence spectrum of lines that had been observed in 

lower energies (Figure 6-5) than the p-state was collected for the cases i) and ii) stated in 

the above paragraph.  Those measurements are presented in Figure 6-13 and it can be 

seen that there is no increase in the photoluminescence intensity of those lines when the 

quantum is pumped with pulses of both colours. There is, however, a clear red shift in 

their energy in the latter case. 

 Second a variety of measurements on different delay times between the infrared 

and blue pulses and for different energies of the infrared pulses (which were around the 

exciton ground state energy) as well as for different powers of the blue and the infrared 

pulses were performed. From those measurements it was found that the rise in the p-state 

photoluminescence could be observed for all of the different delay timesxii between the 

blue and the infrared pulses, even in the case that the infrared pulse was delayed with 

respect to the blue one. This means that the effect of the additional infrared pulses affect 

the p-state photoluminescence not by increasing the occupation of the ground state but in 

a different way.  

 

                                                 
xii The accuracy of the delay times is limited from the fact that the zero time delay was determined just by 
measuring the length of  the paths of the blue and the infrared pulses respectively. The precision of those 
measurements was ± 1 cm which corresponds to ± 33 picoseconds. 
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The measurements upon different energies of the infrared pulses lead to the same 

conclusion. The increase of the p-state photoluminescence was observed for higher as 

well as for lower energies than the ground state. For all those different conditions which 

are summarised in increase in photoluminescence intensity and red shift in the energy of 

the p-state were observed. 

Studying in more detail the red shift of the photoluminescence of the p-state it 

was found to have almost linear dependence on the power (Figure 6-14). 

Table 6-1 

 

6.6.1  Different conditions for the 2 colour pump 

Wavelengths(nm) Time delay (nsec) Infrared Power (mW) Blue power (uW) 

927.2 ~0.5 4.5 13 

933.1 ~0.5 5 13 

933.2 ~0.5 4.5 50 

933.4 ~0.5 4.5 3.2 

933.5 ~0.5 4.5 12 

933.7 ~0.5 4.5 3.2 

933.9 ~0.5 4.5 3.6 

934.1 ~0.5 4.5 3.6 

935.6 ~0.5 4.5 3.6 

933.9 ~-0.2(?) 4.5 3.9 
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y0 = 910.21 ± 0.0164
A= 0.011181 ± 0.00432
pow= 1.2526 ± 0.128

Figure 6-14 The red-shift of the p-state photoluminescence, data (red markers) 
and fit (black line) exhibits almost linear dependence on the power.  
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6.7  Temperature dependence of the quantum dot photoluminescence 
 In order to study and explain the effect of the infrared pulses on the p-state 

photoluminescence some further experiments were carried out. As red shift of PL lines 

can be caused by heating of the sample25 some non resonant photoluminescence versus 

temperature measurements were performed. 

 The sample temperature was controlled using the heater of the cryostat and the 

photoluminescence spectrum was recorded for each temperature point.  The temperature 

changes gave rise to small shifts of the sample position which was corrected for each 

temperature setting. The non-resonant excitation intensity was kept similar to the one 

used in the two colour pump experiment (5.3 µW) in order to allow some easy 

comparisons between the observed effects. The range of the scan temperatures was from 

9.2 K up to 31.7 K. The increase step was adjusted each time to be less than 5% of the 

actual temperature of the sample. 

 The collected spectra are presented in Figure 6-15. From Figure 6-15b) where all 

the collected spectra are presented as a map it can be seen that lines 1, 2 and 3 which 

correspond to the exciton biexciton and p-state as it has already been explained, undergo 

a clear red shift as the temperature rises. The same holds as it is shown again in Figure 

6-15b) for all of the intermediate spectral lines. The size of the shift depends only upon 

the temperature and not on the energy of the spectral lines and therefore it is the same for 

all spectral lines. Furthermore it appears to have a nonlinear dependence upon the 

temperature as it will be shown below. 

 The intensity of the spectral lines appears to increase with temperature as it can be 

clearly seen from Figure 6-15a). However this time the increase depends on the energy of 

the line. The strength of the exciton line increases relative to the biexciton. 

 The profile of the exciton line strength as well as its wavelength as a function of 

temperature, are presented in Figure 6-16a) and b). Both of them have a nonlinear 

behaviour as they seem to be fitted well by power law curves ( a
PL T⋅+= AII o for the PL 

intensity and b
o TB ⋅+= λλ for the wavelength) with exponents 2.34 and 2.5 respectively. 

 The reasons for the red shift of the spectral lines are associated with the 

temperature behaviour of the band gap of the bulk material25 which is mainly defined 
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Figure 6-15 a) Photoluminescence spectra of quantum dot 6 for various temperatures. The 
excitation power was kept at 5.3 mW at 462nm and  the integration time was 100sec. The spectra 
have been offset for clarity.  b) The photoluminescence spectra of 13 a) for the various 
temperatures presented as a map. It is apparent that all the spectral lines between the s  and the p –
states undergo similar energy shifts as the temperature rises.  
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by two effects: scattering of electrons by phonons and thermal expansion of the lattice. In 

general this behaviour is described well by the Varshni’s formula which assumes a 

quadratic dependence of the band – gap decrease over the temperature at cryogenic 

temperatures. In particular this quadratic temperature dependence appears to describe 

well also the shift of the excitonic energy in quantum dots. 

  

 However in the case of quantum dot 6 as it was mentioned above the dependence 

of the temperature was over – quadratic. It is not clear the origin of this difference. It has 

Figure 6-16 The exciton a) line strength and b) red shift as a function of temperature. Excitation 
at 462nm (psec pulses),with excitation density of 5.3µW. Integration time 10 sec. 
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to be mentioned though that the reported quadratic temperature dependence concerns dots 

which is occupied by only one exciton while it the case of the collected data for qd 6 

clearly show that  more than one excitons were occupying the dot. This fact might 

contribute to the divergence from the quadratic model. 

 The intensity increase with temperature of the spectral lines probably originates 

from the efficiency increase of the relaxation processes in the quantum dot. This is 

something to be expected as the phonon population increases with temperature.  

 Finally observed effects as the change of the intensity ratio of the exciton and 

biexciton are probably related with the different effect of the temperature on the different 

relaxation channels for the carriers into the exciton and biexciton states as well as with 

possible effects on the radiative lifetime of the two states. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 190 

6.8  Resonant Excitation 
 Further experiments were performed in order to study the behaviour of the system 

under resonant excitation as well as the effect of the laser excitation on the red shift of the 

quantum dot states. Those experiments consisted of four sets of measurements in which 

the power of the laser was varied by using a liquid crystal modulator. In the first three the 

laser was operated in picosecond mode and it was tuned at the wavelength of the p-state 

absorption (913.3 nm) of the quantum dot in the first set, at slightly longer wavelength 

(913.9 nm) in the second set and at slightly shorter (912.6 nm) in the third one. The full 

width half maximum (FWHM) of the picosecond pulses was about 0.8 nm. In the last set 

the laser was operated in continuous wave (cw) mode and it was tuned at the wavelength 

of the p-state absorption (913.3 nm). 

 The acquired data are presented below in figures Figure 6-17 and Figure 6-18 

 
Figure 6-17 Maps of the photoluminescence strength versus wavelength (x-axis) and excitation density (y-
axis) under resonant excitation (913.3nm) a), and slightly above resonance (913.9nm) c), by picosecond 
pulses. In b), d) horizontal slices extracted from the respective maps, above, depicting the 
photoluminescence spectra for various values of the excitation power. 
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Figure 6-18 Maps of the photoluminescence strength versus wavelength (x-axis) and excitation density (y-
axis) under excitation slightly below resonance (912.6nm) by picosecond pulses a), and under resonant 
excitation in continuous wave (cw) mode c). In b), d) horizontal slices extracted from the respective maps, 
above, depicting the photoluminescence spectra for various values of the excitation power 
 
in the form of maps (a, c - figures) (with the x-axis being the photoluminescence 

wavelength and the y-axis the laser power) and a number of offset spectra in each case (b, 

d – figures). Five lines appear in each one of the measurement sets which have been 

named as a, b, c, d, and e with “a” being the one corresponding to the shortest wavelength 

and “e” to the longest. On the right of each letter there is a number which represent the 

number of the measurement set (1, 2, 3, and 4). All but lines “a” and “b” have been 

identified from previous measurements. Line “c” corresponds to the emission from the 

charged exciton, line “d” to the emission of the exciton and line “e” to the biexciton. 
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As it can be seen from the maps in figures Figure 6-17 and Figure 6-18 all of the 

lines (a – e) undergo a red shift with increasing excitation density. All of them shift in 

parallel with each other as the energy spacing between them does not change. In Figure 

6-19 

 
Figure 6-19 Wavelength shift versus excitation density of spectral lines a-e for all four sets of 
measurements. The shifts have been fitted with power law curves (red solid lines and green dashed line for 
spectral line d). Also on the wavelength shift of each spectral line the power law curve that fitted line d has 
been plotted (green dashed lines) after being appropriately offset, for comparison. The fitting parameters 
and their deviations are given in Appendix II - Table 1. 
 
the wavelength of each line has been plotted against the excitation intensity. Each one of 

those data sets has been fitted with a power law curve (λ=λo+A Pp). The respective fitting 

curves are also depicted in Figure 6-19 (red solid lines and green dashed line for spectral 

line d). The fitting parameters λo, A, p are presented in Appendix II - Table 1. It appears 
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that the wavelength shift is slightly nonlinear with the excitation density (~P1.13). As it 

was expected the parameters A and p have almost the same values (within a standard 

deviation) for all of the lines and in all of the measurement sets. Slight deviations that 

appear mainly for line “b” are due to the poor signal of the line which does not allow 

precise fitting. In order to enable comparisons the fitting curve  of the d – line in each of 

the sets 1 – 4, has also been plotted (green dashed lines),after being properly offset, along 

with the wavelength versus excitation density plots and their fitting curves of each of the 

other spectral lines. 

There are some features of this wavelength shift that can be deduced from the 

presented data. First it does not appear to be influenced by the excitation energy as it 

retains the same behaviour in all of the measurement sets. Second it is not affected by the 

laser being in pulsed or in continuous wave mode.  The first feature indicates that the 

effect of the red shift due to excitation density is not related with absorption of light in 

the quantum dot. The second feature excludes the possibility of the effect being related 

with two photon absorption in the GaAs substrate.  

The fact that all of the lines red – shift parallel to each other resembles the 

wavelength shift of the spectral lines due to temperature increase (Figure 6-15 b). 

Additionally the indication that the effect is not related to light absorption in the quantum 

dot (and therefore not to excitonic effects caused by light excitation) leads to the 

consideration that the shift is caused due to heating. From Figure 6-16b it can be deduced 

that wavelength shifts similar to the one appeared due to excitation density require 

temperatures of 32 K. Therefore if there is this kind of temperature increase should be 

located close to the surface of the sample as the temperature of cryostat’s cold base was 

continuously monitored and it was stable at 6 K. The most likely candidates for light 

absorption are the aluminium mask (which reflects most of the light but also absorbs a 

small percentage of it) and defects in the wetting layer and/or in the GaAs substrate. In 

principle it should be possible to write down a model to determine the heating as a 

function of excitation intensity. This model would need to include where and how much 

light is absorbed, the heat capacity and thermal conductivity of all of the layers, the 

thermal impedance at the interfaces between layers and would have to have been solved 

in 3D, or possibly 2D if cylindrical symmetry was used. The complexity of the model and 
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the inability to be certain of important facts such as the site of the absorption means that 

it is unlikely that the results of such a model would be truly predictive and so the 

modelling was not undertaken. It is therefore difficult to be certain that heating was 

responsible for the spectral shifts of the lines however it seems most likely that heating is 

the cause.  

 The PL intensity profiles of the a-e spectral lines as a function of the excitation 

density for all sets of measurements are presented in Figure 6-20 (for clarity the PL 
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Figure 6-20 PL intensities of each of the a – e spectral lines versus excitation density for all of 
the measurement sets (1-4) in each of the graphs. 
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intensity profiles versus excitation intensity have been plotted in single line graphs in 

Appendix II ). As it can be seen from those profiles (Figure 6-20) line “c” and “d” 

(charged exciton and single exciton respectively) have the same dependence on excitation 

intensity in all of the measurement sets (curves  c1-4 and d1-4 in Figure 6-20). This is 

expected since both lines correspond to a dot with only one exciton. The different 

strength of their PL intensities which is in favour of the exciton has probably to do with 

the relative low probability for thermal excitation of the extra carrier at cryogenic 

temperatures. However the behaviour of both of them as a function of excitation intensity 

varies considerably in the different sets of measurements (1-4), although their behaviour 

with respect to each other is the same in each set. In set “1” a strong oscillation of their 

PL intensity appears which peaks at 8.5mW and then drops by more than 50% of the 

peak intensity and almost levels out at that value after 22mW. In set “2” their PL 

intensity exhibits two milder and broader oscillations which peak at 13mW and 37mw 

while their strength is considerably weaker. In set “3” the PL intensity of the two lines 

appears to rise mainly linearly with the excitation density although due to the low 

strength of the PL it is not possible to distinguish other features due to the background 

noise. Finally in set “4” the PL is significantly stronger than any of the previous sets. It 

exhibits at least three oscillations with the strength of the one that appears at low power 

to be the highest and that of the one at the highest power to be the lowest. From those 

oscillations only the first one exhibits a clear peak at 5.2mW while the other two exhibit a 

kind of plateau (or a double peak the second one as it appears in both exciton and charged 

exciton) and they are significantly broader than the first one with the last being the 

broadest. 

 The oscillations of the PL profiles described above cannot be attributed to random 

fluctuations of the excitation density. The monotonous wavelength shift of the PL lines 

towards longer wavelengths, with increasing excitation intensity in all of the 

measurement sets (Figure 6-19), shows that such fluctuations have not occurred. An 

obvious process which could lead to oscillations in the intensity of the lines is that it is 

likely that the absorption lines are shifted spectrally with increasing excitation intensity in 

the same manner as the emission lines. Thus if the system is excited with a fixed 

wavelength the absorption of the light will depend on an excitation intensity dependent 
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energy difference between the excitation energy and the absorption energy. The form of 

the intensity dependence of the emission intensity expected due to this model is presented 

in Figure 6-21. The equations plotted in this figure assume that the absorption line can be 

treated as a delta function with an energy which shifts linearly with excitation intensity 

and that the laser spectrum is a Gaussian. Clearly the absorption line has some spectral 

width which could be included in this model however the qualitative form of the results 

would be unchanged.  

As it can been seen in Figure 6-21 this model predicts one oscillation of the PL 

intensity but cannot explain the multiple oscillations that occur in set 2 and 4. This 

suggests that there are also other mechanisms that contribute in the behaviour of the PL 

intensity of those lines. An attempt to explore the nature of those mechanisms will be 

presented in the next section. 

   Lines “a” and “b” (Figure 6-20) exhibit an almost linear and clear overall 

increase with the power in the measurement set 1 – 3. However due to the weak signal 

of 
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Figure 6-21 Predictions for the PL intensity of the exciton or the charged exciton as a function of 
excitation density. The predictions have been made for each set of measurements (sets 1 – 4). The 
model is based on the assumption that the absorption is a delta function over the wavelength and that 
the observed PL oscillations are the result of the convolution of the absorption and the excitation pulse 
spectral shape. 
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these lines the background noise might have hindered additional features of their power 

dependence. Line “a” shows a different behaviour in set 4 which is characterised by small 

oscillations (Figure 6-20). In the same set there is no adequate information for line “b” as 

its PL signal was close to the level of background noise and that of the PL pedestal of line 

“c”. Therefore it was not possible to be extracted from the data. From the above 

information it is not possible to determine if these lines originate from the studied 

quantum dot.  However their independent behaviour with respect to the rest of the lines 

indicates that they do not.  

 The biexciton line (“e”) exhibits different behaviour than that of lines “c” and 

“d”(however it has been shown in figures Figure 6-5 and Figure 6-6 that it originates 

from the same quantum dot as line “c” and “d” and that it also has super-linear 

behaviour). In all of the measurement sets apart from set 3 it exhibits one broad 

oscillation which peaks at considerably higher excitation density than lines “c” and “d”. It 

is expected that the biexciton PL would behave in a different way than that of the exciton 

and the charged exciton as the quantum dot in this case is double excited (two excitons in 

the dot). 

 In conclusion in this section the wavelength red shift due to excitation density was 

studied. The collected data revealed that this shift is not related with light absorption in 

the quantum dot or two photon absorption in the GaAs substrate. All of the spectral lines 

shift equally which indicates along with the first conclusion above that the shift is caused 

due to heating. The PL profiles of the exciton and the charged exciton show oscillations 

with excitation density and this behaviour cannot be explained only as a convolution of a 

red shifting absorption and the spectral shape of the pulse. The confirmation of the red 

shift of the p – state as well as the possibility of other mechanisms involved in the 

formation of the above PL profiles will be the subject of the next section. 

   

6.9  Photoluminescence Excitation Spectroscopy for different values 
of laser power  

In order to verify if there is a wavelength shift of the absorption which was one of 

the main assumptions for the model of Figure 6-21 and also to explore further the 

behaviour of the of the observed PL, four Photoluminescence Excitation Spectroscopy 
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(PLE) scans were carried out at different excitation intensities. The laser was operated in 

continuous wave (cw) mode. The spectral width of the beam was less than 0.1 nm and the 

average step during the scan was 0.2 nm. The scanned wavelength range was from 920 

nm to 907 nm. The power of the laser beam was regulated by using a liquid crystal 

modulator but it was not monitored during the scan. However the laser power for specific 

wavelengths was recorded after each scan (Figure 6-25). 

Maps for each of the scans are presented in Appendix III and the extracted PLE 

profiles for lines a – f are presented in Figure 6-22. Lines a-d correspond to the same 
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Figure 6-22 PL profiles of lines a-f against excitation wavelength and for various excitation 
densities. 
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wavelengths as in the previous section. Line “e” is attributed to the ground state biexciton 

as it has the same energy separation from the exciton as line 2 in Figure 6-5 which was 

identified as the s-shell biexciton in section 6.5.3  . Line “f” occurs at slightly longer 

wavelengths than the biexciton (Figure 6-23). A persistent feature with the same energy 

separation from the exciton has also been observed in the PL spectra under non – 

resonant excitation. The nature of this line is not clear. Whilst it may be possible to 

identify other features within the PL spectra, the PLE spectra of these have not been 

analysed as for the most part these features are of comparable magnitude as the noise and 

so the PLE spectra would contain very little useful information.  

One of the most obvious features of the PLE spectra when plotted as a function of 

excitation wavelength is that all the obvious PLE features shift towards longer 

wavelengths with increasing power. These shifts mirror the wavelength shifts observed in 

the PL spectra (Figure 6-24).  When the PLE spectra are plotted against the excitation 

energy relative to the energy of the exciton the features show no shift with 

excitation intensity. Thus the shifts observed are presumably associated with some 

change in the bandgap of the InGaAs which as discussed before is probably due to 

heating. The observed shifts are in agreement with the assumptions of the model of the 

intensity dependence of the PL lines under resonant excitation discussed in the previous 

section.  

The PL wavelengths of all of the lines are almost constant as a function of 

excitation energy for a fixed intensity for most of the scanned ranged for each of the PLE 

scans. However at specific excitation wavelengths (913 nm and 912 nm) a blue shift 

Figure 6-23 Lines e (biexciton) and f . In the inset a feature 
that appears consistently in the PL spectra under non – 
resonant excitation with the same energy separation form 
the exciton as line f 
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occurs. This shift is due to a drop in the power of the laser at the same wavelengths due to 

atmospheric absorption (Figure 6-25). Whilst in principle it would have been possible to 

correct this effect it was not found until after the end of the available experimental time. 

Although this is not ideal it is still possible to obtain useful information from the 

experiments. One particularly unfortunate consequence of this problem is that it leads to a 

double peak in one of the main resonances in the PLE spectra. For example the main 

resonance of the exciton in Figure 6-22 exhibits a double peak when pumped with high 

power. In reality though, this double peak is the same resonance that appears two times. 

Once when the laser energy is tuned at the resonance and a second time because as the 

laser energy increases further, the laser output power drops (as explained above) which 

has as a consequence, less red shift of the resonance which makes it coincide again with 

the laser energy giving rise to a “second” absorption spike. This artefact disappears when 
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Figure 6-24 Wavelengths of the PL lines a-f during the PLE scans against 
excitation wavelength and for various excitation intensities (laser power). 
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the PLE spectra are plotted as a function of the energy separation from the exciton 

(Figure 6-26).  

 
Figure 6-25 a) Laser power for the 4 different PLE scans versus laser wavelength. b) Laser power versus 
laser wavelength, around 913.8nm. c) Normalised excitonic wavelength shift and laser power drop around 
excitation wavelength of 913.8nm 
 

The PLE spectra obtained for all of the PL lines show one strong resonance, at an 

energy relative to the exciton of 30meV (Figure 6-26), plus a number of subsidiary 

resonances. It can be observed in those spectra that the main resonances of all of the lines 

appear at about the same energy distance from the ground state exciton. This means that 

the resonance is not at a fixed energy relative to the energy of the PL line. In fact for line 

a, the difference in energy between the excitation and detection energies is 24 meV and 

for line f, the energy difference is 31 meV (for their main resonances). This suggests that 

the energy of the resonance is due to an excited state rather than a phonon replica of a 

ground state. In principle it might be possible for excitons produced in the ground state to 
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exciton line or vice versa which argues against this interpretation. Having said this since 

there is no detectable emission line at the energy where the resonances have been 

observed it still leaves open the possibility that the resonances are due to phonon assisted 

absorption as described in section 6.5.4  . 

The strength of some weak resonances (at 918 nm, 910 nm and 908 nm in Figure 

6-22) gets considerably enhanced (in contrast with that of the main resonance of each PL 
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Figure 6-26 PLE spectra of lines a – f plotted as a function of the energy difference between the 
excitation energy and the energy of the exciton. 
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line occurring at ~30 meV in Figure 6-26) at higher laser power and becomes comparable 

with that of the main resonance. Similarly to what it was mentioned above for the main 

resonance those secondary resonances do not appear at a constant relative energy with 

respect to the corresponding PL line. Since the separation of the energy levels of the dot 

is around 30 meV (section 6.5.2   Figure 6-4) those resonances probably cannot originate 

from absorption in excited states of the dot. PLE features that have similarities with the 

secondary resonances presented here have been reported in the literature (see ref 22,23 ). 

In those references the secondary PLE resonance had been attributed to Raman scattering 

due to localised phonons22 or due to a reduced symmetry of the dot which alters the 

structure of the excitonic energy levels, making it much more complicated than for dots 

of high symmetry23. 

Additionally an increase of the PL background can be observed at the high laser 

power for some of the resonances. It is puzzling why the PL background is enhanced with 

excitation intensity for some resonances for instance the exciton (line d in Figure 6-26) 

and not for others as the trion (line c). This absorption background is reported widely in 

the literature and its origin has been attributed to electronic transitions from electronic 

levels of the dot to the wetting layer holes26,27. 

Another striking observation from the PLE spectra of Figure 6-26 is the apparent 

broadening of the resonances as the excitation intensity increases. This broadening occurs 

mainly as a big enhancement of the pedestal of the resonances. Although by plotting the 

PLE spectra as a function of the energy separation from the exciton ground state cancels 

the effect of the wavelength shift (due to the fluctuations of the laser power), on the 

broadening of the main resonance, the same cannot be assumed for the strength of 

absorption. It could be that the strength of the main absorption point (the sharp line of the 

resonance) would have been much higher with respect to the strength of the pedestal but 

it is not, because the pedestal is pumped with higher power and therefore it looks broader 

(more enhanced with respect to the sharp line where the main absorption occurs). 

However in the case of the exciton main resonance (Figure 6-26) the main absorption 

appears to be saturated and this is not an artefact due to laser power fluctuations. The 

highest power PLE scan (40 mW) at its highest attenuation does not drop more than 20% 

(down to 32 mW). Even in this case the excitation intensity of the highest power PLE 
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scan is still almost one order of magnitude higher than that of the lowest power PLE scan 

(3.8 mW). The strengths of the respective absorption resonances have not the above ratio 

and on the contrary appear to be almost equal. Therefore the fluctuation of the laser 

power does not play any role or does not play any important role to the relative strength 

of the main resonance and its pedestal which means that the observed broadening is a real 

effect.  

 A possible cause of this broadening could be heating. It would be expected 

though that heating would affect in a similar way the emission lines. For this reason the 

PL spectra of the main resonance have been plotted for the highest and the lowest 

excitation intensities in Figure 6-27. Some slight broadening can be observed but it is 

much smaller than that of absorption. However the latter observation cannot be 

conclusive as the emission lines of Figure 6-27 are those of the ground state so no direct 

comparisons can be done. Some more insight into the effect of the absorption broadening 

could be acquired from the data of the temperature dependence of the PL lines which 

were presented in section 6.7  . It can be seen from Figure 6-24 that the wavelength shift 

of the exciton emission (line d) between the lowest power PLE scan (3.8 mW) and the 

one with power 20 mW is at most 0.7 nm. Such wavelength shift is induced when the 

temperature of the sample increases from 5.7 K to 31.7 K according to the temperature 

dependence of the exciton wavelength shift which is given by the power law presented in 
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Figure 6-27 The PL spectra when exciting at the main resonance for the highest (red) and lowest (blue) 
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Figure 6-16b. A comparison of the broadening due to temperature increase of PL lines 

with energies close to the one that the main exciton absorption occurs is presented in 

Figure 6-28. It is obvious that temperature induced broadening on its own cannot give 

rise to the broadening observed for the high power pump (inset of Figure 6-28 and Figure 

6-26).  

 

The resonances of all the PL lines exhibit pedestal enhancement with increasing 

excitation intensity. For lines ‘e’ (biexciton) and ‘f’ (Figure 6-26) this enhancement is 

much more important as the pedestal at high excitation intensities has a strength which is 

more than half of the main absorption line of the corresponding resonance. This kind of 

proportion of the strengths of the main absorption line and the pedestal is not expected 

for the biexciton in the case that the absorption occurs to an excited state. On the contrary 

it would have been expected that the absorption for the biexciton is super-linear (possibly 

quadratic) with excitation energy leading to a sharp absorption line with very high 

relative strength with respect to its pedestal. 

 

Figure 6-28 Comparison of the emission line at 36 meV higher than the exciton (possible 
emission from the p shell). The 5.7 K temperature PL has been horizontally shifted in order to 
overlap with the PL spectrum at 31.7 K allowing thus comparison of the widths of the lines. 
Inset: PLE spectra of the exciton at 3.8 and 20 mW . 
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6.10  Conclusions 
Optical measurements were carried out on a single quantum dot by means of 

confocal microscopy and spectral filtering. Photoluminescence lines that were observed 

were identified by their dependence upon excitation density. The main lines observed 

were identified as the ground state exciton at 1327 meV and the biexciton at -0.7 meV 

shift relative to exciton (sre) . A third major line was also observed at higher energy (35.4 

meV sre) and its power dependence indicates that is an excited excitonic state. Its energy 

shift relative to ground state exciton suggests that it is the p-state. 

In order to confirm the connection of the excited state with the dot under 

investigation photoluminescence excitation spectroscopy measurements were performed. 

A strong resonance at energy (30.16 meV sre) close to that of the above line was 

observed. The difference in energy of the PL and PLE spectral features can be attributed 

to few body effects which are present in the luminescence experiments when the dot is 

multiply excited.  

Furthermore under resonance excitation a line at energy (1 meV sre) higher than 

that of the excitonic ground state was also observed. This line is present only under 

resonant excitation and simultaneous non – resonant excitation causes it to disappear. 

Therefore this line was identified as coming from a charged exciton state. The existence 

of such a state was attributed to backround dopping of the sample (charge traps) whose 

effect is eliminated when excitation above the quantum dot barriers takes place leading to 

generation of free carriers which can neutralize the charge traps. 

Having identified the possible p–state a time resolve two colour pump 

photoluminescence experiment was carried out. The aim of this experiment was to probe 

the ground state occupation indirectly, which would enable the realization of coherent 

measurements on the ground state without probing at the excitation energy. The latter is 

an inherent problem of the conventional pump and probe technique when probing the 

ground state as it leads to a big background resulting in poor signal to noise ratio. The 

time resolve two colour pump photoluminescence experiment does not suffer from 

background as it indirectly probes the ground state.  In brief the main idea of this 

experiment is to use a non resonant pulse of strength which will lead to on average two 

excitons captured into the quantum dot. If these excitons arrive when the ground state is 
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empty this will lead to no, or little p-state luminescence. However if at the time of the 

arrival of the non resonant pulse the s-state is occupied due to some resonant excitation, 

then the p-state will become occupied and p-state luminescence will increase noticeably. 

This idea was implemented by using an infrared resonant excitation pulse and doubling 

the frequency of the infrared to produce the non resonant excitation pulse i.e. red – blue 

pump – probe.   

A change in the photoluminescence intensity of the p–state was observed 

depending upon the intensity of the infrared pump, accompanied with a red shift in its 

emission energy. However both of the effects were found to be independent of the time 

delay between the infrared and blue pulses as well as the exact energy of the infrared 

pulse. This suggested that these effects were not simply related to the occupancy of the 

ground state. 

In order to identify the origin of those two effects further measurements were 

undertaken. The temperature dependence in the range of 5 to 30 K of the 

photoluminescence under non resonant excitation was studied. The photoluminescence 

intensity of all of the observed spectral lines appeared to increase with temperature and 

shift its energy towards longer wavelengths showing that heating might contribute to 

effects observed at the two colour pump experiment. Furthermore the exciton emission 

wavelength was found to have an over-quadratic dependence on temperature which 

deviates from the quadratic dependence predicted by Varshni's formula possibly due to 

many body effects in the quantum dot. The photoluminescence intensity increase was 

attributed to more efficient relaxation processes due to the increase of phonon population 

with temperature. 

The wavelength red shift due to increased excitation intensity under resonant or 

close to resonant excitation of the p-state was found not to depend upon excitation energy 

and was also observed for cw excitation. These measurements showed that this shift is 

not related with light absorption in the quantum dot or two photon absorption in the GaAs 

substrate. Furthermore all of the spectral lines shift equally as it would be expected if 

heating was the mechanism.  

The photoluminescence intensity profiles of the exciton and the charged exciton 

exhibited oscillations with excitation intensity under the above resonant excitation 
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conditions. Oscillations of the excitonic photoluminescence intensity as a function of the 

excitation intensity under resonant exctition from sub-nanosecond pulses in quantum dots 

have been reported in the literature and their origin was attributed to Rabi oscillations. 

However in the current experiments similar oscillations were also observed under cw 

excitation which rules out the possibility of Rabi oscillations. The latter raised the 

suspicion that an excitation induced shift of the absorption might be fully responsible or 

contributing to the observed oscillations. A simple mathematical model was developed 

assuming that the absorption lines red shift with a fixed energy separation from the 

exciton and that the shape of the absorption line does not change with excitation 

intensity. Comparison of this model with the observed oscillations showed that it cannot 

be the sole explanation of the observed effect. 

Photoluminescence excitation spectroscopy scans for different excitation 

intensities confirmed the suspected red shift of the absorption lines with excitation 

intensity. The resemblance of this effect with the red shift of the photoluminescence lines 

with temperature indicates that heating might contribute to the red shift induced by the 

excitation beam. Two more effects were observed. The first one is an increase of the 

absorption background with excitation intensity which was attributed to electronic 

transitions from electronic levels in the quantum dot to wetting layer holes26,27. The 

second one is a broadening of the red shifting absorption lines with excitation intensity.  

Comparison with the broadening of photoluminescence lines that were similarly red 

shifted due to temperature increase showed that the excitation induced broadening is 

considerably wider than the one caused by the temperature increase. Thus heating 

induced by excitation cannot be the sole explanation for the changes in the PLE 

spectrum. The overall mechanism that causes the red shift and the broadening of the 

absorption lines remains unknown. However the measurements indicate that the original 

concept for indirectly measuring the occupation of the ground state is not feasible. 
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6.11  Appendix I 
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6.12  Appendix II 
Appendix II - Table 1 Fitting parameters for the power law fitting curves  of the wavelength shifts of 
spectral line a-e for all sets of measurements 
line λo A p 

a1 929.65±0.020709 0.016897±0.0021242 1.1289±0.02838 

b1 932.7±0.039112 0.021317±0.0053426 1.0779±0.057771 

c1 933.06±0.063553 0.010051±0.004895 1.2633±0.11357 

d1 933.68±0.0099781 0.017142±0.0011388 1.1262±0.015272 

e1 934.34±0.028734 0.020639±0.0040189 1.0828±0.045378 

a2 929.68±0.023382 0.017475±0.0028124 1.1196±0.037276 

b2 932.7±0.021408 0.0278±0.0036644 1.013±0.030514 

c2 933.08±0.031584 0.01527±0.0036389 1.1485±0.055862 

d2 933.71±0.0080766 0.017108±0.0010423 1.1221±0.014349 

e2 934.4±0.027701 0.018159±0.0032648 1.1132±0.041258 

a3 929.65±0.05518 0.01666±0.0053593 1.1268±0.071831 

b3 932.79±0.18044 0.015365±0.015249 1.1345±0.21746 

c3 933.03±0.040048 0.019975±0.0058763 1.0632±0.068094 

d3 933.69±0.011632 0.016204±0.0013556 1.1293±0.019344 

e3 934.35±0.070696 0.02723±0.011997 1.003±0.10071 

a4 929.58±0.019532 0.021699±0.0018971 1.1535±0.020015 

b4    

c4 933.02±0.023466 0.013108±0.0020503 1.2782±0.037914 

d4 933.6±0.0080232 0.023905±0.0010484 1.13±0.010459 

e4 934.27±0.016886 0.02534±0.0023532 1.1204±0.022425 
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Appendix II - Figure 1 Intensity profiles of  spectral lines a1- e1 as a function of the excitation 
density. At the bottom – right graph all the lines have been plotted together versus the excitation 
density. At bottom left the PL intensity of the lines have been plotted versus the square root of the 
excitation density. 
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Appendix II - Figure 2 Intensity profiles of spectral lines a2- e2 as a function of the excitation density. 
At the bottom – right graph all the lines have been plotted together versus the excitation density. At 
bottom left the PL intensity of the lines have been plotted versus the square root of the excitation 
density. 
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Appendix II - Figure 3 Intensity profiles of spectral lines a3- e3 as a function of the excitation density. 
At the bottom – right graph all the lines have been plotted together versus the excitation density. At 
bottom left the PL intensity of the lines have been plotted versus the square root of the excitation 
density. 
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Appendix II - Figure 4 PL intensities of spectral line a4-e4 versus excitation density. Line b4 has been 
omitted as due to its very low intensity it was not possibly to be extracted form the data of fig. 18a. All 
of the PL lines versus excitation density and versus the square root of excitation density have been 
plotted in the bottom left  and bottom right graphs respectively. 
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Appendix II - Figure 5 PL intensities of each of the a – e spectral lines versus the square root of the 
excitation density for all of the measurement sets (1-4) in each of the graphs. 
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6.13  Appendix III  
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Appendix III - Figure 1 PLE scans for laser power 3.8mW (upper) and 10mW (lower) 
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Algorithm for extraction of PLE profiles:  It was considered that the spectral distances 

between the lines remained as when exciting non – resonantly and also that in the PLE 

scans the exciton exhibits always greater intensity than all of the other lines. The routine 

finds the exciton wavelength by finding where the maximum in each spectrum is and then 

scans for a local maximum in a range of 6 points with a specified spectral distance from 

the main maximum (exciton) 
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Conclusions of Part II 
The focus of the second part of the thesis was on quantum dots and more 

specifically on their optical and coherent properties. In chapter 5 a brief literature 

review of their electronic and optical properties was presented. The effect of the three 

dimensional quantum confinement, and its various regimes, as function of the 

quantum dot size, the effect of various excitonic complexes as well as the coherent 

properties of a two level system were described.  

In chapter 6 the experimental work on the optical spectroscopy of a single 

quantum dot was presented. By means of micro – Photoluminescence measurements 

extensive characterisation of a single quantum dot was carried out. The ground state 

of the quantum dot was identified from the linear dependence of its 

photoluminescence intensity upon the non resonant excitation intensity. By the same 

means as well as by photoluminescence excitation spectroscopy (PLE) the emission 

line at approximately 36 meV higher energy was identified as possibly originating 

from the first excited state of this quantum dot. A small discrepancy between the non 

resonant photoluminescence measurements and the resonance observed by means of 

PLE was attributed to many body effects. 

During the PLE experiments an emission line having the same resonance as 

that of the excitonic ground state was also observed at 1 meV higher energy than the 

ground state. By carrying out simultaneous resonant and non resonant optical 

pumping this line was identified as the charged exciton. Its occurrence only when 

pumping at resonance (or close to it) was attributed to the existence of background 

doping resulting charge traps which are neutralised by the free carriers when the 

quantum dot barriers are pumped. 

In order to study the coherence properties of the quantum dot ground state a 

time resolved two colour pump photoluminescence experiment was performed. The 

key idea of this method is to use an optical probe for the coherence of the ground 

excitonic state whose energy is different than the laser excitation and thus allows 

detection at zero laser background therefore improving significantly the signal to 

noise ratio. In brief the experiment consists of two pulses; a low energy one that 

pumps the ground state of the dot and high energy one that pumps the barriers at a 

delayed time and whose intensity is such that would lead to an average of two 
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excitons in the dot. The optical probe is the photoluminescence of the first excited 

state whose intensity would depend upon the occupation probability of the ground 

state. The latter is controlled by the intensity of the low energy pulse. This technique 

would enable the indirect observation and measurement of coherent effects such as 

Rabi oscillations.  

When performed the time resolved two colour pump photoluminescence 

experiment, a change of the intensity as well as a red shift of the first excited state 

were observed. Both of them appeared to depend upon the intensity of the low energy 

pulse but were found to be independent of the time delay suggesting that the origin of 

those effects was not simply related with the occupancy of the ground state. 

Further experiments were undertaken in order to identify the origin of these 

effects and also to find out if the study of the coherence of the ground state with the 

time resolved two colour pump photoluminescence method was feasible. Temperature 

dependence photoluminescence measurements showed all of the emission lines to red 

shift and increase their intensity with temperature in the range of 5 to 30 K. The red 

shift was found to have over-quadratic dependence on temperature thus deviating 

from the Varshni's formula. This deviation could be possibly attributed to many body 

effects. The intensity rise of the emission is probably the effect of the increase of the 

phonon population with temperature which results in more efficient relaxation 

mechanisms  

Photoluminescence measurements under resonant excitation of the first 

excited state showed that the red shift caused by the excitation intensity increase does 

not depend upon the exact energy of the excitation or upon the excitation being pulsed 

or cw. Therefore the observed red shift is independent of light absorption in the 

quantum dot or two-photon absorption in the GaAs substrate. Furthermore all of the 

observed emission lines the same amount of red shift which resembles their shift due 

to heating. 

The intensity of the emission of the exciton and charged exciton exhibited 

oscillations as the excitation intensity was increased under resonant or close to 

resonance excitation. These oscillation were observed for pulsed as well as for cw 

excitation thus excluding the possibility of being a manifestation of Rabi oscillations. 

The possibility the observed oscillations might be a convolution of a red shifting 

absorption with an increasing excitation was explored through the means of a 

mathematical model. The latter showed that the red shift of the absorption although 
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might contribute to the effect cannot be the only mechanism that causes the observed 

oscillations.  

The red shift of the absorption was confirmed by photoluminescence 

excitation spectroscopy measurements for various excitation intensities. The 

observation that all of the absorption lines exhibited a red shift with excitation 

intensity resembling that of the emission lines indicated further towards the thermal 

origin of this effect. In the same experiments, an increase of the absorption 

background with excitation intensity was also observed and attributed to electronic 

transitions from electronic levels in the quantum dot to wetting layer holes. 

Additionally, a broadening of the absorption lines with excitation intensity occurred. 

This broadening was found to be considerably wider than the one exhibited by 

emission lines which have similarly been shifted due to temperature increase. The 

latter shows that the changes of the photoluminescence excitation spectra cannot be 

explained only by heating induced by the excitation. The overall mechanism of the 

red shift and broadening of the absorption lines remains unknown. Finally the above 

experiments indicate that the original concept for indirectly measuring the occupation 

of the ground state is not feasible. 

 


