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A Statistical Technique for Measuring Synchronism
Between Cortical Regions in the EEG During Rhythmic

Stimulation

Antonio Mauricio F. L. Miranda de Sá,
Antonio Fernando C. Infantosi*, and David M. Simpson

Abstract—The coherence function has been widely applied in quanti-
fying the degree of synchronism between electroencephalogram (EEG) sig-
nals obtained from different brain regions. However, when applied to inves-
tigating synchronization resulting from rhythmic stimulation, misleading
results can arise from the high correlation of background EEG activity. We,
thus propose a modified measure, which emphasizes the synchronized stim-
ulus responses and reduces the influence of the spontaneous EEG activity.
Critical values for this estimator are derived and tested in Monte Carlo
simulations. The effectiveness of the method is illustrated on data recorded
from 12 young normal subjects during rhythmic photic stimulation.

Index Terms—Coherence, EEG, rhythmic stimulation, synchrony mea-
sure.

I. INTRODUCTION

Rhythmic photic stimulation (RPS) is used as a diagnostic tool
in clinical neurophysiology, since abnormal patterns in the elec-
troencephalogram (EEG) may be emphasized during RPS [1]. Its
use in conjunction with coherence estimates has been proposed by a
number of authors [2]–[5], since the stimuli may reduce the variability
of mental states [5], and show distinct patterns of groups whose
background EEG at rest is similar [2]–[4]. However, in quantifying
synchronization of EEG signals due to RPS (or other rhythmic stimuli)
the strong coherence of background EEG from neighboring areas is
a confounding influence. This coherence results from activation of
wide cortical areas and spreading of the electrical fields through the
conducting layers between cortex and scalp [6]. Thus, high coherence
estimates at the frequency of stimulation do not necessarily indicate
a synchronized response to stimulation, but could largely reflect
correlation of the spontaneous activity [7]. An alternative measure of
synchronization, less dependent on background activity is, therefore,
proposed. This could provide a measure of cortical connectivity (as
does coherence), but one that is specific to the stimulus responses. The
method is based on coherence between stimuli and EEG responses,
which has been proposed and used by Dobie and Wilson [8], [9] in the
detection of auditory evoked potentials at individual EEG derivations
and, recently, was also applied in somatosensory stimulation [10].
In Section II, this new approach is developed, together with a test of
significance for synchronization between two cortical regions due
to the stimuli. These are then evaluated in Monte Carlo simulations,
from which confidence limits can also be obtained. The application of
the methods on EEG data collected from 12 young normal subjects
during RPS illustrates the advantages of the new technique over the
conventional approach.
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II. THE ESTIMATOR OF SYNCHRONIZATION �̂21; 2(f)

The conventional coherence between discrete-time signalsx[k] and
y[k] is given in terms of their Fourier transforms as



2
xy(f) =

lim
T!1

1

T
E[X�(f)Y (f)]

2

lim
T!1

1

T
E [jX(f)j2] � lim

T!1

1

T
E [jY (f)j2]

(1)

whereX(f) andY (f) areT -length Fourier transforms of the signals;
“�” indicates the complex conjugate; andE[�] is the expectation op-
erator.Its estimate, using the familiar approach of dividing the signals
into M segments, is given as


̂
2
xy(f) =

M

i=1

X�

i (f)Yi(f)

2

M

i=1

jXi(f)j2 �

M

i=1

jYi(f)j2

(2)

where “̂ ” denotes an estimate;Xi(f) andYi(f) are theT -length
Fourier transforms of theith windowed data segments; andM is the
number of segments used in the estimation. Whenx[k] is identical (de-
terministic) in each data-windowXi(f) can be removed from the sum
in (2), leading to the modified estimator

�̂
2
y(f) =

M

i=1

Yi(f)

2

M

M

i=1

jYi(f)j2

: (3)

As M ! 1, this becomes

�
2
y(f; T ) =

jE[Y (f; T )]j2

E [jY (f; T )j2]
: (4)

Whereas in (1)T !1, it may be noted that hereT is fixed. The esti-
mate in (3) has been used under the name of magnitude squared coher-
ence (MSC) in the detection of the response to auditory and somatosen-
sory stimuli [8]–[10]. Similar to coherence, thê�2y(f) approaches zero
in the absence of synchronization between the stimuli and EEG sig-
nals. With increasing strength of responses,�̂2y(f) increases and when
Yi(f) is constant for all windows, i.e., wheny[k] contains only stim-
ulus responses without additional noise,�̂2y(f) = 1. It can be shown,
using the results of Akaike [11] and Brillinger [12, p. 190], and with
some further manipulation, that

(M � 1)
�̂2y(f)

1� �̂2y(f)
� F

0

2; 2(M�1)(�) (5)

where “�” denotes “is distributed as” andF 02; 2(M�1)(�) is the noncen-
tral F-distribution [13, p. 29] with 2 and 2(M � 1) degrees of freedom
(DOFs), and noncentrality parameter� given as

� = 2M
�2y(f)

1� �2y(f)
: (6)

For the null-hypothesis of no response the right-hand side of (5) reduces
to the (central) F distribution with 2 and 2(M�1)DOF, since�2y(f) =
0 for this particular case. This allows significance levels and critical
values for�̂2y(f) to be calculated, in accordance with [10].
�̂2y(f) should not, strictly, be considered an estimate of coherence

when both signals contain the same periodic activity, as at the frequency
of oscillation coherence always assumes a value of one and its use is,

Fig. 1. Linear model used in derivinĝ� (f). x[k] is the stimulus,v [k] and
v [k] are the stimulus responses [output of the filtersH (f) andH (f)], and
n [k] andn [k] are the contributions of background activity to the measured
EEG signalsy [k] andy [k].

therefore, inappropriate. It can however readily be shown that�2y(f)
reflects the signal-to-noise ratio (SNR) of the response in the frequency
bin centered onf (and width defined by the window-lengthT ) and,
thus, provides a useful tool in quantifying the strength of stimulus-
responses.

In addition to this use in individual EEG derivations,�̂2y(f) can also
form the basis for an alternative measure of synchronization between
different cortical regions during stimulation, as shall now be shown.
Based on Lopes da Silva [14] and in common with much work in this
area, we will assume throughout the following analysis that sponta-
neous background EEG signals are stationary (for the epoch lengths of
interest) and Gaussian random signals.

In the model of Fig. 1, coherence betweeny1[k] andy2[k] is given
by [15, p. 167–168]



2
y y (f) = 


2
xy (f) � 
2xy (f) (7)

assumingn1[k], n2[k], andx[k] are uncorrelated. Now letx[k] rep-
resent the pulse-train of periodic stimuli, which are filtered inH1(f)
andH2(f) to give the (steady-state) evoked potentials at the two EEG
derivationsy1[k] andy2[k]. The “noise” inputsn1[k] andn2[k] rep-
resent the background EEG activity, which are considered Gaussian,
stationary, additive and independent of the stimulus responses. A mea-
sure of coherence in the stimulus responses ofy1[k] andy2[k] may then
be defined similarly to (7)

�̂
2
1; 2(f) = �̂

2
y (f) � �̂2y (f): (8)

This is proposed as a means of quantifying cortical connectivity in stim-
ulus responses, and can be used in a similar manner to coherence as
applied to background EEG activity. Values approaching unity indi-
cate that the cerebral regions under study are closely coupled. As with
�̂2y(f), �̂

2
1; 2(f) is strongly dependent on the window-length and should

not strictly be considered a coherence estimate, but values obtained
with the same windows-lengthsT from different subjects, stimuli, cor-
tical regions or frequencies can be compared. Since both�̂2y1(f) and
�̂2y2(f) reflect the strength (SNR) of the deterministic stimulus re-
sponses (v1[k] andv2[k] in Fig. 1), �̂21; 2(f) is relatively immune to
the strength of coherence of background EEG activity. In the investi-
gation of stimulus responses, it is this reduced dependence of�̂21; 2(f)
on the coherence of background EEG activity (n1[k] andn2[k]) that is
the major advantage of this measure over conventional coherence.

Critical values for�̂21; 2(f) can be obtained for the null hypothesis
H0: H1(f) = H2(f) = 0, i.e., the absence of stimulus responses is
y1[k] andy2[k]. Following an approach similar to that used in deriving
(5) and with an appropriate change of variables, it was shown in [16]
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that the probability density function (PDF) of[1 � �̂21; 2(f)]=�̂
2
1; 2(f)

is given as

p
1� �̂21; 2
�̂21; 2

=
(1��̂ )=�̂

0

�

pF

1� �̂21; 2
�̂21; 2

�W2

(M � 1)(W2 + 1)
� pF W2

M � 1

(M � 1)2 jW2 + 1j dW2 (9)

wherepF (
) is the PDF of an F-distribution with 2(M � 1) and 2
DOFs. From (9), critical values or the statistical significance of a given
estimatê�21; 2(f) can be determined, under the null-hypothesis of no
stimulus response.

In the above, it was assumed thatn1[k] andn2[k] are independent.
Perfect coherence between these signals is the alternative extreme case
and leads to the following simpler expression [16]

p
1� �̂21; 2(f)

�̂21; 2(f)
=

pF
�1 + 1 + [1� �̂21; 2(f)]=�̂

2
1; 2(f)

M � 1

2(M � 1) 1 + [1� �̂21; 2(f)]=�̂
2
1; 2(f)

(10)
wherepF (
) is defined as in (9).

For intermediate values of background EEG correlation, the sam-
pling distribution and critical values for̂�21; 2(f) become more difficult
to evaluate. In the following simulation study, this case will be investi-
gated, and results compared to those of the extremes given by (9) and
(10).

III. SIMULATION STUDIES

A. Critical Values

Monte Carlo simulations based on the model of Fig. 1 withH0:
H1(f) = H2(f) = 0 were carried out, takingy1[k] = n1[k] and
y2[k] = n2[k]. �̂21; 2(f) was calculated from 10 000 pairs of5 �M �
40 independent signals. Fig. 2 shows the ninety-fifth percentiles of the
resultant sample distribution, which are virtually identical to those de-
rived from (9). The equivalent was then carried out fory1[k] = y2[k] =
n1[k], and compared with the critical values obtained from (10), again
showing excellent agreement. The percentiles for correlation values (r2

betweenn1[k] andn2[k]) of 0.5 and 0.75 are also displayed in Fig. 2,
and as expected lie at values intermediate to those given by (9) and
(10). It may be noted that the critical values forr2 = 1 may be taken as
the “worst case,” such that if anŷ�21; 2(f) exceeds this critical value,
the estimate is significant at least at the level�.

B. Confidence Limits

Next, estimates of confidence limits for̂�21; 2(f) were obtained by
Monte Carlo methods. For the case ofH1(f) = H2(f) and equal
power inn1[k] andn2[k], sets of�̂2y; j(f) were simulated from in-
dependent random variables ('j ; j = 1, 2) that follow a noncen-
tral-F-distribution. Based on (5),̂�2y; j(f) was obtained from (11)

�̂2y; j(f) =
'j

M � 1 + 'j
j = 1; 2: (11)

The noncentrality parameter� for 'j was chosen, according to (6),
with M = 5, 10, 30, and 60 and for�2y; j(f) of 0,

p
0:1,

p
0:2,

Fig. 2. Critical values (� = 5%) for �̂ (f) obtained from theory
(continuous lines) and results of simulations (dashed lines) for different
correlationr betweenn [k] andn [k]: r = 1 (“+”) r = 0.75 (“�”), r =
0.5 (“ ”), and r = 0 (“o”).

Fig. 3. Confidence limits for̂� (f)—(a) uncorrelated background activity,
(b) identical background activity.

p
0:3; . . . ; 1. Pairs of independent values of simulated�̂2y; j(f)

were then multiplied to form̂�21; 2(f) = �̂2y (f) � �̂2y (f). The 95%
confidence limits were then obtained as the 2.5th and the 97.5th
percentiles of the distribution of estimates from an ensemble of 10 000
values of̂�21; 2(f). These limits correspond to the case of uncorrelated
noise inputs,n1[k] andn2[k] in the model of Fig. 1, as thê�2y; j(f)
were generated from independent samples.

The case of perfect identical background activities andH1(f) =
H2(f) was then considered by taking'1 = '2 in (11). Confidence
limits for �̂21; 2(f) were then obtained in the same way as above, but
now �̂21; 2(f) = [�̂2y (f)]2.

Fig. 3 shows the confidence limits for̂�21; 2(f) for uncorrelated
[Fig. 3(a)] and perfectly correlated background activities [Fig. 3(b)].
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Fig. 4. (a) Coherencê
 (f) and (b)�̂ (f) for one subject during photic
stimulation at 8 Hz (M = 12). The horizontal dash-dotted lines indicate the
critical values. Confidence limits in (a) are shown as dotted lines and in (b) by
triangles (harmonics of stimulation only). Critical values in (b) were obtained
from the simulations of Fig. 3(b).

As may be expected, the first case in which the�̂2y; j(f) are indepen-
dent (and, therefore, have higher DOFs), leads to narrower confidence
bands.

IV. A PPLICATION TO EEG DURING RPS

In order to demonstrate the performance of�̂21; 2(f) and compare
it to that of 
̂2y y (f), the EEG signal of 12 normal young subjects
(age range: 9–17 years) was recorded over a period of 24 s during stro-
boscopic flash stimulation at 8 Hz. The signals at the derivations O1
and O2 (reference: ipsilateral earlobe) were recorded and digitized at
256 Hz. The coherencies were then calculated following (2) and (8),
usingM = 12 epochs each of 2-s duration and applying a rectangular
window.

Fig. 4 shows a typical result from one subject together with the con-
fidence limits for
̂2y y (f) obtained according to Otnes and Enochson
[17, p. 377–378] and for̂�21; 2(f) using the simulation results of the
previous section. In Fig. 4(b), confidence limits are only shown at the
harmonics of stimulation, and were taken from the Monte Carlo re-
sults of Fig. 3(b), which are wider than those of Fig. 3(a). As ex-
pected,
̂2y y (f) is much higher than̂�21; 2(f), but the latter shows
much clearer peaks at the stimulus frequency and its harmonics. The
former also shows statistically significant coherence at almost all fre-
quencies displayed, whereas for the latter, significant synchronization
as expected is only evident at the harmonics of stimulation and (by a
small margin) one other frequency.

The number of subjects in the present sample for whom the inter-
hemispheric coherencê
2y y (f) reached a statistically significant
level is depicted in Fig. 5, together with the equivalent results for
�̂21; 2(f). Again, the latter gives very different results at the harmonics
of stimulation compared to the intermediate frequencies. Both here,

Fig. 5. Histogram for the number of subjects (out of a total of 12) in
whom �̂ (f) (continuous line—“�”) and 
̂ (f) (dashed line “+”) was
significant (� = 5%).

and in Fig. 4(b), the critical values for̂�21; 2(f) used are those of the
worst case scenario of correlated noise.

V. DISCUSSION ANDCONCLUSION

In this paper, a novel measure of synchronization of the EEG during
periodic stimulation has been presented. Its application to EEG signals
clearly shows its relative immunity to coherence in background EEG
activity, emphasizing the response at the stimulus frequency and its har-
monics. It, therefore, provides a powerful tool in the study of cortical
connectivity specific to the sensory system under investigation. While

̂2y y (f) may be taken as indicating the “strength” of connections be-
tween the two cortical sites during background EEG activity,�̂21; 2(f)
obtained from the EEG during photic stimulation is more restrictive to
structures pertaining to the visual system. Results for
̂2y y (f) in the
latter application would be strongly biased by background EEG coher-
ence.

The sample distribution, derived under the null hypothesis of no
stimulus responses, permits the statistical significance of�̂21; 2(f) to
be tested. As expected, the critical values are much lower than those
of conventional coherence. For largeM these are similar for both per-
fectly correlated and uncorrelated background EEG (n1[k] andn2[k]).
Since the true correlation of background activity may be unknown,
the significance obtained from assuming perfect correlation provides
the most conservative (worst case) estimate. Confidence limits cannot
readily be derived for̂�21; 2(f) and only simulation results have been
shown in the present work. These limits are wider for the case when
stimulus-response and background EEG are identical in the two EEG
derivations, than for independent noise of equal power. However, con-
fidence limits may change again if�2y1(f) and�2y2(f) are allowed to
be different, which is the most realistic scenario in practice.

The technique presented was designed for the study of cerebral con-
nectivity under periodic stimulation. The periodicity of the stimuli and
responses is however not strictly required. The method may also be
used in the case of irregular stimuli, provided that the signal epochs
analyzed are synchronized with the trigger and contain only one stim-
ulus/response pair. This is evident from the definition of�̂2y(f) in (3),
whereXi(f) as used in (2) must be constant for all windows. This is
usually achieved with periodic stimuli and regularly spaced windows,
but could also be obtained when data windows are aligned with the
start of nonuniformly spaced stimuli. This permits the application in
such diverse conditions as self-triggered psychophysiological experi-
mental protocols, or the analysis of high frequency ECG signals, where
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the QRS complexes may be taken as the “trigger.” The technique, thus,
provides an additional resource with wide potential applicability in the
analysis of biomedical signal analysis.
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