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The initial stages of an investigation aimed at setting up a new system for the prediction of storm surges in the North Sea are described. The proposed scheme is based on the use of dynamical finite-difference models of the atmosphere and of the sea, the atmospheric model providing the necessary forecasts of meteorological data. This data is converted into the form required for input to the sea model, which then computes the associated storm surge.

Some preliminary results are presented and discussed and an indication given of the further development of the system.
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1. INTRODUCTION

During recent years, the use of primitive equation models for simulating atmospheric motion has become well-established. Further, many of the problems associated with the application of these methods to the forecasting situation have been overcome, with the result that numerical models are now being employed in routine weather prediction.

Finite-difference techniques, employed in the above work, have also been widely used to solve the differential equations governing the motion of the sea under the action of tidal and meteorological forces, demonstrating the potentialities of sea models for storm surge prediction (Heaps 1969; Duun-Christensen 1971). However, in previous surge computations, the necessary meteorological data has been either obtained from observations and therefore available only for hindcasts, or extracted by hand from weather charts - a cumbersome and to some extent subjective procedure, not well suited to operational forecasting. Further, the data derived has often taken the form of representative averages over a small number of quite large areas of the sea. In the present paper a description is given of a preliminary scheme, which seeks to overcome these difficulties by linking a numerical model of the atmosphere to one of the sea in a single dynamical surge prediction system. The essence of the proposed scheme is first to obtain forecast meteorological fields from the atmospheric model and then to process the data to give wind stress components and gradients of atmospheric pressure at individual grid points of the sea model, finally using this model - with the processed data as input - to predict the associated storm surge. The main advantage of the approach is that the procedures involved may be readily carried out by computer, since data exists throughout in digital form on regular meshes.

The long-term objective in applying the method to the North Sea is to establish an operational system for water level forecasting based on dynamical techniques. The requirements of such a system are to give warning of possible flooding of low lying coastal areas around the Southern Bight; to provide, in advance, information needed for the successful operation of the future Thames Barrier; and to predict water levels offshore so as to facilitate safe navigation by deep draught vessels in the shallow
approaches to ports in the region. Although tidal variations are not as yet taken into account, the scheme in its present form is capable of producing a genuine forecast of meteorologically generated disturbances. The forecast could be available up to 18 hours before the start of the 12-hour period to which it applies. Much work, however, remains to be done to improve the results, whose accuracy depends on the success of each stage in the prediction procedure.

A two-dimensional finite difference model developed from that described by Heaps (1969) is used for the sea. The Bushby-Timpson ten-level model on a fine mesh (Benwell, Gadd, Keers, Timpson and White 1971) currently employed in weather forecasting at the I.K. Meteorological Office, Bracknell, provides the atmospheric data. This data takes the form of hourly values of the height, $H$, of the 1000 mb pressure surface at points of the meteorological model grid, a section of which is shown in Figure 1 together with the spatial mesh of the sea model covering the continental shelf surrounding the British Isles. Assuming the hydrostatic law, the heights are converted into atmospheric pressures, so that by taking appropriate differences, east and north components of pressure gradient and subsequently of the geostrophic wind can be deduced. An empirical relation then gives the surface wind in terms of the geostrophic wind and, with a suitable drag coefficient, a quadratic law is used to calculate wind stresses. Finally the meteorological grid point values of east and north gradients of atmospheric pressure and east and north components of wind stress, derived using the above procedure, are interpolated to each point of the sea mesh where they constitute the input data required for the surge calculation using the sea model.

A number of test computations have been carried out covering two surge periods: one of four days, 26 - 30 March 1972; and another of ten days, 28 March - 6 April 1973. The forecasts were evaluated by comparing calculated surge heights with residuals - values of (observed water level - predicted tide) - at several coastal stations around the North Sea. Some of the results are presented in Section 4. In particular, solutions obtained when different conditions are applied on the open boundary of the sea model are examined. The aim here has been to choose a suitable condition which permits incoming surges to be specified on the
boundary, while preventing reflection from the boundary of outward propagating disturbances generated within the model. Further, an attempt is made to assess the importance of tidal friction by comparing solutions of the basic non-linear equations for the sea in which no account is taken of the tides, and a linearised version in which a background level of frictional dissipation due to tides is assumed.

2. THE SEA MODEL

(a) Equations of motion and continuity.

The dynamical equations for storm surges have been used in a number of different forms incorporating various assumptions (Proudman 1954; Reid and Bodine 1968; Duun-Christensen 1971). Following Duun-Christensen but taking east-longitude and latitude as space co-ordinates, the depth-averaged equations are

\[
\begin{align*}
\frac{1}{R} \left\{ \frac{\partial}{\partial x} (\mathbf{U}) + \frac{\partial}{\partial \psi} (\mathbf{V}) \right\} + \frac{\partial \xi}{\partial t} &= 0, \\
\frac{\partial \mathbf{U}}{\partial t} - 2 \omega \sin \psi \mathbf{U} &= - \frac{1}{R} \frac{\partial \eta}{\partial x} - \frac{1}{R} \frac{\partial p_0}{\partial x} + \frac{1}{f} \left( F^{(s)} - F^{(b)} \right), \\
\frac{\partial \mathbf{V}}{\partial t} + 2 \omega \sin \psi \mathbf{V} &= - \frac{1}{R} \frac{\partial \eta}{\partial \psi} - \frac{1}{R} \frac{\partial p_0}{\partial \psi} + \frac{1}{f} \left( G^{(s)} - G^{(b)} \right),
\end{align*}
\]

where the notation is :

\( x, \psi \) east-longitude and latitude, respectively

\( t \) time

\( \gamma \) elevation of the sea surface

\( U, V \) components of the depth mean current

\( F^{(s)}, G^{(s)} \) components of wind stress on the sea surface

\( F^{(b)}, G^{(b)} \) components of the bottom friction

\( p_0 \) atmospheric pressure on the sea

\( D \) total depth of the water = \( h + \gamma \)

\( h \) undisturbed depth of the water

\( \rho \) density of the water, assumed uniform
\[ R \quad \text{mean radius of the Earth} \]
\[ g \quad \text{acceleration of the Earth's gravity} \]
\[ \omega \quad \text{angular speed of rotation of the Earth} \]

The component directions are those of increasing \( \lambda, \varphi \) respectively, i.e. to the east and to the north. The depth-mean currents are defined as
\[
\begin{align*}
\mathbf{u} &= \frac{1}{D} \int_{-h}^{\delta} \mathbf{u}' \, dz, \\
\mathbf{v} &= \frac{1}{D} \int_{-h}^{\delta} \mathbf{v}' \, dz,
\end{align*}
\]
where \( \mathbf{u}', \mathbf{v}' \) are components of horizontal current at depth \( z \) below the sea surface. Advective terms, which are generally small in the sea (Brettschneider 1967), are omitted in Equations (2) and (3).

A quadratic law relating bottom stress to the depth mean current may be adopted, giving
\[
\begin{align*}
F^{(b)} &= k_b \rho \mathbf{u} (\mathbf{u}^2 + \mathbf{v}^2)^{\nu/2} , \\
G^{(b)} &= k_b \rho \mathbf{v} (\mathbf{u}^2 + \mathbf{v}^2)^{\nu/2} ,
\end{align*}
\]
where \( k_b \) is a constant for which an appropriate value is 0.0025 (Proudman 1953). The system (1) to (3) with (5) is non-linear. Alternatively, on the basis of work by Bowden (1953, 1956) it may be assumed that
\[
\begin{align*}
F^{(b)} &= k \rho \mathbf{u} , \\
G^{(b)} &= k \rho \mathbf{v} ,
\end{align*}
\]
with \( k = 0.0024 \text{ ms}^{-1} \), the value estimated by Weenink (1958) for the southern North Sea. Further, if \( \varphi \ll h \), which is generally true in water of sufficient depth, then \( D \) may be replaced by \( h \) and the system (1) to (3) with (6) is linear.

The problem is then to solve Equations (1) to (3) to find the variations of \( \varphi, \mathbf{u}, \mathbf{v} \) over the sea area, given the changing distributions of wind stress and atmospheric pressure at the sea surface.

(b) **Initial and boundary conditions**

Because of the high rate of frictional dissipation in shallow seas, disturbances are damped quite rapidly, so that after one or two days the influence of the initial conditions becomes negligible.
in comparison with effects produced by the meteorological forcing functions. It is usual in hindcasting to take advantage of this fact by assuming that surges are generated from an initial state of rest,

\[ \frac{\partial \gamma}{\partial t} + \nabla \cdot \mathbf{u} = 0 \quad \text{at} \quad t = 0 , \]  

starting the calculation one or two days before the beginning of the period of real interest. When a long-term computation is under way, it may be divided conveniently into shorter sections by taking as initial conditions for any one leg the final values of elevation and current from the preceding leg. Thus, once an operational system has been established, initial conditions will always be available in the form of fields calculated and stored during the preceding forecast. Special initialization techniques, such as those for obtaining balanced fields for the atmosphere (Temperton 1973) and for incorporating observational information (Williamson and Kasahara 1971), have not yet been applied to the sea, though their use may prove to be beneficial in a practical prediction scheme.

Conditions on \( \gamma, \mathbf{u}, \mathbf{c} \) must also be satisfied along the lateral boundaries of the sea region. Thus, along a coastline, the normal component of current vanishes giving

\[ q_n = 0 \quad \text{for all} \quad t > 0 \]  

where \( q_n = \mathbf{u} \cdot \nabla c \) and \( \beta \) denotes the direction of the outward normal to the coast measured clockwise from North. Several alternative conditions exist for open sea boundaries. First, elevation may be specified as a function of position and time

\[ \gamma = f (x, y, t) \]  

where \( f \) represents the disturbance propagating across the boundary. A particular case of condition (9) for surges has

\[ f (x, y, t) = 0 \]  

(Velkamp 1954, Groen and Groves 1962, Heaps 1969). However, as pointed out by Reid and Bodine (1968), such conditions do not take proper account of the damping due to the transfer of energy from the model to the neighbouring sea. Reid and Bodine suggested that a radiation condition would be
more appropriate. Suppose \( \hat{\mathcal{Y}} \) is the elevation associated with the externally generated surge entering the model. Then, since \( \mathcal{Y} \) is the total elevation, the internally generated disturbance reaching the boundary is \( \mathcal{Y}' = \mathcal{Y} - \hat{\mathcal{Y}} \). Applying a radiation condition to this part of the surge to ensure that its energy propagates outwards gives

\[
\mathcal{h} q'_n = A' \mathcal{Y}'.
\]

where \( q'_n \) is the associated outward going current across the boundary and \( A' \) is an appropriate admittance coefficient (with dimensions of velocity). To close the problem, the current \( \hat{q}_n \) accompanying the input disturbance \( \hat{\mathcal{Y}} \) must be specified. If it is assumed that \( \hat{q}_n = 0 \), then since \( q_n = \hat{q}_n + q'_n \), the condition which results is

\[
\mathcal{h} q'_n = A' (\mathcal{Y} - \hat{\mathcal{Y}}).
\]

Here \( \hat{\mathcal{Y}}(\mathbf{x}, \mathcal{q}, t) \) is to be prescribed so that (11) simply relates the normal component of current to elevation at the boundary. Alternatively, since surge energy enters the model, it might be argued that a radiation condition should also be applied to this incoming part of the motion, giving

\[
\mathcal{h} q'_n = -A' \hat{\mathcal{Y}}.
\]

where \( A' \) is an admittance coefficient and the negative sign indicates that the energy transfer is inward. Then from Equations (10) and (12)

\[
\mathcal{h} q'_n = A'(\mathcal{Y} - \hat{\mathcal{Y}}) - A' \hat{\mathcal{Y}}.
\]

In the present work, the admittance coefficients have been taken to be the local free wave speed, so that

\[
A' = \hat{A} = (gh)^{1/2}.
\]

It should be pointed out that in order to use (9), (11) or (13) in a surge prediction scheme, forecast values of \( \hat{\mathcal{Y}}(\mathbf{x}, \mathcal{q}, t) \) must be provided. In the present system these are estimated from the meteorological forecast data as described in Section 3.
(c) **The finite difference procedure**

Equations (1) to (3) are now represented by finite-difference approximations. Introduce the following definitions of finite difference operators:

\[
\begin{align*}
S\chi(F) &= \left\{ F(x + \frac{1}{2} \Delta x, \varphi, t) - F(x - \frac{1}{2} \Delta x, \varphi, t) \right\} / \Delta x, \\
S\varphi(F) &= \left\{ F(x, \varphi + \frac{1}{2} \Delta \varphi, t) - F(x, \varphi - \frac{1}{2} \Delta \varphi, t) \right\} / \Delta \varphi, \\
\overline{F}_\chi &= \frac{1}{2} \left\{ F(x + \frac{1}{2} \Delta x, \varphi, t) + F(x - \frac{1}{2} \Delta x, \varphi, t) \right\}, \\
\overline{F}_\varphi &= \frac{1}{2} \left\{ F(x, \varphi + \frac{1}{2} \Delta \varphi, t) + F(x, \varphi - \frac{1}{2} \Delta \varphi, t) \right\},
\end{align*}
\]

and

\[
\begin{align*}
\overline{F}_e &= \overline{F}_\chi \overline{F}_\varphi, \\
&= \frac{1}{4} \left\{ F(x + \frac{1}{2} \Delta x, \varphi + \frac{1}{2} \Delta \varphi, t) + F(x - \frac{1}{2} \Delta x, \varphi + \frac{1}{2} \Delta \varphi, t) + F(x - \frac{1}{2} \Delta x, \varphi - \frac{1}{2} \Delta \varphi, t) + F(x + \frac{1}{2} \Delta x, \varphi - \frac{1}{2} \Delta \varphi, t) \right\}.
\end{align*}
\]

where \( \Delta x, \Delta \varphi \) are grid increments in the \( \chi \) and \( \varphi \) directions, respectively. Then the non-linear system (1) to (3) with (5) is replaced by

\[
\begin{align*}
\overline{\gamma}_{e+\tau} &= \frac{\delta}{\tau} \left\{ \delta \chi^{\infty} \overline{u}_e + \delta \varphi^{\infty} \overline{\varphi}_e \right\}, \\
\overline{u}_{e+\tau} &= \overline{u}_e + 2 \omega \tau \sin \varphi \overline{\varphi}_e - \gamma \tau \delta \chi^{\infty} \overline{\gamma}_{e+\tau} - \tau P^{-1}(P + F^{(5)}) D_{\chi}^{-1} \\
\overline{\varphi}_{e+\tau} &= \overline{\varphi}_e + 2 \omega \tau \sin \varphi \overline{\varphi}_e - \gamma \tau \delta \varphi^{\infty} \overline{\gamma}_{e+\tau} - \tau P^{-1}(P + F^{(5)}) D_{\varphi}^{-1}
\end{align*}
\]

where subscripts attached to dependent variables \( \overline{\gamma}, \overline{u}, \overline{\varphi} \) and \( D (= h + \overline{\gamma}) \) refer to time levels, \( \tau \) is the timestep, \( P = \frac{1}{R \cos \varphi} \frac{e}{x} \) and \( Q = \frac{k}{R} D_{\varphi}^{-1} \). When taken in the order indicated, Equations (15), (16) and (17) may be solved explicitly for \( \overline{\gamma}_{e+\tau}, \overline{u}_{e+\tau}, \overline{\varphi}_{e+\tau} \) respectively, thereby advancing the solution by one timestep. Repeated solution of the equations allows the motion to be built up through time in the usual way.

The incorporation of some averaging in the system permits
the use of a staggered spatial grid (Platzman 1958, Leendertse 1967) as shown in Figure 2, where \( \gamma \) is defined at '0' points, \( u \) at '+' points, and \( \sigma \) at 'x' points. Depth, \( \eta \), is defined at the same points as elevation, while \( P \) and \( F^{(5)} \) are specified at \( u \)-points; \( Q \) and \( G^{(5)} \) at \( \sigma \)-points. All boundaries within the model are represented as closely as possible by line segments consisting of sides of the grid boxes. Figure 2 shows an example, in which the open sea boundary is a pecked line and the coastal boundary is shaded. With this restriction on the permitted location and direction of model boundaries, the coastal condition (8) reduces to

\[
u_t = 0 \quad \text{for all} \quad t \geq 0
\]
at a point on a north-south segment of coast, and

\[
\sigma_t = 0 \quad \text{for all} \quad t \geq 0
\]
at a point on an east-west segment. The application of open boundary conditions is less straightforward. When elevation is to be specified, as in (9), then following Heaps (1972),

\[
\gamma_{t+\tau} = \hat{\gamma}(x, \varphi, t+\tau) \quad \text{and} \quad \gamma_t = \hat{\gamma}(x, \varphi, t)
\]
are prescribed at elevation points adjacent to the boundary, so that the continuity equation (15) can be rearranged to give the current across the boundary at time \( t \) in terms of known quantities. At convex corners on the open boundary, one further relation is needed since two components of current are to be determined. Here, extrapolation from internal values of currents is used to close the problem. Conditions (11) and (13) are somewhat less difficult to apply. First \( \gamma_{t+\tau} \) for boundary boxes is calculated from (15) as in the interior of the model. Then using the prescribed value of \( \hat{\gamma} \) at this time, the current across the open boundary, \( \nu_{t+\tau} \) or \( \sigma_{t+\tau} \), is obtained easily from (11) or (13). In this case, the order of computation starting from \( \gamma_t, \nu_t, \sigma_t \) is

(i) calculate \( \gamma_{t+\tau} \) from continuity (15);

(ii) calculate currents across the open boundary, \( \nu_{t+\tau} \) or \( \sigma_{t+\tau} \) from (11) or (13) using prescribed values of elevation;

(iii) calculate \( \nu_{t+\tau} \) at all internal points from (16), using prescribed values of \( P \) and \( F^{(5)} \);

(iv) calculate \( \sigma_{t+\tau} \) at all internal points from (17), using prescribed values of \( Q \) and \( G^{(5)} \);
giving $\tau, \alpha, \omega, \Delta s$. A slightly modified procedure is required when (9) is used.

An analysis of the stability of a linearised version of the scheme in Cartesian co-ordinates has been carried out by Flather (1972), who found that a sufficient condition was

$$\tau < \left\{ \frac{(1 - \frac{1}{2\beta\Delta s})}{2\gamma/h} \right\}^{1/2}$$  \hspace{1cm} (18)

where $\beta = 2\omega\gamma/h$, the Coriolis parameter, and $\Delta s$ is the grid space. The implied restriction $\tau < 2/\beta$ is not of practical consequence since the minimum value of $2/\beta$ is about 4 hours, occurring at the poles. Therefore (18) approximates closely the standard Courant-Friedrichs-Lewy criterion.

In applying the scheme to the North Sea, the representation of boundaries and the depth distribution were taken directly from Model 2 of Heaps (1969). The mesh appears in Figure 1 with individual grid points suppressed. The numerical values of constants as yet undefined were taken as follows:

$$R = 6.37 \times 10^6 \text{ m}, \quad \gamma = 9.81 \text{ ms}^{-2}, \quad \rho = 1025 \text{ kg m}^{-3}$$

$$\omega = 7.292 \times 10^{-5} \text{ rad s}^{-1}, \Delta \lambda = 30^\prime, \Delta \phi = 20^\prime. \quad \tau = 180^\circ.$$  

With this choice of constants, the minimum grid spacing is about 26 km so that, according to (18), the maximum permissible depth is 2200 m. Since this value is nowhere reached within the model, the requirements of stability are met.

The computer program written to perform the sea model calculations was designed to read fields of $P, Q, F^{(0)}, G^{(0)}$ and $\phi$ at intervals from data sets stored on magnetic disc. Provided these fields contain forecast values, the solution obtained is a prediction of the surge.

3. THE METEOROLOGICAL DATA

(a) The forecast data

At the Meteorological Office, ten-level model forecast runs of duration 36 hours are carried out twice a day. For the purpose of the present investigation, hourly values of the geopotential height, $H$, of the 1000 mb pressure surface at grid points covering the north-west European continental shelf (Fig. 1), were stored on magnetic tape. Hours 6 to 18 of each forecast were selected, giving a set of 13 spatial arrays of data spanning the 12 hour period covered. All forecast quantities
required for input to the sea model have to be derived from the
geopotential heights. The derivation involves the use of similar
assumptions and empirical relationships to those introduced in
earlier surge calculations (Heaps 1969, Duun-Christensen 1971).
We consider first the treatment of each spatial array of
values, and then application of the processed data to the sea
model through time.

(b) Treatment of the data

The Cartesian system \((x,y)\), used as horizontal co-ordinates
in the atmospheric model, is defined in terms of latitude and
east-longitude using the stereographic map projection as follows:

\[
\begin{align*}
   x &= \frac{2R}{\alpha} \tan \left( \frac{\pi}{4} - \frac{\varphi}{2} \right) \sin (x + 35^\circ), \\
   y &= -\frac{2R}{\alpha} \tan \left( \frac{\pi}{4} - \frac{\varphi}{2} \right) \cos (x + 35^\circ),
\end{align*}
\]

(19)

where \(\alpha\) is the grid length at the pole, so that \(x, y\) are
dimensionless. The area covered by the stored data is contained
within the rectangle whose sides are \(x = 3\frac{3}{4}, \; x = 11; \; y = -6\frac{3}{4},\)
\(y = 14\frac{3}{4}\); the grid length is \(\Delta x = \Delta y = \frac{1}{4}\). This gives an array
consisting of 24 x 26 point values of \(H\) at each hour. Since, on
the stereographic projection, the mesh is square, it is convenient
to carry out all necessary calculations using the Cartesian co-
ordinates \((x, y)\) rather than \((x, \varphi)\). The following expressions
and operators, readily derived from Equations (19) are required in
the analysis:

\[
\begin{align*}
   \sin \varphi &= (1-\alpha^2)/(1+\alpha^2), \quad \cos \varphi = 2\alpha/(1+\alpha^2), \\
   \frac{\partial}{\partial \varphi} &= -((1+\alpha^2)/2\alpha) \left\{ \frac{\partial}{\partial x} + \frac{\partial}{\partial y} \right\}, \\
   \frac{1}{\cos \varphi} \frac{\partial}{\partial \varphi} &= (1+\alpha^2)/(2α) \left\{ -\alpha \frac{\partial}{\partial x} + \beta \frac{\partial}{\partial y} \right\},
\end{align*}
\]

(20)

where \(\alpha^2 = \alpha(x'+y')/4R^2\).

The atmospheric pressure \(p_a\) on the sea surface is obtained
by applying the hydrostatic law so that

\[
p_a = 1000 \text{ mb } + \gamma a g H
\]

(21)
where \( \rho_a \) is the density of air assumed uniform and constant in the vertical between the sea surface and the 1000 mb pressure surface. Then, using (20), the east and north gradients of atmospheric pressure become

\[
P = \frac{1}{\text{Ric}} \frac{\partial}{\partial x} \rho_a \frac{\partial}{\partial x} P_a = \frac{1}{\lambda R} \frac{\partial}{\partial x} \left\{ -\frac{\partial}{\partial x} \frac{\partial}{\partial y} + \frac{\partial}{\partial y} \frac{\partial}{\partial y} \right\},
\]

\[
\zeta = \frac{1}{\text{Ric}} \frac{\partial}{\partial y} \rho_a \frac{\partial}{\partial y} P_a = \frac{1}{\lambda R} \frac{\partial}{\partial x} \left\{ \frac{\partial}{\partial x} \frac{\partial}{\partial x} + \frac{\partial}{\partial y} \frac{\partial}{\partial y} \right\},
\]

respectively. Further the components \( \omega_x, \omega_y \) of the geostrophic wind at the surface are given by

\[
-2\omega \ddot{\nu} \ddot{\nu} = \frac{1}{\rho_a \text{Ric}} \frac{\partial}{\partial x} \rho_a \frac{\partial}{\partial x} P_a,
\]

\[
2\omega \ddot{\nu} \ddot{\nu} = \frac{1}{\rho_a \text{Ric}} \frac{\partial}{\partial y} \rho_a \frac{\partial}{\partial y} P_a,
\]

so that

\[
\omega_x = \frac{1}{\lambda R} \left\{ \frac{(1 + \omega^e)}{(1 - \omega^e)} \right\} \zeta,
\]

\[
\omega_y = \frac{1}{\lambda R} \left\{ \frac{(1 + \omega^e)}{(1 - \omega^e)} \right\} P.
\]

Replacing derivatives in Equations (22) by centred differences, so that for example

\[
\left( \frac{\partial^2}{\partial x^2} \right) \zeta \mid_{x,y} \triangleq \left\{ H(x + \Delta x, y) - H(x - \Delta x, y) \right\} / 2\Delta x
\]

and using Equations (24), numerical estimates of \( P, \zeta, \omega_x \) and \( \omega_y \) are obtained at grid points of the 10-level model within the rectangle defined above.

The calculation of surface wind from geostrophic wind requires the use of an empirical law. However, although the optimum formulation of this law has been the objective of investigators for many years, no generally accepted formula has evolved. On the basis of measurements taken in the German Bight, Hasse and Wagner (1971) found that

\[
\omega = 0.56 \omega + b,
\]

where \( \omega \) and \( \omega \) are the magnitudes of surface and geostrophic winds respectively, and \( b \) is a constant in the range 1.5ms\(^{-1}\) to 3.0ms\(^{-1}\) depending upon air-sea temperature differences. For the present work, (25) has been used with \( b = 2.4\)ms\(^{-1}\); the value appropriate
to the case of a neutrally stable air column. Two factors influenced this decision. First, the geostrophic wind referred to by Hasse and Wagner is a mesoscale variable calculated from observations of atmospheric pressure at the surface in an area of order 200 km x 200 km. Since the geostrophic wind calculated using (24) involves differences of grid point values of atmospheric pressure over distances $2\Delta x$ corresponding to $\sim 200$ km, the scales concerned are comparable. Therefore, Equation (25) would appear to be more appropriate here than some of the alternatives, such as the relationships obtained by Findlater, Harrower, Howkins and Wright (1966) between surface wind and observed 900 mb wind, since the latter is a local variable. Second, although the ratio $\omega / \hat{\omega}$ depends significantly on latitude (Hasse and Wagner 1971), Equation (25) can be considered reasonably representative of the region of present interest, since it was obtained from measurements taken within the North Sea. The directions of surface and geostrophic winds are assumed to be the same.

The wind stress on the sea surface is calculated using a quadratic law, so that in components

$$
F^{(5)} = \frac{\rho a}{g} \omega x \sqrt{\omega_x^2 + \omega_y^2}, \quad G^{(3)} = \frac{\rho a}{g} \omega y \sqrt{\omega_x^2 + \omega_y^2},
$$

(26)

where $c$ is the drag coefficient. Following Heaps (1965) it is assumed that $c$, depending on wind speed, is given by

$$
c \times 10^3 = \begin{cases} 
0.565 & \text{for } \omega \leq 5 \\
0.12 + 0.137 \omega & \text{for } 5 < \omega \leq 19.22 \\
2.513 & \text{for } \omega > 19.22
\end{cases}
$$

where $\omega$, the wind speed, is in metres per second.

The formulae presented above provide estimates of $P_a, P, Q, F^{(5)}$ and $G^{(3)}$ at grid points of the meteorological model, while the input data needed for the surge calculation comprises values at appropriate points of the sea model mesh. These are obtained by interpolation using an extension of the method of differences to two dimensions (Buckingham 1957). The interpolation is carried out on the stereographic plane giving $P$ and $F^{(5)}$ at each point $(x', y')$ say, corresponding to a $\omega$-point $(x, y)$, $Q$ and $G^{(3)}$ at each point corresponding to a $\sigma$-point; and $P_a$ at points corresponding to elevation points on the open boundary.

The surge input elevation $\hat{\gamma}$ is estimated by applying the
hydrostatic law to the sea and assuming some mean atmospheric pressure, \( \overline{P_c} \). Thus

\[
\frac{\Delta}{\gamma} = \frac{(\overline{P_c} - P_0)}{\rho g},
\]

with \( \overline{P_c} \) taking the value 1012 mb. The computer program written to perform the calculations described produces output which is stored directly on magnetic disc for input to the sea model program.

(c) Application of the data to the sea model

In the preceding section, the treatment of each array of geopotential heights, \( H \), to produce fields of atmospheric pressure gradient, wind stress components and input elevations at one time was described. We now consider the method of applying the processed data through time in the sea model to obtain the surge prediction. Since the meteorological data is grouped in blocks of 13 arrays covering 12 hours taken from each 36 hour weather forecast, it is sufficient to consider a typical 12 hour block.

Suppose the first array of data in such a block consists of values for time \( t = t_c \) in the sea model, so that the \( n \)th data set corresponds to time \( t = t_c + (n - 1) \) hours, and \( n = 1, 2, 3, \ldots, 13 \). Then the fields of pressure gradients and wind stresses from these data sets are used to calculate \( \gamma, \alpha, \zeta \) in the sea model in the intervals

\[
\begin{align*}
t_c + t & \leq t \leq t_c + n - \frac{3}{2} - t & \text{for } n = 1 \\
t_c + n - \frac{3}{2} & \leq t \leq \frac{1}{2} - t & \text{for } n = 2, 3, \ldots, 12 \\
t_c + n - \frac{3}{2} & \leq t \leq t_c + 12 & \text{for } n = 13
\end{align*}
\]

where all times are in hours. In order to avoid sudden changes in sea level around the shelf edge, linear interpolation in time was applied to the elevation input \( \frac{A}{\gamma} \) within the sea model program.

The preliminary forecasting procedure which results may be summarised as follows:
(i) The collection of observational information and preparation of initial atmospheric fields for 0000 hours is completed by about 0500 hours, when the weather forecast run begins. The run, which requires \(\sim 14\) minutes on the IBM 360/195 computer at the U.K. Meteorological Office, Bracknell, provides data for a 36 hour period starting at 0000 hours, of which hours 6 to 18 are extracted for the present purpose.

(ii) The data is processed to give input data for the sea model covering the interval 0600-1800 hours. The data is stored on magnetic disc. This step takes \(\sim 2\) minutes on an IBM 360/65 computer.

(iii) The storm surge is calculated by the sea model program using the data stored in step (ii). This calculation takes \(\sim 2\) minutes on an IBM 360/65 computer.

Assuming no delays in obtaining access to the computers, the procedure may be completed by 0530 hours, say, and the surge forecast for 0600-1800 hours available at that time. Clearly, the length of warning depends on the section of the weather forecast used and could be increased by taking data for a later 12 hour period. At least 18 hours warning could be obtained by using hours 24 to 36 of each weather forecast instead of hours 6 to 18, though at the expense of some loss in accuracy of the meteorological fields and hence of the surge prediction.

4. COMPUTATION OF SURGES AND DISCUSSION OF RESULTS

(a) Calculations carried out.

From the description of the sea model presented in Section 2 we distinguish four separate versions as follows:

Scheme A: The quadratic law of bottom stress (5) is used with the non-linear equations (1) - (3); on the open boundary radiation condition (11) is applied. This is taken as the basic version of the model.

Scheme B: The same system of equations as in Scheme A is used; radiation condition (13) replaces (11) on the open boundary.

Scheme C: Again the non-linear equations are adopted;
surge elevation is specified on the open boundary using condition (9).

Scheme D: The linear equivalent of Scheme A. The basic equations (1) - (3) are linearised by assuming $D = h$ and taking the linear law of bottom stress (6). Radiation condition (11) is applied on the open boundary.

Surge computations have been carried out using all four versions of the model. In addition to comparing calculated surge elevations and residuals derived from observations, it is of interest to examine differences between solutions obtained using Schemes A, B, and C, which are due entirely to the choice of open boundary condition, and between solutions obtained using Schemes A and D, which are respectively non-linear and linear.

Two surge cases have been considered. For the first period, 26-30 March 1972, solutions were obtained using all of the schemes outlined above. Scheme A was used for the second surge case, 28 March - 6 April 1973. The meteorological situation was very complex towards the end of this period, providing a severe test of the whole forecasting system. Some of the results obtained are now examined in relation to the meteorological situations and compared with observed residuals.

(b) 26-30 March 1972

The meteorological conditions which produced the surge are shown in Figure 3. During the period 26-28 March a large though not very deep depression moved steadily south-eastwards from Iceland, crossing southern Scandinavia before turning north-east into the Baltic and filling slowly. A weak ridge of high pressure reached the North Sea in the early hours of 30 March. The surge residuals derived from observations, plotted in Figure 4, and the co-disturbance lines obtained from Scheme A, shown in Figure 5, indicate that the strong westerly and northwesterly winds acting over the North Sea raised water levels on the Dutch coast and in the German Bight by up to 120 cm. The changes in elevation occurred slowly producing a very broad surge peak, see Figure 4. Little disturbance was felt on the English coast.

Figure 4 shows that the computations using Scheme A successfully reproduce the surge observed at almost all the coastal stations. Only at Esbjerg, where the computed surge is consistently
30 to 40 cm lower than observed, can the results be considered less than satisfactory. Here the calculated surge values used in the comparison refer to an elevation point some 50 km west of Esbjerg itself, and, since the greatest sea surface slope occurs in the east-west direction, see Figure 5, it seems probable that the deficiency may be substantially accounted for by this fact alone. Surge disturbances introduced on the open boundary following the start of the calculation at 1800h on 26 March from an initial state of rest produce the external surge which can be seen in Figure 4 to propagate from Stornoway to Wick and thence down the east coast of Scotland and England. The erroneous surge peak occurring at Immingham at 0600h on 27 March can be attributed to this cause (see Figure 5). It seems advisable, therefore, to allow a running-in period of at least 24 hours following the start of a computation from zero initial conditions. Thereafter, comparisons between calculated and observed surges can reasonably be made. With this in view, the discrepancies between calculated and observed surges at each port have been quantified by computing root-mean-square (RMS) errors based on hourly values of the difference between the respective elevations for the last three days: 1800h 27 March to 1800h 30 March. For the present solution, the RMS errors thus obtained are typically between 10 and 20 cm; though larger errors appear at Cuxhaven, 23.2 cm, and at Esbjerg, 33.3 cm, and smaller errors at Lowestoft, 9.3 cm, and at Bergen, 7.3 cm.

The solutions computed using Schemes A, B and C, which employ alternative open boundary conditions, are generally similar in the interior of the North Sea and the RMS errors obtained differ by only 2 or 3 cm. However, the differences become more marked at northerly ports as might be expected from their proximity to the open boundary. At Bergen, for example, the RMS error from solution B is almost twice that from solution A, while at Stornoway, a corresponding increase of about 50% is observed. It can be concluded, therefore, that in the present case radiation condition (13), used in Scheme B, is less appropriate than condition (11), used in Scheme A.

The differences between RMS errors obtained from solutions A and C are smaller; typically only 2 or 3 cm. However, the solutions differ considerably in character at ports near the open boundary, as can be seen from Figure 6, which shows the
surge at Stornoway computed using Schemes A, B and C. It is evident that solution C contains a great deal more 'noise' in the form of short period oscillations than either A or B. The source of this noise may perhaps be associated with the reflection of disturbances at the open boundary which results from the use of condition (9). The relative absence of short-period variations from solutions A and B would then be due to the radiation of the associated energy outwards, as permitted in conditions (11) and (13), and its subsequent dissipation in the neighbouring ocean. Although the amplitude of the oscillations in C decreases away from the shelf edge, so that in the interior of the North Sea all three solutions appear to be smooth, a radiation condition, and in particular (11) as used in Scheme A, gives better results overall than are obtained by using (9) to specify elevation on the open boundary as in Scheme C.

The differences between solutions obtained using Schemes A and D may be attributed in the main to the choice of the quadratic law of bottom stress in the former and the linear law in the latter version of the sea model. In the case of linear bottom stress, Equation (6), the effect of tidal currents is taken into account in the choice of the parameter $k$ (Weenink 1958). For the quadratic law, the situation is less straightforward. Here the tidal streams influence the total current magnitude, which appears as the term $(u^2 + c^4)^{1/2}$ in Equation (5). The effect of tidal friction, which in this case is most conveniently included by computing tide and surge together within the model (Duun-Christensen 1971), is therefore excluded from solution A. Figure 7 shows, as an example, a comparison between the surges at Cuxhaven calculated using Schemes A and D. As would be expected from the above discussion, the linear solution, D, is more strongly damped; the overall surge maximum and the amplitude of variations of shorter duration being reduced as compared with solution A. The difference is reflected in a RMS error at Cuxhaven of 16.3 cm from solution D: about 7 cm less than the corresponding error from solution A. However, such an improvement is not achieved everywhere, and indeed at some locations solution A is more accurate than solution D. Overall, there seems to be little advantage to be gained from taking account of tidal friction by means of the linear law. In fact, the influence of the tide on a storm surge is not simply to increase the degree of
damping, but rather to produce an interaction which is associated with the non-linear terms — including quadratic bottom friction — in the hydrodynamical equations (Proudman 1955 a,b). Tide-surge interaction is of considerable importance in the southern North Sea (Banks 1974), producing oscillations of tidal period in the surge residuals. The semi-diurnal oscillations appearing in the observed residuals at Esbjerg, Cuxhaven and Southend, for example, shown in Figure 4, are probably associated with interaction. The amplitude of the oscillations suggests that the failure of the present solutions to take account of interaction may contribute significantly to the resulting errors. Some priority should be given in the future to modification of the system to allow tide and surge to be computed together within the sea model, thereby taking account of these effects.

(c) 28 March - 6 April 1973

The principal surge activity was confined to the period 1 - 6 April. Meteorological conditions which produced the disturbances are shown in Figure 8. A depression developed west of Ireland in the early hours of 1 April and moved quickly east across northern England, deepening considerably, and entering the North Sea near the Wash at about 1000h on 2 April. Strong northerly winds followed the depression; a wind speed of 65 knots was recorded at Kilnsea at the mouth of the Humber at midday. The depression continued to move east across the German Bight and into the southern Baltic being replaced by a ridge of high pressure extending north-eastwards into the North Sea. A second depression from the Atlantic deepened and moved rapidly north east reaching the Faroes at about 0600h on 4 April. The associated frontal system, bringing with it locally strong southerly and southwesterly winds, crossed the North Sea during the day, leaving a westerly airstream over most areas.

The surge residuals derived from observations at a number of stations are shown in Figure 9, together with the disturbances computed using Scheme A. Co-disturbance lines drawn from the calculated results are shown in Figures 10 and 11, covering the periods 0700h 2 April to 0700h 3 April and 1900h 3 April to 1900h 5 April, respectively. The passage of the first depression into the North Sea near Immingham brought strong westerly winds over the Southern Bight causing levels on the English coast to be
lowered, thus producing the negative surge at Lowestoft, Walton and Southend at 1200h on 2 April. The lowering is reproduced reasonably well by the model, see Figure 9. The discrepancy in magnitude at Southend is probably due to the location of the calculation point some 50 km east of the observation point, this being the direction of greatest surface slope at this time. The strong northerly winds which followed the passage of the depression across the North Sea produced a large positive surge of about 150 cm throughout the Southern Bight between 1800h 2 April and 1200h 3 April, see Figures 9 and 10. The splitting of the surge peak at Southend is a well-known effect of tide-surge interaction (Proudman 1955a; Banks 1974). Although the computed result excludes the tidal influence, the timing and height of the surge agree well with observations on the English coast. The approach of the strongest northerlies to the Danish coast caused a negative surge at Esbjerg at 0000h on 3 April, which appears some 3 hours late in the model solution, and a positive surge on the north coast of Holland, which was felt subsequently at Cuxhaven and Esbjerg. The positive surge is badly underestimated by the model, though the reasons for this are not clear. It can only be suggested first, that the meteorological data and its treatment may fail in some instances to give full value to the strongest winds, and second, that the gradients of sea level produced by the winds, which should be greatest in areas of shallow water such as extend along the borders of the German Bight, are undervalued because the sea model fails adequately to represent these areas.

The reduction in levels following the passage of the depression into the Baltic on 3 April is reproduced satisfactorily by the model. Subsequently, however, the most serious discrepancies between the computed and observed levels occur. It is clear from Figure 9 that the large negative surge which affected the east coast of England and the Southern Bight on 4 April is completely absent from the calculated results. Further, the model predicts a positive external surge appearing off the north-west of Scotland at 0700h (Figure 11) and travelling down the east coast to reach Southend at 0000h on 5 April. This surge did not in fact occur. The total effect is to make the computed surge up to 130 cm higher than observed for a period of almost 24 hours. The error can be traced as far as Esbjerg early on 5 April. It is not possible to isolate any one circumstance as being responsible
for the large discrepancy here and indeed a number of factors probably acted in combination. All these poor results are associated with disturbances caused by the passage of the frontal system eastwards over the shelf on 4 and 5 April, accompanied by locally strong south or south-westerly winds; the wind direction changing rapidly across the fronts. It is easy to see how the scheme described in Section 3 could introduce errors in such a situation. For example, in taking pressure differences over twice the distance between grid points of the meteorological model (about 200 km), the discontinuity in pressure gradient at a front, perhaps poorly resolved in the first place, could be substantially removed and the resulting geostrophic wind and eventually the wind stress seriously underestimated. Similarly, the deficiencies of the sea model, some of which have already been mentioned and discussed, could compound the error.

For the remainder of the period considered, the agreement between computed and observed surges is satisfactory.

5. CONCLUDING REMARKS

A first system employing numerical finite-difference models of the atmosphere and of the sea to forecast storm surges in the North Sea has been established and applied to two surge cases. The first, a four day period, during which the meteorological situation and consequently surge levels changed slowly, produced good agreement between predictions and observations. For the second period of ten days, with a complex and rapidly changing meteorological situation generating a succession of surges, both positive and negative, in the North Sea, the results were less accurate but nevertheless instructive. Interestingly, the system failed to predict a large negative surge caused by the passage of a frontal system over the Southern Bight.

From the investigations carried out so far, a number of important matters needing further attention can be identified. It seems probable that the present scheme does not adequately represent conditions associated with smaller scale meteorological features such as fronts. Thus, for example, the spatial differencing of values defined at grid points of the meteorological model and the subsequent interpolation to the sea model mesh
introduce smoothing, which tends to remove real discontinuities. The uncertain applicability of the empirical relations between geostrophic and surface wind and of the drag coefficient on the sea surface must also be suspect as sources of error, which could perhaps be removed by combining more closely the models of the atmosphere and of the sea. In addition, the resolution of the present sea model grid does not allow the many areas of shallow water around the Southern Bight and German Bight to be adequately represented, thereby causing further loss of accuracy in the surge predictions. Although some improvement may be possible with the existing mesh size, a model with a considerably finer grid would seem to offer the best long-term answer to this problem. More immediately, the interaction between tide and surge which forms a substantial part of the residual in shallow areas could, with benefit, be taken into account by computing tide and surge together within the present non-linear sea model.

Although a great deal of work remains to be done to improve the accuracy of the results, the potential of the system as a method of storm surge prediction is good. In its present preliminary form, providing 12 hour surge forecasts available up to 18 hours before the start of the period to which they refer, the ability of the scheme to predict the spatial distribution of a surge and its development could make it a useful supplement to existing techniques.
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FIGURES

Figure 1  The finite difference grid for the North Sea and continental shelf used in storm surge computations with grid points of the 10-level meteorological model (X): --------- 100 fathom depth contour.

Figure 2  Example of the spatial grid of the sea model: ○, γ; +, u; x, v.

Figure 3  Weather charts for the storm surge of 26-30 March 1972.

Figure 4  Storm surge of 26-30 March 1972; ▼▼▼▼▼▼, residuals derived from observations; ⬤⬤⬤⬤⬤⬤, surge computed using Scheme A.

Figure 5  Storm surge of 26-30 March 1972: co-disturbance lines covering the period 0600 hours 27 March to 1800 hours 29 March, showing elevation of sea level in cm computed using Scheme A.

Figure 6  Storm surge of 26-30 March 1972 at Stornoway computed using Schemes A, B and C showing the influence of different open boundary conditions.

Figure 7  Storm surge of 26-30 March 1972 at Cuxhaven computed using Schemes A and D.

Figure 8  Weather charts for the storm surge of 1-6 April 1973.

Figure 9  Storm surge of 1-6 April 1973; ▼▼▼▼▼▼, residuals derived from observations; ⬤⬤⬤⬤⬤⬤, surge computed using Scheme A.

Figure 10  Storm surge of 1-6 April 1973: co-disturbance lines covering the period 0700 hours 2 April to 0700 hours 3 April, showing elevation of sea level in cm computed using Scheme A.

Figure 11  Storm surge of 1-6 April 1973: co-disturbance lines covering the period 1900 hours 3 April to 1900 hours 5 April, showing elevation of sea level in cm computed using Scheme A.
FIG.1: FINITE DIFFERENCE GRID FOR THE NORTH SEA AND CONTINENTAL SHELF USED IN STORM SURGE COMPUTATIONS WITH GRID POINTS OF THE 10-LEVEL METEOROLOGICAL MODEL (X); ------ 100 FATHOM DEPTH CONTOUR.
Fig. 2: EXAMPLE OF THE SPATIAL GRID OF THE SEA MODEL.
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FIG. 4a: STORM SURGE OF 26-30 MARCH, 1972 (ENGLISH PORTS).
FIG. 4b: STORM SURGE OF 26-30 MARCH, 1972 (CONTINENTAL PORTS).
FIG. 5: CO-DISTURBANCE LINES FOR 26-30 MARCH STORM SURGE.
Figure 6: THE INFLUENCE OF DIFFERENT OPEN BOUNDARY CONDITIONS ON THE COMPUTED SURGE AT STORNOWAY.
Figure 7: THE SURGE AT CUXHAVEN COMPUTED USING SCHEME A (—) AND SCHEME D (— —).
FIGURE 8 WEATHER CHARTS FOR THE STORM SURGE OF 1 TO 6 APRIL 1973
FIG. 9a: STORM SURGE OF 1 - 6 APRIL, 1973 (ENGLISH PORTS).
FIG. 9b: STORM SURGE OF 1-6 APRIL, 1973 (CONTINENTAL PORTS).
FIG.11: CO-DISTURBANCE LINES FOR 1-6 APRIL STORM SURGE.