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UNIVERSITY OF SOUTHAMPTON
ABSTRACT

FACULTY OF ENGINEERING, SCIENCE AND MATHEMATICS

SCHOOL OFELECTRONICS ANDCOMPUTER SCIENCE

Doctor of Philosophy

Test and Diagnosis of Resistive Bridges in Multi-Vdd Designs
by Syed Saqib Khursheed

A key design constraint of circuits used in hand-held devices is the power consumption, mainly

due to battery life limitations. Adaptive power management(APM) techniques aim to increase

the battery life by adjusting the supply voltage (Vdd) and operating frequency, according to the

workload. APM-enabled devices raise a number of challengesfor existing manufacturing test

and diagnosis techniques, as certain defects exhibit Vdd dependent detectability. This means that

to achieve 100% fault coverage, APM-enabled devices shouldbe tested at all operating voltages

using repetitive tests. Repetitive tests at several Vdd settings are undesirable as it increases the

cost of manufacturing test. This thesis provides two new andcost-effective Design for Test

(DFT) techniques to avoid repetitive tests thereby reducing test cost. The first technique uses

test point insertion (TPI) to reduce the number of test Vdd settings. TPI capitalizes on the ob-

servation that each resistive bridge defect consists of a large number of logic faults, including

detectable and non-detectable logic faults. It targets resistive bridges requiring test at higher

Vdd settings, and converts un-detectable logic faults at the lowest Vdd setting, into detectable

logic faults by using test points. Test points provide additional controllability and observability

at the fault site. TPI has shown encouraging results in termsof reducing the number of test Vdd

settings, however it does not achieve single Vdd test for all designs. Taking this issue into ac-

count, another gate sizing (GS) based DFT technique is proposed. It targets bridges that require

multi-Vdd test and increases the drive strength of gates driving such bridges. The number of test

Vdd settings are reduced minimizing test cost. Experimental results show that for all designs,

the proposed GS technique achieves 100% fault coverage at a single Vdd setting; in addition it

has a lower overhead than the TPI in terms of timing, area and power.

The Vdd dependent detectability of resistive bridges demands re-evaluation of existing diagnosis

techniques, as all existing techniques use a single voltagesetting for fault diagnosis, which may

have a negative impact on diagnosis accuracy, affecting subsequent design cycle and yield. This

thesis proposes a novel and cost-effective technique to improve diagnosis accuracy of resistive

bridges in APM-enabled designs. It evaluates the impact of varying supply voltage on the accu-

racy of diagnosis and demonstrates how additional voltage settings can be leveraged to improve

the diagnosis accuracy through a novel multi-voltage diagnosis algorithm. The diagnosis cost is

reduced by identifying the most useful voltage settings andby eliminating tests at other voltages

thereby achieving high diagnosis accuracy at reduced cost.All developed test and diagnosis

techniques have been validated using simulations with ISCAS and ITC benchmarks, realistic

fault models and actual bridges extracted from physical layouts.
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Chapter 1

Introduction

Energy-efficiency is a key requirement for portable, battery-powered appliances. Several adap-

tive power management methods have been employed in a wide range of consumer electronics

to optimize their power consumption. A popular adaptive power management technique is scal-

ing the supply voltage and operating frequency according tothe processing load [Schmitz et al.,

2004], as implemented in several state-of-the-art processors [Martin et al., 2002, Intel, 2007].

Typically, a design with adaptive power management has a setof discrete supply voltage/fre-

quency settings it can switch between depending on the current workload and power saving

mode. Multi-Vdd design [Keating et al., 2007] is another effective power saving technique,

which operates gates on non-critical paths at a lower Vdd setting than those on critical paths

thereby reducing overall power consumption. This work proposes cost-effectivetest and diag-

nosissolutions for a dominant deep submicron defect (bridge defect) in the context of multi-Vdd

designs.

This chapter gives an overview of recent manufacturing testtechniques commonly employed in

devices using low power design techniques. The aim of this chapter is to provide preliminary

information for the subsequent chapters in the thesis. Recent low power design techniques

are discussed in Section1.1. Section1.2-1.6 summarize recent manufacturing test techniques

including a discussion on fault models (Sec.1.3), test generation (Sec.1.4), diagnosis (Sec.1.5),

and design for test (DFT) techniques (Sec.1.6). The contribution of each chapter is summarized

in Section1.7, and finally Section1.8presents the list of publications generated from the work

presented in this thesis.

1
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1.1 Low Power Design

The last decade has witnessed a tremendous increase in the usage of low-power battery driven

devices, for example, smart phones, laptops and PDAs. The mobile phone industry has recorded

a yearly growth rate of 24% in the number of mobile service subscriptions. At the start of

the century, just 12% of the world’s population had a mobile phone, which had risen in 2008

to about 61% (or approximately 4 billion subscriptions) [Wray, 2008, News, 2008]. The UK,

with a population of around 60 million people, has in total 70million mobile phone subscrip-

tions [Dennis, 2008]. The demand for rich feature sets in these devices has increased as well,

which support applications for: web-browsing, multimedia, email, GPS navigation etc., putting

a severe stress on the battery life. Over the years, low powerdesign techniques have evolved to

support the demand for rich feature-set in these devices andto increase battery life.

Low power design techniques aim to reduce power consumptionper unit time. Total power

consumption can be divided into two main categories, i.e. dynamic and static power, as shown

in Eq. (1.1). Dynamic power is consumed when the device is active and signals are propagated

from one part to another. On the other hand, static power is consumed when the device is

powered up but there is no activity in the device and no signalpropagation. Dynamic and static

power are both likely to increase in upcoming years and it is predicted that dynamic power will

double from 90 nm to 45 nm devices, while static power will increase by 6.5 times [Keating

et al., 2007]. This clearly poses a challenge for researchers in the fieldof hand-held electronic

devices.

PTotal = PDynamic + PStatic (1.1)

PDynamic = α.f.CL.V 2 (1.2)

IStatic = ISubthreshold + IOxide + IBTBT (1.3)

Dynamic power can be expressed using Eq. (1.2), whereα is related to effective percentage of

gates switching,V is the operating voltage,f is operating frequency andCL is load capacitance

which is proportional to the number of gates. From this equation, it can be seen that dynamic

power is directly proportional to operational frequency, driven load capacitance, and most im-

portantly, the square of the operating voltage. This means reducing operating voltage can pro-

duce more significant dynamic power savings than other parameters, i.e.,f andCL. Static power
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is mainly due to three types of leakage currents: subthreshold, gate-oxide and Band-To-Band

Tunneling (BTBT) leakage currents as shown by Equation (1.3). Sub-threshold leakage is a

dominant type of leakage current and is due to movement of minority carriers (holes for n-type

and electrons for p-type material) from drain to source of a transistor, when it is operating in

cut-off region (Vgs < Vt). One popular technique to reduce subthreshold leakage current is to

use highVt gates. AsVt has a negative exponential relationship withISub, even a small increase

in Vt results in a reduction in subthreshold leakage current [Kim et al., 2003b]. Gate leakage

current is due to current through the gate oxide insulation and has significantly increased due

to reduction in thickness of gate oxideTox with technology scaling, which is only a few atoms

thick in 90 nm CMOS process technology. It can be reduced by using a high-k dielectric ma-

terial. The BTBT current (IBTBT ) is due to a high electric field across a reverse-biased p-n

junction between the source/drain and bulk of the CMOS device, which causes significant cur-

rent to flow through the junction [Roy et al., 2003]. The increase of dynamic and static power

consumption with technology scaling is shown in Figure1.1. It can be seen that static power

is a major contributor to total power consumption in 70 nm processes. Subthreshold and gate

leakage currents are dominant causes of static power in nanometer CMOS, but it is also affected

by Gate Induced Drain Leakage and Reverse Bias Junction Leakage [Fallah and Pedram, 2005].

Some of the most widely used low power design techniques include: Clock Gating, Multi-Vt

design, and Multi-Vdd design techniques [Keating et al., 2007, Tiwari et al., 1998]. Clock gating

is motivated by the fact that clock tree contributes towardsswitching activity and it can be as

high as 50% of dynamic power consumption of a design. This is because of two reasons: firstly,
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the clock nets are long and drive high load capacitances. Secondly, they are subject to a high

switching activity. Clock gating targets parts of the design that are not required and turn off the

clock supply to them. This clock activity is disabled by adding logic elements in parts of the

circuit such that logic elements fed by the flip-flops do not change their state un-necessarily. In

an experiment conducted using two designs with and without clock gating, it was found that the

power savings measured on a real chip varied from 34% to 43% ondesigns fabricated using 180

nm CMOS process technology [Pokhrel, 2007].

Multi-Vt design is another effective low power design technique commonly used to trade-off

static power with speed. The idea is fairly straightforward, a design is synthesized using standard

Vt cells and once the timing requirement is met, cells on non-critical paths are replaced by high

Vt cells that are slower but produce smaller static power. On the other hand, lowVt and faster

cells are placed on the critical path to meet the timing constraint; in this case design objective

is to place minimum number of lowVt cells to meet timing [Luo et al., 2008]. It was shown

in [Luo et al., 2008] that leakage current of a lowVt cell can be as high as 17.3 times that of high

Vt cell. HighVt cells are 30% slower than their lowVt counterparts on 65 nm CMOS process

technology.

The multi-Vdd design technique provides the highest amount of power savings [Keating et al.,

2007] as it reduces the operating voltage of functional blocks according to their workload re-

quirement. Unfortunately, voltage reduction comes at a cost of reduced operating frequency and

therefore the voltage level and frequency setting of each block is determined after analysing the

performance requirement of each individual block. The multi-Vdd design technique divides the

design and supplies each block with a specific set of voltage setting in order to meet performance

requirements of respective block(s). For example, a USB device has much lower performance

requirements than the cache, therefore USB can operate at a lower voltage than that supplied

to the cache without degrading the overall system performance. This is further shown in Fig-

ure 1.2, where the voltage level of path “B” is reduced thereby reducing power consumption,

without affecting the overall performance of the design. From Eq. (1.2), it can be seen that sup-

ply voltage has a quadratic relationship with dynamic powerand therefore reducing voltage has

more pronounced effect on power savings than other parameters, i.e.,f , andCL.

It is important to note that all these low power techniques aim to reduce energy expenditure

and not power alone. Battery life is determined by total energy used by a device and is given

by an integral of power over time. Power is an instantaneous parameter, while energy shows

total power spent over a period of time. Since low power design techniques increase delay, it is

possible that a device consumes lower power (using low powerdesign techniques) but the same

amount of energy as a faster device (due to slow completion oftasks). Therefore, it is crucial to
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FIGURE 1.2: Multi Voltage design principle

analyze the impact of low power design technique on overall energy expenditure of the system

to make it energy-efficient rather than power-efficient.

In general, multi-Vdd designs can be broadly categorized into two different types: First, a simple

multi-Vdd scheme divides different blocks of the design according to their peak workload and

performance requirement. Each block is then supplied with astatic (fixed) voltage setting at

which it operates and this type of voltage scaling is referred as Static Voltage Scaling (SVS).

Second, a more sophisticated technique changes the voltagesetting of each block dynamically

according to its performance requirement. This second typeof voltage scaling is referred as

Dynamic Voltage Scaling (DVS) or Adaptive Voltage Scaling (AVS). AVS is the more advanced

of the two as it takes into account the operating conditions for example, temperature, process

and power supply variations, while DVS doesn’t have this capability and is designed to oper-

ate under worst operating conditions at fixed voltage and frequency settings, for a given work

requirement. A typical AVS-based system is shown in Figure1.3. As can be seen, the energy

management unit actively monitors the process and temperature variations in addition to perfor-

mance requirements, as monitored by the hardware performance monitor, and varies the supply
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voltage according to the workload. Significant power savings are achieved with Multi-Vdd de-

sign techniques in comparison to single Vdd design techniques, as shown in Figure1.4. In a

study conducted by [Chang and Pedram, 1997] it was shown that Multi-Vdd designs employing

three Vdd settings achieve 40% more power savings than single Vdd design. This thesis also

deals with devices employing Multi-Vdd settings in a DVS or AVS setup.

Multi-V dd design achieves high savings in terms of energy expenditure, but it brings new chal-

lenges for design and test of integrated circuits. Recent research and a large number of publica-

tions in the literature have addressed challenges including task scheduling, level shifter design,

floor planning, board level and test complexities of designsemploying multi-Vdd settings [Pe-

dram, 1996, Benini and Micheli, 2000, Lackey et al., 2002, Srivastava and Sylvester, 2003, Seo

et al., 2005, Lee et al., 2006, Chen et al., 2007, Ingelsson, 2009]. In the next section, manufac-

turing test techniques commonly used in these devices are reviewed.

1.2 Manufacturing Test

The complex digital logic that constitutes an electronic design is tested to ensure that the design

operates correctly and meets the desired specification before shipping it to the customers. During

test, the design is configured in test mode and utilizes test logic (see Sec.1.6for more details on

test logic) to support high quality test of the design. During testing the design is exercised with

a large number of test patterns, which are sequence of ‘0s’ and ‘1s’ that utilize all gates/paths in
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the design1 and the circuit response is compared with the expected response. The circuit is said

to be faulty if the test output does not match the expected response and error is propagated to

the output of the design, otherwise it is considered fault-free. Two types of faults lead to error

propagation to the primary output of the design, which include manufacturing defects and soft

errors. Manufacturing defects are introduced during manufacturing process and are permanent

after their occurrence. Soft errors on the other hand are dueto α-particles or neutrons and are

attributed to operating conditions and environmental factors. Soft errors can alter the signal

value, but since the effect is “transient” in nature, these are referred as “Single Event Upset”

and affect the in-field reliability of the device. The impactof soft errors is increasing with

technology scaling and reduction in operating voltage. Thelower operating voltage reduces

the amount of charge required to change the logic value of a gate, also called “critical charge”.

Since soft errors are transient in nature, manufacturing test can’t detect such errors, therefore

different design techniques have been proposed to improve in-field reliability of a device in the

presence of soft errors by using Gate Sizing [Zhou and Mohanram, 2006], Redundancy [Gomaa

and Vijaykumar, 2006], and Error Correction [Karnik and Hazucha, 2004, Meaney et al., 2005,

Ejlali et al., 2006]. These methods are generally referred as “Design for Reliability”.

The test community has a general consensus that delay in finding out and repairing a defective

device has very high cost, which increases by a factor of 10 times, between different stages

of manufacturing (from device to board level, to system level and lastly to in-field operational

device). This is also referred as “rule of 10” [Wang et al., 2006]. In a manufacturing process, it

is desirable to achieve high yield, which is the ratio of total acceptable parts to the total number

of parts fabricated and shown in Eq. (1.4). The yield is usually considered acceptable at 500

defective parts per million (ppm) of fabricated parts, and very high quality at 100 ppm, however

1the number of test patterns depends on the size and complexity of the design
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the test community aims to achievezero defecttarget that is to have less than or equal to 3.4

defective ppm [Girard et al., 2009].

Y ield =
Total acceptable parts

Total number of fabricated parts
(1.4)

The purpose of manufacturing test is to reduce thereject rate, which is the ratio of field-rejected

parts to the total number of parts passing manufacturing test, and is given by Eq. (1.5) and

Eq. (1.6) [McCluskey and Buelow, 1988].

Reject Rate=
Total faulty parts passing manufacturing test

Total number of parts passing manufacturing test
(1.5)

Defect Level= 1 − Y (1−FC) (1.6)

where, “Y” represents yield and “FC” represents fault coverage, which is used to measure test

quality. Fault coverage is an important parameter to quantize the percentage of total faults

detected by a test while considering the complete fault domain; fault coverage is expressed by

Eq. (1.7),

FC =
Detected Faults

Total Faults
∗ 100 (1.7)

Eq. (1.6) shows the relationship between yield, defect level and fault coverage. For example,

assume yield of a certain process is 50% and fault coverage ofmanufacturing test is 95%, the

defect level can be calculated using Eq. (1.6), i.e.,1 − (0.5)(1−0.95) = 0.034 or 3.4% of shipped

devices are defective or the defect level is 34,000 ppm. Therefore, to reduce the defect level to

the acceptable limit of 500 ppm for the same process yield, a much higher quality test should be

used. The fault coverage of such a test should be FC = 1-(log(1-DL)/log(Y)) = 99.93%.

Yield is also associated with the failure rate,λ, of a device, which represents the frequency of

failing products per unit time. It can be understood using the popular Bathtub curve in reliability

theory, shown in Figure1.5. As can be seen, the failure rate can be broadly categorized into three

main sections: infant mortality, working life and wear out period. The infant mortality period

(with decreasing failure rate) occurs when a product is in its early production stage. Failures

that occur in this period are mostly attributable to poor process or design quality, which leads to

poor product quality. The product should not be shipped during this period to avoid massive field
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returns. The working life period (with constant failure rate) represents the product’s “working

life”. Failures during this period tend to occur randomly. The wearout period (with increasing

failure rate) indicates the “end-of-life” of the product. Failures during this period are caused by

age defects, such as metal fatigue, dielectric breakdown etc. For electronic products, this period

is of less concern because end users often replace electronic products before the devices reach

their respective wearout period.

1.3 Fault Models

Testing of digital circuits rely on fault models which are meant to mimic the physical behaviour

of defects while taking into account all physical details linked with the behaviour of a defect at

the device level. Fault models are important for test generation, fault simulation, fault diagnosis

and quality prediction in the following way:

1. Fault simulation programs are built around fault models and are meant to measure the

fault coverage matrix shown by Eq. (1.7) of a given test set.

2. Test generation programs or Automatic Test Pattern Generator (ATPG) benefit from fault

models in two different ways. Firstly, they are guided by fault models that point towards
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a fault requiring test, thereby providing a measure of completeness to the test process.

Secondly, they provide a measure of effectiveness by computing the fault coverage ma-

trix, shown by Eq. (1.7), which can be used to compare the efficiency of different ATPG

programs [Girard et al., 2009].

3. Diagnosis and silicon debug programs are meant to identify the location and type of de-

fect causing a malfunction in the circuit. Different types of diagnosis techniques exist in

literature but all of them are built around a fault model. It was shown in a study [Aitken

and Maxwell, 1995] that higher diagnosis accuracy can be achieved by using a simple

diagnosis technique with an advanced fault model in comparison to advanced diagnosis

technique with a simple fault model.

4. The defect level shown by Eq. (1.6) is used to determine the quality of a shipped product,

which capitalizes on fault models to calculate fault coverage [Williams and Brown, 1981,

McCluskey and Buelow, 1989].

Fault models are used to study and simulate the defect behaviour and are also used to gener-

ate test patterns that are meant to excite and propagate the fault to primary output(s). There

are many different physical defects, for example, resistive shorts [Hao and McCluskey, 1993],

resistive opens [Zain Ali and Zwolinski, 2006, Kruseman and Heiligers, 2006], transmission

gate open [Chang and McCluskey, 1996a, Zain Ali and Zwolinski, 2006], gate oxide shorts [So-

den and Hawkins, 1986, Chang and McCluskey, 1996b], threshold voltage shift [Hao and Mc-

Cluskey, 1993], diminished drive strength [Chang and McCluskey, 1996a] etc. Therefore there

is no single fault model that may capture the impact of each one of these at higher level of ab-

straction and this is why test is generated considering a number of defects and their respective

fault models. Some well known and commonly used fault modelsinclude the following:

1.3.1 Stuck-at fault

Some defects can un-intentionally cause a logic signal to get connected to one of the power

rails, i.e., Vdd or Gnd, forcing the logic node to be clamped at the voltage of the rail causing the

stuck-at fault. The fault is referred to as “stuck-at 0” in a case where the node is connected to

the ground rail. On the other hand, if a node is clamped to Vdd, it is referred as “stuck-at 1”.

The stuck-at fault model is one of the most widely-used faultmodels for test generation. The

nodes affected by this type of fault are either an input or output of a gate and it is also known

as a gate-level stuck-at fault model [Wadsack, 1978, Park et al., 1994, Patel, 1998, Bushnell and

Agrawal, 2000].
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1.3.2 Stuck-open, Stuck-short faults

The stuck-open fault models a physical scenario, where the drain or source of a transistor is dis-

connected inside a gate leading to faulty behaviour of the gate [Soden et al., 1989]. Stuck-open

faults can’t be detected using the stuck-at fault test and itneeds two test vectors for detection.

The first test vector drives the output of a gate to logic high or low, while the second test vector

compliments the output logic value using each transistor inthe pull-up or pull-down network

of a CMOS gate. Stuck-short faults produce a conducting pathbetween Vdd and ground and

may be detected by a test technique called IDDQ testing, that monitors the current flow during

steady-state condition [Bushnell and Agrawal, 2000].

1.3.3 Bridging fault

The bridging fault models a physical scenario where interconnect lines are accidentally con-

nected with one another, thereby deviating the circuit behaviour from ideal. As shown in Fig-

ure 1.6-A, two interconnects are connected forming a bridge between outputs of driving gates

(shown asD1 andD2) and successor gates (shown asS1 andS2). The bridge fault is excited

only by driving D1, D2 at opposite logic values, which is also called “fault activation”. The

bridging fault model has evolved over the years and four different models have been proposed,

which include:

1. The Wired-AND, Wired-OR bridge fault model was meant for bipolar devices and is

shown by Figure1.6-B, which feeds the same value to the successor gates (S1 andS2).

The value fed is determined by either logic AND or logic OR functions.

2. This model was replaced by the dominant bridge fault model, shown in Figure1.6-C, in

which the logic value interpreted by successor gate dependson the strength of the gates

driving the bridge and stronger gate drives the successor gates.

3. The dominant model was replaced by the four-way bridge fault model shown in Fig-

ure 1.6-D, also known as the dominant-AND/dominant-OR bridge fault model. This

model assumes that only one driving gate dominates and only one successor gate is af-

fected by the logic value calculated using the logic-AND or logic-OR function.

4. Finally, the most sophisticated fault model is calledParametric Bridgefault model, shown

in Figure1.7, which takes into account: drive strength of driving gates (D1 andD2), logic

threshold of successor gates (VLT1 andVLT2) and treats the resistance range as a continu-

ous parameter with value from [0 -∞), shown as variable resistorRsh in Figure1.7. The
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voltages on inputs of successor gatesV0 andV1 vary with changes in bridge resistance

and the logic value interpreted depends on the logic threshold voltage of each input of

the respective gate (VLT1 andVLT2). For example, for the range of resistances for which

V1 is less thanVLT2, gateS2 interprets faulty logic 0 at its inputI2 and for the voltage

range whereV1 is greater thanVLT2 the faulty behaviour disappears and the correct logic

value is interpreted byS2 at inputI2. The research presented in this thesis employs the

parametric bridge fault model, which is discussed in detailin Section2.1.

Resistive bridges represent a major class of defects in deepsubmicron CMOS and have received

increased attention with regard to modeling, test generation and diagnosis. Several publications

have shown high occurrences of resistive bridges in CMOS designs [Ferguson and Shen, 1988,

Galiay et al., 1980, Hawkins et al., 1994, Sengupta et al., 1999, Polian et al., 2005]. They

are formed during the manufacturing process by a redundant metal connecting two nodes of

a design, which deviates the behaviour of design from ideal (or desired) behaviour. This type

of defect can be classified into intra-gate and inter-gate defects. Intra-gate bridge defects are

due to redundant metal in a gate for example, between gate anddrain of two transistors of a

NOR gate. On the other hand, inter-gate bridge defects are due to a redundant metal between

interconnects as illustrated by Figure1.7. An experimental study presented in [Sousa et al.,

1991, Engelke, 2009] shows that inter-gate defects have a much higher occurrence than intra-

gate defects. Another study shows that inter-gate bridge defects can constitute 50% or more

of total defect count [Ferguson and Shen, 1988]. This thesis focuses only on inter-gate bridge

defects and assumes that at a given time, a fault-site (all gates in Figure1.7) is operating at a

specific voltage setting, i.e.,V1, V2, or V3. These inter-gate bridge defects will be referred to as

bridge defects from now onwards.

1.3.4 Delay fault

Delay faults model the behaviour caused by process variation and physical defects, for example,

resistive opens and resistive bridges2, that may cause excessive circuit delay and violate cir-

cuit timing [Franco and McCluskey, 1991, Majhi and Agrawal, 1998, Nassif, 2000, Kim et al.,

2003a]. On one hand, larger than expected delays cause data set-uptime violations at the inputs

of flip-flops (or latches) causing a manufactured circuit to fail to operate at the desired frequency

of operation. Larger delays are normally referred to as delay faults. On the other hand, delays

smaller than expected cause hold time violations leading tocircuit failure and have been studied

2Resistive bridges and resistive opens are discussed in detail in Section2.1and Section2.2respectively.
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in the context of scan chain failures. There are different types of delay fault models, which

include the following:

1. The gate-delay fault models the behaviour of a signal while propagating through a gate, if

a signal violates its timing due to excessive delay through the gate [Pramanick and Reddy,

1997].

2. The path-delay fault models the cumulative delay of a pathto include gates and intercon-

nects that exist in that path of a circuit [Lin and Reddy, 1987]. Small delay fault is a class

of path-delay fault and it models faults that introduce lessthan one clock cycle delay and

has received increased attention in recent years [Yilmaz et al., 2008, Goel et al., 2009].

An overlap exists between fault detection using different fault models, therefore a test to detect

the small delay fault may also detect stuck-at faults. This is why manufacturing test commonly

applies tests targeting delay faults first, followed by stuck-at faults, bridge faults and finally

transistor level stuck-open faults to achieve a high fault coverage in the minimum possible test

application time [Girard et al., 2009].

1.4 Test Generation

Test generation targets logic faults and produces an error at one of the primary output(s) of the

design, where the logic fault belongs to the fault domain of aspecific fault model. Test gener-

ation consists of two phases, fault activation and fault propagation. Fault activation produces
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logic values on the node that is opposite to that produced by the fault. For example, in the case

of the circuit shown in Figure1.8 line S with fault stuck-at 0 can be activated by producing a

logic-1 at that node, which is possible by applying a logic-0on input B that produces the oppo-

site value on line S. Fault propagation directs this fault effect from the fault site to one of the

primary output(s), such that a distinction can be made in thebehavior of faulty design from a

fault-free design by a simple comparison. The fault shown inFigure1.8 can be propagated to

the primary output by producing a non-controlling value at the other input of gate G7, which is

possible by applying logic-1 at input A, of gate G1. The test generator returns an input test vec-

tor consisting of boolean values that produce this distinction in the presence of targeted faults.

For the case where line S is stuck-at 0, test vector 00XXX detects the fault (where X represents

the don’t care condition on respective inputs) by activating and propagating the fault to primary

output Y. Similarly, line T stuck-at 1 can be detected by a test pattern X0X01. The don’t care

bits of the test vector are randomly filled by test generatorsbefore producing a final test set. The

don’t care bits in a test pattern are exploited for various purposes, for example, test compaction,

test compression and low power ATPG.

The purpose of test compaction is to reduce test data volume without affecting the fault coverage

of the original test set [El-Maleh et al., 2006]. In the above example, using a test merging algo-

rithm [El-Maleh and Khursheed, 2007], the two test vectors 00XXX, X0X01 can be combined

to make a single test vector, i.e., 00X01 to detect both logicfaults with just one test vector. Test

compaction algorithms can be broadly categorized into two types: static compaction and dy-

namic compaction [Rudnick and Patel, 1999]. Static compaction algorithms attempt to reduce

the test size after test generation and are applied as a post processing step to test generation

algorithms. Dynamic compaction algorithms are a part of test generation procedure and attempt

to reduce the test size at the same time as test generation.

Test compression attempts to reduce test data volume by utilizing don’t care bits and encoding of

test vectors [Gonciari et al., 2003, Touba, 2006, Kapur et al., 2008]. Automatic Test Equipment

(ATE) has limited memory and number of channels (ATE bandwidth) that severely limits test

speed resulting in long test application time. Test compression aims to alleviate these problems

by encoding test data in a compressed form so less data needs to be transferred, thereby reducing

the test time and the need for tester memory. The encoded datais decompressed on-chip through

dedicated circuitry before its application to CUT. In a similar way, test data response is com-

pressed to efficiently utilize ATE bandwidth. Compression techniques utilize a large number of

don’t care bits in test patterns that are normally filled by test generators, these test pattern bits

are left un-filled by ATPG and are subsequently used by compression algorithms for test data

volume reduction. This is achieved without compromising the fault coverage of test data.
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Low power ATPG algorithms use don’t care bits to reduce switching activity at the primary

inputs of the design, thereby reducing the switching activity of the design [Wang and Gupta,

1998, Zhang and Roy, 2000]. From Equation (1.2) it is clear that switching activity has direct

proportionality with dynamic power and therefore results in a reduction of dynamic power. For

instance, in the above example, the two test vectors 00XXX, X0X01 can be transformed into

00001, 00001 to achieve lower switching activity at the inputs of the design.

Test generation for sequential circuits also requires fault activation and propagation to primary

outputs, but its complexity increases due to the presence offlip-flops. A test vector for detect-

ing a fault in sequential circuits typically requires more than one test vector, as fault activation

and propagation traverses through flip-flops of the design. Due to the high complexity of de-

signs with large number of flip-flops and multi-million gate count, test generation doesn’t result

in satisfactory fault coverage and the EDA industry has moved towards scan design that con-

verts sequential circuits into combinational by replacingflip-flops with scan cells. Scan design

transforms the test generation complexity of sequential circuits to that of combinational thereby

significantly reducing test generation effort [Fujiwara and Toida, 1982, Jha and Gupta, 2003].

Scan design, its types and benefits are discussed in detail inSection1.6.2.

1.5 Diagnosis

This section presents a brief overview of various diagnosistechniques, and serves as a back-

ground for Chapter5 of this thesis.
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Manufacturing test separates faulty circuits from fault-free to ensure the high quality of shipped

products. All faulty circuits are analyzed to determine theroot cause of their failure and this

process is called diagnosis [Waicukauski and Lindbloom, 1989, Henderson and Soden, 1997].

The purpose of diagnosis is to determine the location and type of defect that deviates the circuit

from ideal behaviour. Volume diagnosis takes into account alarge set of failing ICs and statisti-

cal analysis is performed to figure out yield-limiting defects and design issues. This information

is used for improving the subsequent design cycle and yield [Hora et al., 2002].

Diagnosis algorithms can be broadly categorized into threedifferent types:

1. The effect-cause algorithm uses fault observing output(s) of a circuit and isolates the logic

structures feeding those outputs for further analysis [Abramovici and Breuer, 1980, Wu

and Rudnick, 1999, Abramovici et al., 1998]. In the effect-cause diagnosis algorithm,

the circuit is traced backwards i.e., from primary outputs to primary inputs, using the

fault observing output(s) found by failing patterns. As a result, a list of all possible fault

candidates is generated, letFL denote this list. The algorithm further analyzes the failing

patterns by fault-simulating each pattern in the presence of a faultf ∈FL. It compares the

output response of the tester with that of fault simulation and only in the case of a match,

a fault is added to a listFL′. This step further reduces the size of potential candidates.

After analysing all failing patterns the list of potential candidates is further reduced by

solving a minimum set cover to determine common faults across all the failing patterns in

the listFL′ and the outcome is stored in a separate listFL′′. Next, all the faults inFL′′

are fault-simulated using each of the passing patterns, andthe algorithm updates a counter

whenever a fault is detected by a passing pattern. Finally, all faults are sorted using the

mismatch count to represent the likelihood of each fault as aroot cause of IC failure [Zou

et al., 2007].

2. The cause-effect algorithm uses a database containing the output response of a circuit

in the presence of a specific fault, when certain test pattern(s) are applied to the faulty

design. This database is referred to as a dictionary and is generated using a fault model

and a test set. The dictionary holds the test response of a circuit in the presence of a

fault, which is compared with the observed output and this comparison is used to reduce

the size of potential fault locations. For ease of comparison and higher accuracy of fault

diagnosis, test patterns that detect the minimum number of faults per test are desirable to

reduce the number of potential fault locations; such test patterns are referred to as high-

resolution test patterns. A test pattern is said to have SLAT(Single location at a time)

property if it propagates a single fault to the primary outputs of the circuit [Bartenstein

et al., 2001, Huisman, 2004]. High resolution tests for improving diagnosis accuracy
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is well researched [Camurati et al., 1990, Gruning et al., 1991, Agrawal et al., 2003,

Veneris et al., 2004, Bhatti and Blanton, 2006]. These techniques can alter the usual test

generation that produces a distinction between good and faulty circuits by producing a

distinction between two faults. This is achieved by activating and propagating each fault

through a different path [Camurati et al., 1990, Gruning et al., 1991].

3. Adaptive diagnosis techniques simultaneously perform diagnosis and test generation. The

test response of a circuit under diagnosis is analyzed to guide test generation and is used

to improve resolution of the subsequent test. This process continues until acceptable

diagnosis resolution is achieved. Such diagnostic ATPG does not rely on pre-computed

fault dictionaries [Gong and Chakravarty, 1995, Holst and Wunderlich, 2007].

1.6 Design for Testability

Testability analysis is different from fault modeling as itevaluates the relative degree of difficulty

in testing each node in a design. Design for Testability (DFT) techniques evaluate a circuit and

modify it to achieve higher test quality [Williams and Parker, 1983]. The relative difficulty

in testing a node has two main components, i.e., Controllability and Observability [Abramovici

et al., 1998]. Controllability of a node represents the relative difficulty in setting logic-1 or logic-

0 at a node, while observability measures the relative difficulty in observing the logic value of a

node at the primary output(s) of the design. A node is said to be easily testable if it can be easily

controlled and observed. A number of different testabilityalgorithms have been reported in the

literature which assign controllability and observability to a node [Chandra and Patel, 1989].

These measures are used by designers to modify the design to achieve higher testability of a

node and overall design, thus achieving high quality test. Four commonly-used DFT techniques

are discussed next:

1.6.1 Test Point Insertion

Test Point Insertion (TPI) is a DFT technique that adds logicelements (referred astest points)

to increase controllability or observability of a node [Hayes and Friedman, 1974, Hayes, 1974].

Controllability of a node can be improved by adding an AND/ORgate and connecting the other

input of the gate to the test input, which is connected with the scan chain. In this way, an AND

gate is used to improve 0-controllability and an OR gate is used to improve 1-controllability of

a node. Traditionally, AND/OR gates have been used for improving controllability, but more



Chapter 1 Introduction 19

Combinational Logic Combinational Logic

Difficult to Control 

or Observe

Combinational Logic
Combinational Logic

Scan 

Input

Combinational Logic Combinational Logic

Scan 

Output

Improving 

Controllability

Improving 

Observability

1

0

Scan Enable

FIGURE 1.9: Test Point Insertion

recently a scan cell feeding multiplexer has been used to improve logic-1 and logic-0 control-

lability at the same time. This is further shown in Figure1.9, where a multiplexer is added

to improve the controllability of a desired logic value, similarly an observation point can be

added to improve observability of a node. Test points have been used for improving fault cov-

erage and compaction [Geuzebroek et al., 2000] by accessing parts of logic that are otherwise

difficult to access, but they can violate timing if used in critical path of the design [Vranken

et al., 2004]. TPI incurs an area and power overhead due to the additionallogic inserted in the

design [Abramovici et al., 1998].
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1.6.2 Scan Chains

It is known that ATPG complexity for sequential circuits is much higher than for combinational

circuits [Marchok et al., 1996, Cheng, 1996]. The presence of memory elements (flip-flops and

latches) in sequential circuits poses a challenge for test generation. It is because of these mem-

ory elements that the controllability and observability ofa node reduces in sequential circuits,

negatively affecting testability and test generation effort. A test for a single stuck-at fault in a

sequential circuit may require a long sequence of test vectors for detection. This has negative

implications on test generation for highly complex sequential designs with large numbers of

memory and logic elements, and therefore a very large numberof possible logic faults. On one

hand, logic faults may become untestable and on the other hand detectable logic faults may need

a large number of test vectors, which increases test application time thereby increasing test cost.

For these reasons, DFT techniques such as Scan Chains are introduced that convert flip-flops into

scan cells allowing easier access to all nodes by treating sequential designs as combinational dur-

ing test mode. A typical scan cell and its conversion from a flip-flop is shown in Figure1.10-A.

It works on the principle of converting flip-flops into scan flip-flops (also called scan cells) and

connecting all scan cells together to construct a shift register, called a scan chain, that is used

to improve the testability of the sequential design. Scan chain layouts, where all scan cells are

connected with one another are called “Full scan designs” and scan chain layouts where some

of the flip-flops are converted to scan cells are called “Partial scan designs”. Scan chains operate

in three different modes: normal mode, shift mode and capture mode. The circuit operates in

its original configuration during normal mode and uses shiftmode and capture mode during test

mode. During test mode the test pattern is scanned-in and scanned-out of the scan chain using

shift mode. The test pattern is then applied to the combinational logic using capture mode, i.e.

capturing the test response. The test pattern is clocked in the scan chain using a scan-in input

port and then shifted from one scan cell to another using scan-out and scan-in ports, until the

complete test pattern is loaded. The test response is captured by scan cells and is scanned-out

using the shift mode of operation. The scan-in port of the first scan cell and scan-out port of

the last scan cell are connected to the primary input and primary output of the design, which are

connected to the Automatic Test Equipment (ATE) or Built-inSelf Test (BIST) engine during

test mode. Figure1.10-B shows scan configuration during test mode. Test application time can

be reduced by shifting out the test response while shifting in a new test pattern at the same time.

The scan chain has an area overhead but it simplifies the test generation complexity of sequen-

tial designs to that of combinational logic blocks. This allows using combinational ATPG for

sequential designs.
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1.6.3 Built-in Self-Test

Conventional test uses Automatic Test Equipment (ATE) for test applications that requires

scanning-in test patterns through scan chains, capturing test response and finally scanning-out

test response, where it is further analyzed to ensure that Circuit Under Test (CUT) is work-

ing properly. For complex designs with millions of gates requiring very large number of test

patterns, the test application time becomes excessively long making the overall test process ex-

pensive. Built-in Self-Test (BIST) is a DFT technique that is widely employed to overcome

these issues [Agrawal et al., 1993a,b]. It is achieved by deploying test modules for test pat-

tern generation and response analysis along with the real chip, making the test engine a part

of design. During test mode when the BIST engine is activated, a test pattern generator starts

test generation and application, test response is then analyzed and the BIST engine generates a

Pass/Fail signal depending on the outcome. A typical BIST architecture is shown in Figure1.11.

As can be seen, a test pattern generator and an output response analyzer (ORA) are part of de-

sign. Pseudo-random test patterns are generated using a linear feedback shift register (LFSR)

that generates test patterns for testing the CUT [Abramovici et al., 1998]. Test generation using

BIST has been an active area of research to achieve high faultcoverage, which is not possible

using random test patterns alone. This includes techniquesusing exhaustive, pseudo-exhaustive

test patterns, additional hardware to keep test patterns for hard-to-detect faults as exhaustive

test are impractical for large designs with multi-million gates [Chatterjee and Pradhan, 2003].

BIST can be incorporated in a design using two different architectures: test-per-scan BIST and

test-per-clock BIST. Test-per-scan BIST follows the usualprocedure of shifting the test pattern

in the scan chain before test application. Test-per-clock BIST loads the test pattern in the scan

chain and captures the response in the same clock cycle (it isalso known as at-speed test as it

executes test at the speed of system clock frequency and results in much smaller test application

time than test-per-scan BIST). Test-per-clock BIST has higher area cost than test-per-scan BIST

due to the additional logic for the test application and testresponse analysis in the same clock

cycle [Girard et al., 2009].
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1.7 Thesis Organization

Chapter2 - Literature Survey

This chapter presents a coherent overview of recently reported research in testing strategies

for multi-voltage designs including defect modeling, testgeneration and DFT solutions. The

chapter also outlines a number of important research problems that are addressed in this thesis

to develop high-quality and cost-effective test solutionsfor multi-Vdd designs.

Chapter3 - Test cost reduction using Test Points

This chapter presents a technique to achieve a cost-effective test method based on Test Point

Insertion (TPI) to test bridge defects in multi-Vdd designs. It is motivated by experimental re-

sults that the majority of circuits (8 out of 12) require testing at more than one voltage setting

to achieve 100% bridge fault coverage [Ingelsson, 2009], which means that the ATE (Auto-

matic Test Equipment) will have to switch between differentvoltage settings to apply the test.

Switching between different Vdd settings during test is not a trivial task, and therefore a large

number of Vdd settings required during test can have a detrimental impacton the overall cost of

test. Consequently it would be desirable to keep the number of Vdd settings required during test

to a minimum. Chapter3 presents a technique to reduce the number of test Vdd settings (and

therefore test cost) without compromising the fault coverage of the original test.

Chapter4 - Test cost reduction using Gate Sizing

This chapter presents an improved technique over that presented in Chapter3 for reducing the

number of test Vdd settings in multi-Vdd designs with bridge defects. It targets resistive bridges

that cause faulty logic behaviour to appear at a non-desiredtest Vdd settings and uses Gate Sizing

(GS) to expose the same physical resistance at the lowest (preferred) test Vdd. The number of

test voltages is then reduced, minimizing test cost. This chapter shows that it is possible to

achieve 100% fault coverage using a single test Vdd setting unlike the case with TPI (Chapter3).

This chapter also evaluates the timing, area and power cost of the proposed GS technique and

comparison with the TPI technique shows that the proposed gate sizing technique achieves the

same objective at lower cost in terms of timing, area and power.

Chapter5 - Bridge Defect Diagnosis

This chapter presents a study on diagnosing resistive bridge defects in the context of multi-Vdd

designs. There is no reported work in the literature on diagnosing multiple-voltage enabled

ICs and the aim of this chapter to propose a technique for diagnosing bridge defects in such

ICs. Using synthesized ISCAS benchmarks, with realistic extracted bridges and a parametric
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fault model, the chapter investigates the impact of varyingsupply voltage on the accuracy of

diagnosis and demonstrates how the additional voltage settings can be leveraged to improve the

diagnosis resolution through a novel multi-voltage diagnosis algorithm. It also shows the most

useful voltage settings to reduce the diagnosis cost by eliminating tests at certain voltage setting

using the proposed multi-voltage diagnosis approach, thereby achieving high diagnosis accuracy

at reduced cost.

Chapter6 - Conclusions and Future Work

This chapter summarizes the contributions presented in this thesis and outlines a number of

research problems that merit further investigation to achieve efficient and cost-effective manu-

facturing test of future ICs.

1.8 Contributions

The contributions of the research work presented in this thesis have been published as follows:

Book Chapter

1. Khursheed, S., Al-Hashimi, B. M.,Test Strategies for Multiple-Voltage Designs, Springer

book “Power-Aware Testing and Test Strategies for Low PowerDevices”, Patrick Girard,

Nicola Nicolici, and Xiaoqing Wen (Editors), Nov. 2009.Invited Monograph

Journal Publications

2. Khursheed, S., Ingelsson, U., Rosinger, P., Al-Hashimi, B. M., and Harrod, P.,Bridging

Fault Test Method with Adaptive Power Management Awareness, IEEE Transactions on

Computer-Aided Design of Integrated Circuits and Systems,Vol. 27, No. 6, June, 2008.

3. Khursheed, S., Al-Hashimi, B. M., Reddy, S. M., Harrod, P.,Diagnosis of Multiple-

Voltage design with bridge defect, IEEE Transactions on Computer-Aided Design of In-

tegrated Circuits and Systems, Vol. 28, No. 3, March 2009.

4. Ingelsson, U., Al-Hashimi, B. M.,Khursheed, S., Reddy, S. M., Harrod, P.,Process

Variation-Aware Test for Resistive Bridges, IEEE Transactions on Computer-Aided De-

sign of Integrated Circuits and Systems, Vol. 28, No. 8, Aug,2009.
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5. Khursheed, S., Al-Hashimi, B. M., Chakrabarty, K., Harrod, P.,Gate-Sizing-Based Sin-

gle Vdd Test for Bridge Defects in Multi-Voltage Designs, Submitted to IEEE Transactions

on Computer-Aided Design of Integrated Circuits and Systems, on 28th Oct. 2009 and

revised on 4th Feb. 2010.

Conference Publications

6. Khursheed, S., Al-Hashimi, B. M., Harrod, P.,Test Cost Reduction for Multiple-Voltage

Designs with Bridge Defects through Gate-Sizing, Design Automation and Test in Europe

(DATE), 20th to 24th April, 2009, Nice, France.

7. Khursheed, S., Rosinger, P., Al-Hashimi, B., Reddy, S. and Harrod, P.,Bridge Defect

Diagnosis for Multiple-Voltage Design, Proceedings IEEE European Test Symposium,

25th to 29th May’ 08, Lago Maggiore, Italy.Nominated for Best Paper Award

8. Ingelsson, U., Rosinger, P.,Khursheed, S., Al-Hashimi, B. M., and Harrod, P.,Resis-

tive bridging faults DFT with adaptive power management awareness, Proceedings IEEE

Asisn Test Symposium (ATS), pages 101-106, 8th to 11th Oct, 07.
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Literature Survey

Minimizing power consumption through the use of low power design techniques has been an

active research area for nearly two decades, motivated by the portable and hand-held devices ap-

plication market. The operating voltages needed for such designs are generated either through

dedicated multiple power supplies on chip [Hamada et al., 1998] or through adaptive voltage

scaling circuitry consisting of DC-DC converters and voltage controlled oscillators [Lee and

Sakurai, 2000]. These techniques operate gates or circuits not on the critical path of a design

at lower operating voltage than those on the critical path thereby achieving low power with-

out compromising performance. Commercial CAD tools support multi-Vdd design approach

(SynopsysgalaxyTM ) and for that reason it is normally employed in designs wherepower con-

sumption is a key requirement. This chapter addresses the following general question, “Can

existing DFT techniques be used to test multi-Vdd designs?” The simple answer is yes and to

ensure high defect coverage it is necessary to repeat the test at all operating voltages of the de-

sign since some defects may show Vdd dependency as demonstrated in Section2.1.2. This may

not be viable in designs where cost is of great importance as the case with hand-held devices

market. Recently researchers have started to develop specific test solutions to multi-Vdd designs

where the aim is to improve defect coverage without the need to repeat the test at all operat-

ing voltages of the design. Testing multi-Vdd designs is an orthogonal problem to Very Low

Voltage (VLV) testing [Hao and McCluskey, 1993], which was proposed over a decade ago to

improve reliability. It was shown that testing between 2Vt and 2.5Vt, whereVt is the transistor

threshold voltage, achieves high fault coverage for resistive bridges. The differentiation is that

in multi-Vdd designs there are a number of operating Vdds, in practice up to four, and the aim of

multi-Vdd test is to determine the minimum number of voltage settings necessary to ensure the

highest level of fault coverage.

26
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This chapter outlines recent work related to the presented research work undertaken in this thesis

for two major types of defects: resistive bridge and resistive open in the context of multi-Vdd

designs. A non-resistive defect (e.g., a short) between an interconnect line and power supply

(Vdd) or ground rail (Gnd) can be modeled using a stuck at fault model, which represents per-

manent failure of the line in terms of stuck-at 1 (short with Vdd) or stuck-at 0 (short with Gnd)

respectively. Such type of failures do not show Vdd dependent detectability1 and therefore are

not discussed in this chapter. Sections2.1 and2.2 discuss test techniques for resistive bridge

and resistive open defects in the context of multi-Vdd designs. The DFT technique for devices

employing multi-Vdd is discussed in Section2.3, with the aim to achieve cost-effective test as

well as reducing power dissipation during test. Section2.4 provides the motivation for the re-

search carried out in this thesis and outlines the objectiveof each research problem addressed in

this thesis. Section2.5provides a brief summary of emerging and new test research problems at

the time of compilation of this thesis, and finally, Section2.6concludes the chapter.

2.1 Test for Multi-Voltage Design: Bridge Defect

Resistive bridge represent a major class of defects for deepsubmicron (DSM) CMOS. It is due to

an un-wanted metal connection between two lines of the circuit, which deviates the circuit from

its ideal behavior. A typical resistive bridge is shown in Figure2.1. A study on resistive bridge

distribution is reported in [Rodriguez-Montanes et al., 1992] based on 14 wafers from different

batches and production lines. The study shows that around 96% of bridges have a resistance

value which is less than 1 kΩ. On the other hand, a physical defect between an interconnect

line and power supply (Vdd) or ground rail (Gnd) is referred to as hard-short (bridge with 0 Ω

resistance).

This section discusses modeling and test generation of resistive bridge for multi-Vdd designs.

Section2.1.1describes the analog and digital behavior of resistive bridge at single voltage set-

ting. This is further extended by showing Vdd dependency of resistive bridge in Section2.1.2.

2.1.1 Resistive Bridge Behavior at Single Vdd Setting

The resistance of a bridge is a continuous parameter which isnot known in advance. A re-

cent approach based on interval algebra [Engelke et al., 2004], [Engelke et al., 2006b] allowed

1Stuck-at fault model does not capture physical complexities at the fault site and therefore more complex fault
models have evolved to improve testability of the design. For a comprehensive discussion on evolution of fault
models see [Delgado, 2008].
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FIGURE 2.1: Resistive Bridge [Kundu et al., 2001].

treating the whole continuum of bridge resistance valuesRsh ∈ [0 Ω, ∞) by handling a finite

number of discrete intervals. The key observation which enables this method is that a resistive

bridge changes the voltages on the bridged lines from 0 V (logic-0) or Vdd (logic-1) to some

intermediate values, which will be different for differentRsh values. The logic behavior of the

physical defect can be expressed in terms of the logic valuesperceived by the gate inputs driven

by the bridged nets based on their specific input threshold voltage.

A typical bridge fault scenario is illustrated in Figure2.2. D1 and D2 are the gates driving the

bridged nets, while S1, S2, S3 and S4 are successor gates, i.e. gates having inputs driven by one

of the bridged nets. The resistive bridge affects the logic behavior only when the two bridged

nets are driven at opposite logic values. For example, consider the case when the output of D1

is driven high and the output of D2 is driven low. For illustration, we assume that the shown

bridgeRsh affects only the output of D1, i.e., S1, S2 and S3 are affectedby the resistive bridge.

The dependence of the voltage level on the output of D1 (VO) on the equivalent resistance of the

physical bridge is shown in Figure2.3. The deviation ofVO from the ideal voltage level (Vdd) is

highest for small values ofRsh and decreases for larger values ofRsh. To translate this analog

behavior into the digital domain, the input threshold voltage levelsVth1, Vth2 andVth3 of the

successor gates S1, S2 and S3 have been added to theVO plot. For each value of the bridge

resistanceRsh, the logic values at inputsI1, I2 andI3 can be determined by comparingVO with

the input threshold voltage of the corresponding input. These values are shown in the second

part of Figure2.3. Crosses are used to mark the faulty logic values and ticks tomark the correct
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FIGURE 2.2: Example of a Resistive Bridge fault.

ones. It can be seen that, for bridge withRsh > R3, the logic behavior at the fault site is fault-

free (all inputs interpret the correct value), while for bridge withRsh between 0 andR3, one or

more of the successor inputs are interpreting a faulty logicvalue. TheRsh value corresponding

to R3 is normally referred to as “critical resistance” as it represents the crossing point between

faulty and correct logic behavior. Methods for determiningthe critical resistance have been

presented in several publications [Sar-Dessai and Walker, 1999], [Engelke et al., 2006b].

A number of bridge resistance intervals can be identified based on the corresponding logic be-

havior. For example, all bridges withRsh ∈ [0, R1] exhibit the same faulty behavior in the

digital domain (all successor inputs interpret faulty logic value). Similarly, for bridges with

Rsh ∈ [R1, R2], successor gates S2 and S3 interpret the faulty value, whileS1 interprets the

correct value. Finally, for bridges withRsh ∈ [R2, R3] only S3 interprets a faulty value while

the other two successor gates interpret the correct logic value. Consequently, each interval

[Ri, Ri+1] corresponds to a distinct logic behavior occurring at the bridge fault site. The logic

behavior at the fault site can be captured using a data structure further referred to as logic state

configuration (LSC), which can be looked at as logic fault model [Khursheed et al., 2008]. This

data structure used to capture resistive bridge fault is more complex than the one used for stuck-

at fault model, as it holds the details of four important parameters of a bridge fault site. These

four parameters include: boolean inputs to the driving gates, logic threshold of the driven gate

inputs, voltage setting, and resistance interval covered.Boolean inputs to the driving gates (D1,

D2 as in Figure2.2) influence the voltage VO on the bridged nets. This is because the boolean

inputs to the driving gates switches the PMOS transistor(s)of the pull-up network (for gate

driving high), and NMOS transistors of the pull-down network (for gate driving low) and the



Chapter 2 Literature Survey 30

V

0 R1 R2 R3

Vth3

Vth2

Vth1

I3

I2

I1

0

0

0

0

0

1

0

0

0

1

1

1

1

1

Faulty behavior Fault-free behavior

A
na

lo
g 

do
m

ai
n

D
ig

ita
l d

om
ai

n

R

VO

FIGURE 2.3: Behavior of a bridge fault at a single Vdd setting in analog and digital domains.

overall configuration of PMOS and NMOS transistors (including drive strength of each) influ-

ence the voltage VO on the bridged nets. The next two parameters (logic threshold values and

Vdd settings) are added in the LSC because logic threshold values of gates’ inputs driven by the

bridge varies across different voltage settings and affects the logic fault behavior2. Section2.1.2

presents more details with illustrative example on the change of logic fault behavior with change

in supply voltage. Finally, the resistance interval for example,[0, R1] that exhibit the same faulty

behavior at the given inputs to the driving gates and Vdd settings is also stored in the LSC. For all

experiments reported in this thesis, the resistance interval is calculated by using nominal process

parameter values (of transistors) without considering corner cases, this assumption is also used

in other recently published dissertations on resistive bridge defects [Ingelsson, 2009, Engelke,

2009]. It reduces computation complexity and acts as a simplifying assumption, however the

resistance interval may slightly vary at other process corners, as discussed in Section6.2.

The union of the resistance intervals corresponding to detectable faults forms the Global Ana-

logue Detectability Interval (G-ADI) [Engelke et al., 2006b]. Basically, G-ADI represents the

2The tool flow showing the mechanism to generate logic threshold values is presented in AppendixA.
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TABLE 2.1: Test set targeting resistance intervals

Test Set Detectable Intervals

T1 [0, R1]

T2 [R1, R2]

T3 ∅

T4 [R2, R3]

entire range of detectable physical defects. Given a test set TS, the Covered Analogue De-

tectability Interval (C-ADI) represents the range of physical defects detected byTS. The C-ADI

for a bridge defect is the union of one or more disjoint resistance intervals, the union of intervals

corresponding to detectable faults [Renovell et al., 1996], [Engelke et al., 2004], [Engelke et al.,

2006b], and [Engelke et al., 2006a]. For example, considering the bridge fault shown in Fig-

ure 2.2 and corresponding resistance intervals in Figure2.3, assume the test vectors for each

detectable interval are tabulated in Table2.1. The table shows four test vectors along with the

resistance interval covered by each of the test vectors. TheC-ADI of test vectors T1, T2, and T3

can be given by the union of corresponding resistance intervals, i.e., [0, R1] ∪ [R1, R2] ∪ ∅ =

[0, R2]. The G-ADI is the union of all detectable resistance intervals, i.e., [0, R1] ∪ [R1, R2] ∪

[R2, R3] = [0, R3]. The quality of a test set is estimated by measuring how muchof the G-ADI

has been covered by the C-ADI. When the C-ADI of test setTS is identical to the G-ADI of

fault f , TS is said to achieve full fault coverage forf .

A number of studies have shown that the detectable resistance range of bridge defect increases

with lowering the supply voltage [Hao and McCluskey, 1993, Zain Ali, 2009]. A study reported

in [Mandava et al., 1999] was conducted on a bridge fault to determine the impact of resistance

range detection at three different Vdd settings. For that purpose, various resistances were inserted

at the bridge fault site and static3 and path delay test were used for fault detection. The results

are tabulated in Table2.2, which can be used to highlight the following four findings: firstly, as

the supply voltage is reduced, the detectable resistance range increases for both logic and delay

test techniques; secondly, at a given voltage setting delaytest is able to cover higher resistance

range than covered by logic test; thirdly, by reducing test Vdd setting, logic test is able to cover

some of the resistance range covered by delay test at higher Vdd setting; and finally, after a

certain bridge resistance range, the bridge fault can not bedetected by either logic or delay test

techniques.

Several test generation methods for resistive bridge faults RBF have been proposed for a fixed

supply voltage setting [Sar-Dessai and Walker, 1999], [Maeda and Kinoshita, 2000], [Shinogi

3Static test implies test pattern applied without timing consideration
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TABLE 2.2: Effect of voltage scaling on detectability of resistive bridges [Mandava et al., 1999]

Resistance Range

Vdd Settings 500Ω 600Ω 800Ω 850Ω 900Ω 950Ω 1000Ω

2.5V LE * LE TE * TE TE TE TE

2.2V LE LE LE TE TE TE TE

1.9V LE LE LE LE LE TE TE

Resistance Range

Vdd Settings 1050Ω 1100Ω 1150Ω 1200Ω 1400Ω 1660Ω 1800Ω

2.5V TE TE TE TE FF * FF FF

2.2V TE TE TE TE TE FF FF

1.9V TE TE TE TE TE TE TE

* LE → Logic Error, TE→ Timing Error, FF→ Fault Free

et al., 2001], [Chen et al., 2005], and [Engelke et al., 2006a]. The method presented in [Maeda

and Kinoshita, 2000] is to guarantee the application of all possible values at the bridge site with-

out detailed electrical analysis. In [Chen et al., 2005], the effect of a bridge on a node with

fanout is modeled as a multiple line stuck-at fault. The study in [Sar-Dessai and Walker, 1999],

identifies only the largest resistance interval and determines the corresponding test pattern. In

contrast to [Sar-Dessai and Walker, 1999], the sectioning approach from [Shinogi et al., 2001]

considers all the sections (resistance intervals)[Ri, Ri+1]. For each section, the corresponding

LSC (and associated faulty logical behavior) is identified.This avoids the need for dealing with

the resistance intervals and improves the test quality compared with [Sar-Dessai and Walker,

1999], but the number of considered faults grows. In [Engelke et al., 2006a], the authors com-

bined the advantages of the interval based [Sar-Dessai and Walker, 1999] and the sectioning

approach [Shinogi et al., 2001] into a more efficient test generation procedure by targeting the

section with the highest boundaries first. Interval based fault simulation is then used to identify

all other sections covered by the test pattern.

Prior research has analyzed the effect of varying the supplyvoltage on the fault coverage using

pseudo random tests [Engelke et al., 2004]. The reported experimental results show that the fault

coverage of a given test can vary both ways when the supply voltage is lowered, because not all

faults can be covered using a single Vdd setting during test. However [Engelke et al., 2004] sug-

gests that applying the tests at a lower supply voltage in addition to the nominal can improve the

fault coverage. This finding is further elaborated by Figure2.4. It shows the number of defects

and respective resistance values, which cannot be detected(test escapes) at Vdd = 0.8 V (which

would be a preferred Vdd for a 1.2 V process according to [Renovell et al., 1996], [Engelke et al.,
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FIGURE 2.4: Resistance values that cannot be detected at the lowestVdd setting [Ingelsson,
2009].

2004]). The test escapes at 0.8 V, as shown in Figure2.4 is based on seven of the medium and

large size ISCAS 85 and 89 benchmarks. The random spread of these defects across the resis-

tance range suggests that to ensure high fault coverage it will be necessary to test at more than

one Vdd setting for 100% fault coverage, as motivated by [Ingelsson, 2009]. In the next section

we explain why it may be necessary to use more than one Vdd setting during test to ensure full

bridge fault coverage for multi-Vdd designs.

2.1.2 Resistive Bridge Behavior at Multi-Vdd Settings

This section provides an analysis of the effect of varying supply voltage on bridge fault be-

havior. Figure2.5 show the relation between the voltage on the output of gate D1(Figure2.2)

and the bridge resistance for two different supply voltagesVddA and VddB. The diagrams in

Figure 2.6 show how the analog behavior at the fault site translates into the digital domain.

In this example, three distinct logic faults LF1, LF2 and LF3could be identified for each Vdd

setting. However, because the voltage level on the output ofD1 does not scale linearly with

the input threshold voltages of S1, S2 and S3 when changing the supply voltage (this has been

validated through SPICE simulations), the resistance intervals corresponding to LF1, LF2 and
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FIGURE 2.5: Effect of supply voltage on bridge fault behavior: Analog domain.

LF3 differ from one supply voltage setting to another. This means that a test pattern targeting

a particular logic fault will detect different ranges of physical defects when applied at different

supply voltage settings. For example, at VddA, a test pattern targeting LF3 will detect bridge

with Rsh ∈ [R2A, R3A], while at VddB it will detect a much wider range of physical bridge

(Rsh ∈ [R2B , R3B ]). Analysing this from a different perspective, a bridge with Rsh = R3B will

cause a logic fault at VddB but not at VddA. To demonstrate the need for using multiple Vdd

settings during test we use the following two scenarios. In Case 1 (Figure2.7) all three logic

faults LF1, LF2 and LF3 are non-redundant. Figure2.7 shows the ranges of bridge resistance

corresponding to faulty logic behavior for the two Vdd settings (basically the G-ADI sets corre-

sponding to the two Vdd settings). Previous work on test generation for bridge faults [Engelke

et al., 2006a] has used the concept of G-ADI assuming a fixed Vdd scenario. [Ingelsson et al.,

2007] has extended the concept of G-ADI to capture the dependenceof the bridge fault behavior

on the supply voltage by defining the multi-Vdd G-ADI as the union of Vdd specific G-ADIs for

a given design.
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FIGURE 2.6: Effect of supply voltage on bridge fault behavior: Digital domain.

G-ADI =
⋃

G-ADI(V ddi)

The overall G-ADI consists of the union of the two Vdd specific G-ADI sets. It can be seen

that G-ADI(V ddA) represents about 45% of the overall G-ADI whileG-ADI(V ddB) fully

covers the overall G-ADI. This means that a test set detecting LF1, LF2 and LF3 will achieve

full bridge fault coverage when applied at VddB . In Case 2 from Figure2.7, only LF2 and LF3

are non-redundant, which means that there is no test patternwhich can detect LF1. In this case,

G-ADI(V ddA) represents about 30% of the overall G-ADI whileG-ADI(V ddB) represents

about 90% of the overall G-ADI. This means that full bridge fault coverage cannot be achieved

using a single Vdd setting.

From this analysis it can be concluded that to achieve full G-ADI coverage in a variable Vdd

system, it may be necessary to apply tests at several Vdd settings. Instead of repeating the same
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FIGURE 2.7: Effect of supply voltage on bridge fault behavior: Observable bridge resistance
ranges.

test at all Vdd settings, which would lead to long testing times and consequently would increase

the manufacturing cost, it would be desirable to be able to determine for each Vdd settings only

the test patterns which effectively contribute to the overall defect coverage.

It has been shown in [Engelke et al., 2004] that the fault coverage of a test set targeting resistive

bridge faults RBF can vary with the supply voltage used during test. This means that, depend-

ing on the operating Vdd setting, a given RBF may or may not affect the correct operation of

the design. Consequently, to ensure high fault coverage fora design that needs to operate at

a number of different Vdds, it may be necessary to perform testing at more than one Vdd to

detect faults which manifest themselves only at particularVdds. A Multi-Vdd Test Generation

(MVTG) methodology is presented in [Ingelsson, 2009], which computes a number of Vdd spe-

cific test sets to achieve 100% fault coverage. In [Ingelsson, 2009] experiments are conducted

using ISCAS-85’ and 89’ benchmark designs and fault list is compiled using coupling capaci-

tance between neighboring nodes, these are most likely to form a bridge. Three Vdd settings are

used for the experiment, i.e., 0.8 V, 1.0 V and 1.2 V and the outcome is tabulated in Table2.3.

The first two columns show the benchmark designs along with the number of faults extracted

for each design. In this experiment, SynopsysTetraMAXTM is used to generate a test set for

each design, which is then fault simulated at 0.8 V (since higher resistive bridge fault coverage
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TABLE 2.3: Results of using Synopsys TetraMAX and Multi-Vdd Test Generation (MVTG) as
a combined test generation flow for RBF [Ingelsson, 2009].

TMAX MVTG top-up

0.8 V 0.8 V 1.0 V 1.2 V Tot.

Design # of RBF DC #tp #tp #tp #tp #tp

c1355 80 83 33 32 65

c1908 98 98 42 27 69

c2670 104 90 27 50 77

c3540 363 96 72 126 6 1 205

c7552 577 95 44 198 1 243

s838 34 88 17 17 2 36

s1488 435 96 82 82 2 166

s5378 305 95 60 123 183

s9234 223 89 48 92 2 142

s13207 358 95 60 89 5 1 155

s15850 943 98 56 144 4 5 209

s35932 1170 96 33 89 36 66 224

is achieved at a lower Vdd). The fault coverage achieved and the number of test patterns in the

TetraMAX test-set are shown in the third main column of Table2.3. Subsequently, MVTG [In-

gelsson, 2009] is used to generate top-up tests, targeting bridges that are not fully covered by the

TetraMAX test-set. It is therefore used to provide the remaining defect coverage up to 100%.

The sizes of the test sets generated by the MVTG top-up run aregiven in the fourth column for

each Vdd setting. Finally, the total test pattern count is shown in the last column of Table2.3,

marked as “Tot.”. From test flow point of view, it is thereforesuggested to use MVTG [In-

gelsson, 2009] as a post-processing step to cover resistance intervals that remains uncovered by

commercial ATPG tools.

2.2 Test for Multi-Voltage Design: Open Defect

Section2.1 considered test techniques for bridge defect, this sectiondiscusses test techniques

for open defects, which is another dominant defect type commonly found in deep-submicron

CMOS. It is due to unconnected nodes in a manufactured circuit that were connected in the

original design and therefore deviates the circuit from ideal behavior. Open defects can be
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FIGURE 2.8: Resistive or Weak Open Defects: (a) Cross section of metal open line; and (b) a
resistive via [Montanes et al., 2002].

classified as full or strong opens with resistance greater than 10 MΩ and resistive or weak open

with resistance less than 10 MΩ [Montanes et al., 2002]. Full open cause logic failures that

can be tested using static tests (test patterns applied without timing consideration). On the

other hand, resistive open show timing dependent effects and therefore should be tested using

delay tests. Figure2.8 shows a cross-section of resistive open defect. In this section electrical

characteristics of full open is discussed first, followed byresistive open.

2.2.1 Testing Full Open Defect

Figure2.9 shows open defect distribution in six different metal layers corresponding to 7440

dies from 12 lots, manufactured in 180 nm CMOS process. As canbe seen, the majority of

open defects can be categorized as strong or full open defects. Similar trend is reported for

contact or via open [Montanes et al., 2002]. The occurrence frequency of full-open defects is

expected to increase in future technologies [Sreedhar et al., 2008], [Arumi et al., 2008a]. Two

fault models are available in literature for modeling full-open defects, which can be categorized

as capacitance based full-open fault model [Henderson et al., 1991], [Johnson, 1994], [Choud-

hury and Sangiovanni-Vincentelli, 1995], [Rafiq et al., 1998] and leakage-aware full-open fault

model [Lo et al., 1997], [Guindi and Najm, 2003], [Sreedhar et al., 2008], [Arumi et al., 2008a].

Several recent studies have used capacitance based models [Gomez et al., 2005], [Zou et al.,

2006], [Rodriguez-Montanes et al., 2007], [Spinner et al., 2008], [Arumi et al., 2008b] for test-

ing full-open defects, which uses the following electricalcharacteristics: 1) the capacitance

between floating line (disconnected from the driver node) and its neighboring line(s), 2) the

parasitic capacitance due to transistors (PMOS and NMOS connected to floating line) driven by
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FIGURE 2.9: Distribution of metal open resistances [Montanes et al., 2002].

the floating net, and 3) the trapped charge on the floating net.If F represents a floating net that

is disconnected from its driver, then voltageVF is given by [Zou et al., 2006], and [Ingelsson,

2009]:

VF =
CHigh

CHigh + CLow
Vdd +

Qtrap

CGnd

(2.1)

where,VF is voltage on the floating net,CHigh andCLow is capacitance due to neighboring lines

driving high and low respectively (including capacitance due toVdd andGnd), Vdd is the supply

voltage, Qtrap

CGnd
represents the trapped charge on the floating net. From (2.1), it can be noticed

that for detecting full-open defects,VF can be induced such that voltage on the floating net is

higher than the logic thresholdLth voltage of the gate input, i.e.,VF > Lth, thereby exciting a

stuck-at 1 fault. Voltage on the floating net can be induced byusing test patterns that result in

setting the neighboring nets to desired logic value, thereby increasing the fraction CHigh

CHigh+CLow
,

as shown in (2.1). Similarly a stuck-at 0 fault can be induced on the floating net. The fault effect

can then be propagated to any of the primary outputs for detection [Zou et al., 2006].
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FIGURE 2.10: Change in logic value due to gate tunneling leakage [Arumi et al., 2008a].

In nanometer CMOS (≤ 90 nm), since the thickness of gate oxide is few tens ofÅ, it does not

act as a strong insulator. This results in higher gate-tunneling leakage current in comparison

to previous technologies [Sreedhar et al., 2008], [Arumi et al., 2008a], [Ingelsson, 2009], and

therefore affects the voltage on the floating net causing full-open defect. A floating net connected

to a gate has a bi-stable input state [Sreedhar et al., 2008], [Arumi et al., 2008a]. In [Sreedhar

et al., 2008] an inverter synthesized using 45 nm technology was simulated with a floating input

and the change in input voltage was observed. It was found that the voltage on the floating

net increased from 0V to 0.17 V (due to gate leakage through the PMOS, as inverter output

goes to logic high) and the input voltage reduced from 0.8 V to0.58 V (due to gate leakage

through the NMOS, as inverter output goes to logic low). Furthermore, in [Arumi et al., 2008a]

an experiment is conducted using 0.18µm technology with an open defect. It is shown that an

interconnect open initially set to behave as stuck-at 1 (using (2.1) and procedure described above

to set a particular logic value on an interconnect) changes to stuck-at 0 in approx. 2 seconds, due

to gate tunneling leakage currents. Voltage behavior of thefloating net is shown in Figure2.10.

It is therefore concluded that for nanometer CMOS, gate tunneling leakage is a dominant player

in setting the voltage on the floating net and the final steady state value is independent of the

initial state. Furthermore, it is predicted that the time period to reach the steady state will reduce

in future technologies and will be in the order of hundreds ofµs.

The Vdd dependent detectability of full-open defects is investigated in a study presented in [In-

gelsson, 2009] using static test and leakage-aware fault model. The experiments utilize ISCAS
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TABLE 2.4: Fault coverage at three Vdd settings using 1000 pseudo random test patterns [In-
gelsson, 2009].

# of Fault Coverage at three Voltage Settings

Design Full-opens 1.2V 1.0V 0.8V

c432 123 98.4 98.4 98.4

c499 197 99.5 99.5 99.5

c880 222 99.6 99.6 99.6

c1355 236 97.4 97 97.9

c1908 214 99.1 99.5 99.1

c2670 472 86.7 86.7 86.7

c3540 468 99.3 98.9 99.1

c5315 623 100 100 100

c7552 887 97.1 97.3 97.3

s641 107 98.1 98.1 98.1

s1488 290 99.3 99.3 99.7

s5378 634 96.5 97.3 97.2

s9234 483 92.5 90.5 90.3

benchmarks that are tested at three Vdd settings. The results are presented in Table2.4 for

leakage-aware fault model. As can be seen, the fault coverage does not vary across Vdd settings,

and it has very small impact for some designs, for example, incase of c1355 the fault coverage

varies by less than 1% across three Vdd settings. This is because the fault detection is indepen-

dent of the logic value at the input of the gate driving the floating net and irrespective of the

logic value at the inputs of gate driving the net, a test may still detect the fault. This provides

extra flexibility in terms of fault detection for this class of defect. Therefore, it is concluded that

Vdd setting does not affect detectability of full-open defectsand any test Vdd setting can be used

for testing full-open defects. It also shows results for capacitive fault model that does not take

leakage current into account, and draws similar conclusions as for leakage-aware fault model.

2.2.2 Testing Resistive Open Defect

This section summarizes recent research on test techniquesfor resistive interconnect open defect

and the impact of voltage setting on their testability. Resistive open can be modeled as a resistor

between two unconnected nodes, since it shows small inductive/capacitive component, which

can be neglected for simplicity as used in [Kruseman and Heiligers, 2006], and [Zain Ali and
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FIGURE 2.11: Circuit Model of Resistive Open Defect.

Zwolinski, 2006]. Figure 2.11shows a typical resistive open fault model, where “D” and “S”

represent the driver and successor gate respectively.

Resistive open shows timing dependent effects and therefore should be tested using delay tests.

Delay fault testing is used to catch defects that create additional than expected delay and thereby

cause a malfunction of the IC [Kruseman and Heiligers, 2006]. Using delay fault testing, a defect

is detectable only when it causes longer delay than that of the longest path in a fault free design.

It was shown in [Kruseman et al., 2004] that majority of tested paths show less than one-third

delay in comparison to that of the longest path. Therefore a defect in any of these shorter paths

can only be detected if it causes higher delay than that of thelongest path in the design.

In [Kruseman and Heiligers, 2006] the optimal test conditions for testing resistive open is an-

alyzed for non-speed-binned ICs, which are designed to meettiming under worst process and

working conditions and typically have a logic depth of 30-70gates. It is argued that for designs

operating at few hundred MHz, one can expect to detect defects with resistance of 100 kΩ or

more, while delay caused by smaller resistance defects are of the order of gate delays and does

not cause additional delay even if they occur at the longest path. The paper analyses two major

sources of open defects, i.e., incompletely filled vias and partial breaks in the poly of the transis-

tor (due to salicidation). Furthermore, it is argued that resistive open shows better detectability

on silicon at elevated Vdd settings. This phenomenon is elaborated using two examples, shown

in Figure2.12and Figure2.13and discussed next. Figure2.12shows the delay caused by two

different resistive opens (due to 1 MΩ and 3 MΩ) while considering these defects in the longest

path and using different supply voltage settings (1.8 V being nominal supply voltage). The fig-

ure also shows the delay of the longest path in fault free design (using solid gray line) and at

various voltage settings. As can be seen, the defect inducedextra delay added to the expected

delay is highest at elevated supply voltage (Vdd = 2.0 V) for both resistive open defects. Also, as

expected, higher delay is observed at 3 MΩ than 1 MΩ. Figure2.13shows the effect of resistive

open in a shorter path, with half the delay as the longest pathin a fault-free design. Defects with

same resistance values as Figure2.12are inserted in the shorter path, and the delay is compared

with that of the longest path (shown by solid gray line). As can be seen, delay due to 1 MΩ

resistance show marginal detectability only at elevated Vdd setting (2.0 V), by causing higher

delay than that of the longest path. It becomes undetectableat lower Vdd settings, as it shows
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FIGURE 2.12: Comparison of path delays due to resistive open defectin the longest path at
different supply voltage settings. Solid gray line shows the fault free design, while dotted
and dashed lines show path delays using 1 MΩ and 3 MΩ in the longest path [Kruseman and

Heiligers, 2006].

lesser delay than that of the longest path. On the other hand,3 MΩ defect resistance is best de-

tectable at elevated Vdd (2.0 V) and becomes undetectable as Vdd setting is reduced further from

0.9 V. The behavior shown by these two examples (illustratedby Figure2.12and Figure2.13) is

commonly observed on silicon and is generalized using Figure 2.14. As can be seen from Fig-

ure2.14, resistive open in general show better detectability at elevated Vdd setting and becomes

undetectable at reduced Vdd. Finally [Kruseman and Heiligers, 2006] shows some cases where

resistive open defects are better detectable at reduced Vdd setting.

[Zain Ali and Zwolinski, 2006] has also studied delay behavior for devices operating at multi-

Vdd settings. Two types of defects are examined, i.e., transmission gate open and resistive open.

Experiments are conducted using 0.35µm using five (3.3, 3.0, 2.7, 2.5 and 2.0 V) discrete volt-

age settings on a 4 level carry save adder (shown in Figure2.15). Each unit of carry save adder

(for e.g., CSA-01) is made up of 5 transmission gates. The impact of transmission gate open

is studied first, by inserting two NMOS open defects (one at a time) as shown in Figure2.15

(marked as “Fault A” and “Fault B”). The fault site and signalpropagation path of inserted de-

fects is shown in Table2.5. Gate Delay Ratio (GDR) and Path Delay Ratio (PDR)4 is calculated

and results indicate that higher gate/path delay ratio is observed as Vdd setting is reduced and

the two faults (transmission gate open) behaves as stuck-atfault (SF) at lower Vdd settings. As

4In [Zain Ali and Zwolinski, 2006] GDR (PDR) is calculated as a delay ratio between faulty and fault-free signal
propagating gate (path) of a design.
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FIGURE 2.13: Comparison of path delays due to resistive open defectin a short path at different
supply voltage settings. The longest path is shown by a solidgray line (for the fault free design),
while dotted and dashed lines show path delays using 1 MΩ and 3 MΩ resistances in a shorter

path [Kruseman and Heiligers, 2006].

expected, increased GDRs for both the faults result in higher PDRs at respective paths as well.

Similar observations were reported in [Chang and McCluskey, 1996a] using 0.6µm and 0.8µm

technology and similar experimental setup. Study reportedin [Chang and McCluskey, 1996a]

has suggested using 2Vt to 2.5Vt (Very Low Voltage (VLV) testing) for detecting defects due to

transmission gate open, threshold voltage shift and diminished-drive strength. This explains the

SF behavior of transmission gate open at reduced Vdd settings.

TABLE 2.5: Signal Propagating Path for Faults A and B [Zain Ali and Zwolinski, 2006].

Fault Site Signal Propagating Path

A CSA-11 NMOS
Open

CSA-01(A) → CSA-11(B) → CSA-21(B) →
CSA-32(Cin)→ CSA-32(Cout)

B CSA-22 NMOS
Open

CSA-01(A)→ CSA-11(B)→ CSA-22(Cin)→
CSA-32(B)→ CSA-32(Cout)

The impact of interconnect resistive open is also studied in[Zain Ali and Zwolinski, 2006]

by inserting two defects separately in the circuit, marked as “Fault C” and “Fault D” as shown

in Figure2.15. For this experiment, three different resistance values (25 KΩ, 250 KΩ and 1 MΩ)

are used on both locations and results show that Path Delay Ratio (PDR) due to these two faults

increases with higher Vdd setting. As expected, PDR is more prominent for 1 MΩ resistance at

elevated Vdd setting than the other two resistance values. These findingsshow that interconnect
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FIGURE 2.14: Delay behavior of fault-free design (marked as “Good”) in comparison to delay
defect behavior due to three different defects [Kruseman and Heiligers, 2006].
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FIGURE 2.15: 4-Level Carry-Save Adder, each adder cell is made of five transmission
gates [Zain Ali and Zwolinski, 2006].

resistive opens are better detectable at elevated Vdd setting by delay test techniques. On the

other hand, transmission gate opens are better detectable at lower Vdd settings. The application

of delay test at single Vdd setting reduces test cost by avoiding repetitive tests at other Vdd

settings.

In brief, interconnect-open defects have attracted a significant research effort world-wide to

reduce test cost without affecting the fault coverage – in the context of multi-Vdd designs. Re-

cent studies have shown that full-open defects can be testedusing static test techniques at any
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Vdd setting, as they do not exhibit Vdd dependent detectability [Ingelsson, 2009]. On the other

hand, resistive-open defects are better detectable at elevated Vdd setting using delay test tech-

niques [Kruseman and Heiligers, 2006, Zain Ali, 2009]. For these reasons, interconnect-open

defects are not further investigated in this thesis, as a candidate defect for reducing test cost.

2.3 DFT for Low Power Design

Sections one and two outlined test techniques for resistivebridge and resistive open for multiple-

voltage designs. In this section, a summary of recent low cost scan techniques for reducing

power dissipation during test mode is given [Nicolici and Al-Hashimi, 2003]. These techniques

are developed for devices employing multiple-voltage settings.

2.3.1 Multi-Voltage Aware Scan

Designs that employ multiple voltage settings are divided into various voltage domains during

physical placement of the design. Each voltage domain feedsvarious logic blocks and level

shifters are used to communicate logic values across logic blocks operating under different volt-

age settings [Shi and Kapur, 2004]. The insertion of scan chains across logic block poses a

challenge for scan chain ordering in multiple voltage designs due to two main reasons. Firstly,

it is desirable to reduce the number of level shifters required to transmit voltage levels from one

scan chain to another, placed across different voltage domains. Secondly, power consumption

during test can be reduced by fewer voltage domain crossing by the scan cells.

These challenges are met by multi-voltage aware scan cell ordering [Colle et al., 2005]. The pro-

posed methodology arranges scan cells based on respective voltage domains. This is achieved

by scan cells ordering in such a way that scan cells operatingunder the same voltage levels are

connected together. This in turn minimizes the number of level shifters that are otherwise re-

quired if scan cells are ordered without consideration of multi-voltage designs. Furthermore, it

reduces power dissipation by minimizing signal transmission in fewer voltage domain crossing.

Experiments are conducted using industrial design with 4 voltage domains and it is shown that

multi-voltage aware scan chain ordering shows 93% reduction in the number of level shifters, in

comparison to scan chain ordering technique, which connects physically closer scan cells with-

out considering its operating voltage. The proposed schemehas been implemented in Synopsys

EDA tools and the DFT flow is shown in Figure2.16. As can be seen, DFT Compiler recog-

nizes the voltage/power domains and clusters the scan chains within the respective domains.
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FIGURE 2.16: DFT Synthesis flow for Multi-Vdd design using Synopsys Design Com-
piler [Baby and Sarathi, 2008].

The number of level shifters in the design are minimized by disabling voltage/power domain

mixing, which is managed by “set scan configuration”.

Recently a power-aware scan chain method is presented in [Chickermane et al., 2008] for multi-

Vdd designs. The method is implemented using daisy-chaining scan approach to efficiently

utilize expensive tester resources (bandwidth) and reducetest cost. The method avoids signal

integrity issues during test by employing bypass multiplexers, which allows bypassing signals

from power domains that are switched off during test. Daisy-chain implementation along with

bypass multiplexers (1, 2, 3 and 4) and four different power domains (A, B, C and D) is shown

in Figure2.17. As can be seen, bypass multiplexers allow testing of specific power domains in

multi-Vdd environment. As an example, in a particular power mode, where power domains C

and D are ON, while A and B are OFF, muxes 1 and 2 goes in bypass mode, while 3 and 4 are in

pass-thru mode. This forms a scan chain between SI, 3, 4 and SO. The bypass multiplexers are

placed on always-on power domain. This approach is implemented in CadenceEncounterTM

test tools.
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FIGURE 2.17: Power-Aware Daisy-chaining scan path [Chickermane et al., 2008].

2.3.2 Power-Managed Scan Using Adaptive Voltage Scaling

Reducing power dissipation during test has been an active area of research for nearly a decade

and numerous techniques have been reported [Girard, 2002], [Bhunia et al., 2005]. Recently

an interesting technique that reduces both dynamic and leakage power during test through the

use of adaptive voltage scaling PMScan (Power Managed Scan)has been reported [Devanathan

et al., 2007b]. The presented methodology is motivated by three factors.Firstly, it is known that

dynamic power is proportional toV 2 [Weste and Eshraghian, 1994] and gate leakage power is

proportional toV 4 [Krishnarnurthy et al., 2002], whereV is the operating voltage of the de-

vice. Therefore, reduction in supply voltage can significantly reduce total power (dynamic plus

leakage) during test. Secondly, infrastructure for adaptive voltage scaling is widely deployed

in modern microprocessors to reduce power consumption during functional mode. Therefore,

it is suggested in [Devanathan et al., 2007b] to reuse voltage scaling infrastructure to reduce

implementation (due to physical design and area) overheads. Thirdly, scan shift frequency is

usually much slower than the operational frequency of the device, therefore scan shift operation

is ideal for voltage scaling during test5. Therefore PMScan proposes voltage scaling during test

to provide a trade-off between test application time and test power. This is achieved by modify-

ing voltage regulation circuitry (used for adaptive voltage scaling) such that scan shift operation

5Voltage scaling is widely used to reduce power consumption,while ensuring that timing requirements are met.
It is therefore more effective for tasks that are less computationally intensive, i.e., tasks that can be completed at a
slower speed.
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meets acceptable timing, while supply voltage during scan shift is reduced. The voltage regula-

tion circuitry changes the supply voltage to nominal duringscan capture mode to ensure at-speed

testing.

The conventional voltage scaling circuitry and the one proposed in [Devanathan et al., 2007b]

are shown in Figure2.18. Figure2.18(a) shows the conventional adaptive supply voltage cir-

cuitry showing the voltage regulation component in the dashed box. It uses feedback control

and adjusts the supply voltage ‘V’ using a dc-dc converter such that the delay of the circuit fits

in one clock cycle of the desired clock frequency fref, which is usually generated using on-chip

PLL. The reference circuit is made of a ring oscillator and determines the maximum delay of the

design over process, voltage and temperature variations. It determines the maximum frequency

‘f’ corresponding to the voltage ‘V’ provided to it. In [Devanathan et al., 2007b] the conven-

tional voltage regulation design is modified for voltage scaling during scan shift operation, as

shown in Figure2.18(b). It is designed such that when the signal LVscan = 1, the supply volt-

age ‘V’ is lowered by ‘p’. On the other hand when LVscan = 0, the output ‘U’ is applied to the

multiplexer as in conventional design. Refer to [Devanathan et al., 2007b] for more details on

design of such regulator.

Experiments are conducted using 90 nm library with nominal 1.1 V supply voltage using Syn-

opsysPrimePowerTM for power analysis. The first experiment is conducted using seven dif-

ferent ISCAS 89 benchmarks using reduced Vdd (0.77 V) and at 25 MHz scan shift frequency.

Average dynamic, peak dynamic and leakage power is comparedbetween proposed PMScan

technique with that of conventional scan (unaware of voltage scaling). It is shown that on av-

erage PMScan reduces average dynamic power by about 44%, peak dynamic by 42%, leakage

power by 91% contributing to overall total power by 64% in comparison to conventional scan.

Moreover, it is shown that these results can be further improved by 5%, by using NOR-Gating

scheme [Girard, 2002]6 along with PMScan. The second experiment analyses test timeand test

power trade-off. It is conducted using an industrial design(with 9 million gates and 7 unwrapped

cores), at three different voltage (1.1 V, 1.0 V and 0.77 V) and scan shift frequency (25 MHz, 75

MHz, and 125 MHz) settings. It is shown that for test application at 0.77 V and 125 MHz scan

shift frequency, test time reduces by 80%, while total powerincreases by 16%, in comparison

to test application at 0.77 V with 25 MHz scan shift frequency.

Another effective technique for reducing leakage power is by employing state retention logic [Keat-

ing et al., 2007]. Recently a method to test state retention logic is proposed in [Chakravadhanula

et al., 2008]. State retention logic is tested by scanning in test patterns, followed by powering

6NOR gate is used to halt unnecessary toggling of combinational logic (fed by scan flip-flop) during scan shift
operation.
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(a) Conventional Adaptive Supply Voltage Regulation

(b) Scan Shift Supply Voltage Regulation (PMScan)

FIGURE 2.18: Block diagram of Adaptive Supply Voltage Regulation in: (a) Conventional
design, (b) PMScan [Devanathan et al., 2007b].

down the logic block containing state retention logic and then powering up again. This is fol-

lowed by scanning out the test patterns, and is matched against the scanned in data for coherency.

2.4 Motivation and Objectives

From the detailed literature review, it is clear that to address various challenges brought forward

by the deep submicron defects, a significant effort has been made by researchers around the

world on modeling and test generation of such defects. Testing for battery powered, low-power

devices add a new dimension to DFT techniques used for testing these defects. Low power
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(DVS-enabled) systems can run at different voltage and frequency (V/F) settings during nor-

mal operation, it is therefore necessary to ensure that the system will function correctly at any

possible V/F setting. Research on very low voltage (VLV) testing [Hao and McCluskey, 1993]

and more recently [Engelke et al., 2004, Ingelsson et al., 2007, Engelke, 2009, Ingelsson, 2009]

has shown that while some faults cannot be observed at the nominal power supply voltage, they

become apparent in different operating conditions, such aslower supply voltage. This means

that traditional test methodologies assuming a fixed/nominal power supply voltage and clock

frequency, cannot guarantee fault-free operation for suchsystems. This is because traditional

DFT techniques have been developed assuming a fixed V/F setting, which means that whilst

DVS-enabled ICs may pass production tests, they can fail in the field at different operating V/F

conditions, causing problems with reliability. A possiblesolution to this problem is to perform

production tests at various V/F settings, improving reliability at the expense of increased manu-

facturing test cost. The semiconductor industry is highly competitive, particularly for consumer

products pricing and hence this is not a viable option. This means that the application of DVS to

reduce energy consumption may have a detrimental impact on the quality of the manufacturing

test employed to detect permanent faults.

The objectives of the research reported in this thesis are asfollows:

1. Through simulations, investigate the behavior of defects showing Vdd dependent de-

tectability and in the context of multi-Vdd designs analyse the detrimental impact of repet-

itive tests on test cost.

2. Develop effective and low-cost DFT techniques to addressthe above mentioned challenge

brought forward by defects exhibiting Vdd dependent detectability.

3. Investigate the impact of multi-Vdd designs on diagnosis accuracy, and develop low-cost

diagnosis technique to achieve high resolution diagnosis,while targeting such defects.

4. Validate the developed techniques through extensive simulations using advanced paramet-

ric fault model, state of the art DFT tools and benchmarks designs widely used in both

academic and industrial research.

The main focus of this thesis is to develop DVS-aware DFT and diagnosis techniques. This re-

quires a careful evaluation of the impact of the available DVS-aware DFT techniques on the sys-

tem manufacturing cost, which can increase due to test application at more than one Vdd setting.

Similarly, traditional diagnosis techniques using a fixed V/F setting needs to be re-evaluated

to ensure high diagnosis accuracy at low cost. The two main objectives of this thesis include:
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reducing manufacturing test cost for DVS-enabled devices,and proposing a cost-effective diag-

nosis technique to improve diagnosis accuracy for such devices.

It has been shown in [Engelke et al., 2004] and more recently in [Ingelsson et al., 2007] that

the fault coverage of a test set targeting resistive bridging faults (RBF) can vary with the supply

voltage used during test. This means that, depending on the operating Vdd setting, a given

RBF may or may not affect correct operation of the design. Consequently, to ensure high fault

coverage for a design that needs to operate at a number of different Vdd settings, it is necessary

to perform testing at more than one Vdd to detect faults that manifest themselves only at a

particular Vdd. It was shown in [Ingelsson, 2009] that the majority of circuits (8 out of 12)

require testing at more than one voltage setting to achieve 100% fault coverage, which means

that the ATE (Automatic Test Equipment) will have to switch between different voltage settings

to apply the test. Switching between different Vdd settings during test is not desirable and can

impact the cost of test. The switching overhead is also linked with test compaction [El-Maleh

and Khursheed, 2007], which aims to reduce test size without reducing fault coverage of a test.

For DVS-enabled designs, test compaction is confined to tests in single voltage domain as test

vectors from different Vdd settings cannot be merged as each test has to be applied at a specific

voltage setting. This may negatively affect test compaction and increase test application time

thereby aggravating test cost. Therefore it is important toreduce the number of test Vdd settings

to reduce test cost.

There is no reported work on minimizing the number of test Vdd settings for multi-Vdd designs.

The first part of this thesis addresses it and proposes two effective techniques to reduce the

number of Vdd settings without compromising the fault coverage of the original test employing

multiple Vdd settings. First, this thesis demonstrates that test point insertion (TPI) can be used to

reduce the number of Vdd settings during test, without affecting the fault coverageof the original

test, thereby reducing test cost. Experiments conducted using ISCAS and ITC benchmarks show

that test Vdd settings are reduced minimizing test cost. A drawback with the TPI technique is

that it does not guarantee a single Vdd test and usually results in more than one test Vdd setting.

Therefore, this thesis proposes a more effective techniquefor reducing test cost of multi-Vdd

designs, through gate-sizing (GS). It targets defects thatcause faulty logic behavior to appear

at more than one test Vdd setting, and uses gate sizing (GS) to expose the defect at a single test

Vdd. The number of test voltages is then reduced, minimizing test cost. We show that unlike

TPI, it is possible to achieve single Vdd test without affecting the fault coverage of the original

test.

The second part of this thesis deals with the diagnosis of Multi-Vdd designs in the presence of

resistive bridge defects that manifest themselves (as error) at more than one Vdd setting. All
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existing diagnosis techniques use a single Vdd setting for fault localization and therefore diag-

nosis for multi-Vdd designs imposes a challenge for defects exhibiting supply voltage dependent

behavior. Single Vdd diagnosis for multi-Vdd designs may lead to imprecise diagnosis affecting

failure analysis. This means new and cost-effective diagnosis strategies are required for efficient

diagnosis of multi-Vdd designs in the presence of bridge defects. The development of such a

novel diagnosis technique can be devised by answering the following questions: 1) Is diagno-

sis resolution affected by different voltage settings? 2) If so, what voltage setting achieves the

best level of diagnosis? 3) Is it possible to improve diagnosis resolution further by carrying out

diagnosis at more than one voltage setting? 4) For designs operating at more than one voltage

setting, it is desirable to reduce diagnosis cost by achieving the minimum possible Test Applica-

tion Time, without affecting diagnosis accuracy. Therefore, it is important to determine the most

useful Vdd settings or combination of Vdds, which may yield the desiredoutcome by omitting

tests at some voltage settings.

This is the first investigation that considers diagnosing bridge defects in multi-Vdd designs and

present results to show the following four findings: 1) The lowest supply voltage provides the

best resolution for single voltage diagnosis. It is howeverdifferent for hard-shorts (bridges

with 0 Ω resistance) as experimental results show that diagnosis accuracy has little variation

across different voltage settings and therefore any Vdd setting can be used without a negative

implication on diagnosis accuracy of hard-shorts. 2) The diagnosis resolution can be improved

by carrying it out at more than one Vdd setting. 3) This work exploits the additional information

from other voltage settings to improve the diagnosis accuracy up to 72% over single voltage

diagnosis. 4) Finally, we show experimental results using different Vdd pairs and identify the

most useful Vdd pair, such that high diagnosis accuracy is achieved using reduced TAT, thereby

reducing diagnosis cost without affecting its accuracy.

2.5 Relevant Contemporary Research

Low power design techniques present potential challenges to test and reliability of digital de-

signs. At the time of thesis compilation, there are continuing research efforts world-wide fo-

cusing on addressing these challenges. In the following twoemerging research problems are

highlighted that need to be addressed, to generate high quality and cost effective test solutions

for reliable low power designs.
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2.5.1 Impact of Voltage and Process Variation on Test Quality

Previous sections have examined the impact of power supply variation on the behavior of man-

ufacturing defects. It appears that test quality is also compromised due to another type of varia-

tion, i.e., due to fabrication process. Whilst the impact ofprocess variation on timing and power

performance has been extensively investigated in the literature [Bhunia et al., 2007a], its effect

on test quality is an emerging area of research. In this section we summarize two recent studies

that take process variation into account using static and delay test techniques and motivate the

need for joint voltage and process variation test.

In [Ingelsson et al., 2008] and [Ingelsson, 2009], the impact of process variation on static test

quality has been investigated for resistive bridge. It is shown that process variation has a negative

impact on test quality of such defects leading to test escapes. A Robustness matrix is developed

to quantize the impact of process variation on test quality and a test generation method is devel-

oped to mitigate the impact of process variation and reduce test escapes. Experiments are con-

ducted using ISCAS 85’ and 89’ benchmarks and synthesized using 45 nm CMOS technology.

Results show that test generation method covers up to 18% more process variation induced logic

faults than tests generated without consideration of process variation. In [Lu et al., 2005] the

influence of process variation on the longest path of the design has been investigated, while con-

sidering structural elements of the design (logic elementsand interconnects). The method aims

to reduce test cost without compromising on test quality, i.e., fault coverage. This is achieved

by identifying minimum number of longest path candidates inpolynomial time. Experiments

conducted on ISCAS 85’ and 89’ circuits show that the number of testable paths are up to 6%

of those found by [Tani et al., 1998]. In addition it is 300-3000 times faster than the method

proposed in [Tani et al., 1998].

High quality test for next generation Multi-Vdd devices require improved static and delay test

techniques capable of mitigating the impact of power supplyand fabrication process variation.

Such test techniques will need to be developed that will require realistic fault models, for both

resistive bridge and resistive open, that mimic actual behavior at the physical level in the pres-

ence of voltage and process variation. Such fault models will be used for voltage and process

variation aware test generation leading to higher test quality and therefore improve in-field prod-

uct reliability of future Multi-Vdd devices.



Chapter 2 Literature Survey 55

2.5.2 Voltage Scaling for Nanoscale SRAM

The above open problem is related to test for low-power devices. Recent research indicates that

low-power design also affects reliability of the device. One such work that determines optimal

voltage setting to operate SRAMs in the presence of soft errors and gate oxide degradation is

presented in [Chandra and Aitken, 2009]. Nanoscale SRAMs are vulnerable to soft errors and

suffer from progressive gate oxide degradation. Soft errors are faults induced by particle hit

(alpha particle or neutrons), which can flip the stored data bit. These events are called Single

Event Upsets (SEU) and requires data content to be re-written. SRAMs are especially vulner-

able to SEU due to small node capacitance and small bit cell size7. On the other hand, gate

oxide thickness is continuously decreasing with technology scaling in CMOS devices, which

has resulted in increased gate tunneling currents. Increased gate tunneling currents result in

progressive degradation of gate oxide, which is one of the most important reliability concern in

current and future technologies. In [Chandra and Aitken, 2009], the optimal voltage setting to

operate nanoscale SRAM in the presence of soft errors is investigated. This work has shown

following three findings: For a given technology node (65 nm or 45 nm), higher voltage level

results in higher immunity of SRAM cells against soft errorsin the absence of gate oxide degra-

dation. On the other hand, gate tunneling currents increasewith the increase in supply voltage,

which in turn contributes to gate oxide degradation. Therefore an optimal voltage is formulated

by an equation, for operating nanoscale SRAMs in the presence of gate oxide degradation and

soft errors. The optimal voltage reduces with increasing level of gate oxide degradation for

nanoscale SRAMs.

It is expected that analytical models will be developed to achieve highest immunity against

soft-errors for a given voltage setting value and gate-oxide degradation level, thereby improving

reliability of nanoscale SRAMs in future technologies.

2.6 Concluding Remarks

This chapter has presented an overview of recently reportedresearch in testing strategies for

multi-voltage designs. Such strategies aim to reduce test cost and improve fault coverage of Vdd

dependent defects. The cost reduction has been obtained by using the least number (i.e., one) of

voltage test setting for Vdd dependent defects (resistive bridge and resistive open) byavoiding

7Refer to [Baumann, 2005] for further reading on the effect of technology scaling andsoft errors on memory and
logic components of the circuit.
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repetitive tests at several Vdd settings. For resistive open interconnect defect, elevated Vdd set-

ting achieves better detectability using delay test and therefore repetitive tests at other voltage

settings can be avoided. However, full-open interconnect defects do not show Vdd dependent de-

tectability and therefore can be tested at any Vdd setting using static test techniques [Ingelsson,

2009]. Resistive bridge defects (RBDs) show Vdd dependent detectability and recent research

shows that the lowest Vdd setting achieves highest fault coverage, nevertheless this class of de-

fects requires more than one Vdd setting to achieve 100% fault coverage. The Vdd dependent

detectability of RBDs represent multitude of problems for existing DFT and diagnosis solu-

tions. This means that there is no available DFT technique toachieve single Vdd test for RBDs

without affecting the fault coverage. This thesis proposestwo cost-effective DFT techniques in

Chapter3 and Chapter4 to achieve single Vdd test targeting resistive bridges.

The Vdd dependent detectability of resistive bridge defects questions the completeness of exist-

ing diagnosis techniques, as all existing techniques use single Vdd setting for diagnosing such

defects. This may lead to reduced diagnosis accuracy with negative affect on failure analysis,

which is key to improving subsequent design cycle and yield.This means that novel diagnosis

solutions are required for accurate and cost-effective diagnosis of bridge defects in multi-Vdd

designs. This issue is also dealt with in this thesis and details are available in Chapter5.

This chapter has also outlined existing low cost scan techniques for multi-voltage design, and in

this thesis, the scan architecture is assumed to be fault-free. Low cost scan is possible through

various techniques. Some techniques focus on reducing implementation cost of scan chains

in multi-voltage environment through clustering scan chains according to their respective volt-

age domain thereby reducing the number of level shifters andalso by employing power-aware

scan that efficiently utilize expensive tester resources (bandwidth) and reduce test cost. Other

technique achieves low power test for multi-voltage devices by reusing the existing functional

infrastructure for voltage scaling to reduce power consumption leading to reduced cost.

The chapter also outlines a number of worthy research problems that need to be addressed to

develop high quality and cost effective test solutions for reliable low power devices. A detailed

description of the proposed future work is presented in Chapter 6.



Chapter 3

Test Cost Reduction Using Test Points

This chapter discusses the motivation, methodology, toolsand experimental results to reduce

test cost by a novel DFT (Design for Testability) technique without affecting test quality. The

negative impact of multi-Vdd testing on test cost is discussed in Section3.1, followed by Sec-

tion 3.2 that shows how test point insertion (TPI) can be used to reduce test cost. The details

of the proposed TPI technique are presented in Section3.3, which is followed by experimental

results in Section3.4. Finally, Section3.5concludes the chapter.

3.1 Introduction

Multi-V dd designs operate at more than one voltage setting, it was shown in [Ingelsson, 2009,

Ingelsson et al., 2007] that testing such devices for resistive bridging faults requires test appli-

cation at different voltage settings to ensure 100% fault coverage. Table3.1 shows the number

of test patterns to be applied at three different voltage setting (0.8V, 1.0V and 1.2V) to achieve

100% fault coverage [Ingelsson, 2009]1. In Table3.1, first column shows various benchmark

circuits, the second column marked with # RBF shows the non-feedback resistive bridges that

were considered for each design. Column 3-5 shows the numberof test patterns generated at

each voltage setting i.e., 0.8V, 1.0V and 1.2V respectively. Finally the last column shows the

total number of test patterns generated at all three voltagesettings to achieve 100% fault cov-

erage. As can be seen from Table3.1 that majority of circuits (16 out of 22) require testing at

more than one voltage setting. This means that the ATE (Automatic Test Equipment) will have

1It is different from Table2.3, which shows the need for additional test vectors (after using a commercial ATPG) at
different voltage settings in order to achieve 100% fault coverage. Table3.1shows the results without any commercial
ATPG and presents results for ITC-99 benchmarks as well.
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to switch between different voltage settings to apply the Multi-V dd test, incurring test cost due to

switching overhead and degradation of test compaction quality. The loss of compaction quality

is illustrated by Figure3.1, which shows relaxed test vectors (also called atomic components) for

seven different fault and the outcome of test merging algorithm [El-Maleh and Khursheed, 2007]

on two sets of test vectors to be applied atV1 andV2 separately. As can be seen from Figure3.1-

(a) the test merging algorithm results in reducing four testvectors to two atV1. No reduction in

test size atV2 is possible because of conflict at each bit position of all test vectors in the test set,

resulting in overall five test vectors to be applied at two Vdd settings separately. Figure3.1-(b)

shows the same set of test vectors but in contrast to the scenario shown in Figure3.1-(a), all test

vectors have to be applied at single Vdd setting, thus providing higher flexibility to reduce test

set size, resulting in more compact test set. As can be seen, it has resulted in three test vectors

thereby achieving higher compaction in comparison to two test Vdd settings.

An experiment is conducted to investigate the loss of compaction quality due to repetitive tests

at multiple Vdd settings; this experiment also quantize the detrimental effect on compaction

quality due to multiple voltage settings. For this experiment, test merging algorithm for static

test compaction proposed in [El-Maleh and Khursheed, 2007] is used with 13 ISCAS-85 and

full-scanned ISCAS-89 benchmarks. For each design, a test set is generated using HITEC test

generator [Niermann and Patel, 1991] targeting stuck-at faults in the design, to achieve 100%

fault coverage. These test vectors are then divided into twoand three partitions of equal size,

where each partition mimic a test at a particular Vdd setting. The loss in compaction quality

is primarily because of test partitioning into different voltage settings, where test vectors can

not be combined from a different partition. The purpose of this experiment is to evaluate and

demonstrate the detrimental affect of partitioning test vectors and its impact on test compaction.

Test compaction is applied for each voltage setting individually and total test count is the sum of

test vectors at all voltage settings. In this way, test compaction algorithm is applied at a single

partition (representing single Vdd test), two partitions (representing two Vdd settings) and three

partitions (representing three Vdd settings). For example a certain design requires 1500 test

vectors to achieve 100% fault coverage at a single test Vdd. For this design, while considering

two Vdd test, each partition gets 750 test vectors and, 500 test vectors per partition in case

of three test Vdd settings. Compaction algorithm is applied individually ateach test Vdd and

results are tabulated in Table3.2. The first column of Table3.2 shows the benchmark design,

followed by total number of test vectors generated by HITEC.The next three columns show the

number of test vectors generated by using test merging algorithm at single test Vdd, two test Vdd

settings, and three test Vdd settings (including individual test sizes at each Vdd setting in case

of more than one Vdd setting). As can be seen, for all designs the test count is smallest in case

of single Vdd test and it increases with each additional Vdd setting. This is further illustrated
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TABLE 3.1: Multi-Vdd test generation results [Ingelsson, 2009]

# Test Patterns

Design # RBF @ 0.8V @ 1.0V @ 1.2V Sum

ISCAS-85, ISCAS-89 Benchmarks

c1355 80 39 39

c1908 98 57 57

c2670 104 67 67

c3540 363 184 6 1 191

c7552 577 281 1 282

s838 34 26 2 28

s1488 435 144 2 146

s5378 305 214 214

s9234 223 132 2 134

s13207 358 192 5 1 198

s15850 943 324 4 5 333

s35932 1170 547 50 63 660

ITC-99 Benchmarks

b01 142 23 1 1 25

b02 33 11 1 12

b03 350 122 122

b04 7,228 1117 17 15 1149

b05 10,000 465 9 10 484

b06 203 16 16

b07 6,447 757 5 11 773

b08 1,350 176 6 2 184

b09 729 86 3 89

b10 1,923 224 1 5 230



Chapter 3 Test Cost Reduction Using Test Points 60

V1

f1: 010

f2: XX0

f3: 10X

f4: 1XX

V2

f5: X1X

f6: X00

f7: 101

V1

f1 f2: 010

f3 f4: 10X

Test Merging

Conflict on each bit position 

restricts test compaction

V1

010

10X

V2

X1X

X00

101

After CompactionBefore Compaction

V1

f1: 010

f2: XX0

f3: 10X

f4: 1XX

f5: X1X

f6: X00

f7: 101

V1

f1 f2 f5: 010

f3 f4 f6: 100

f7: 101

Test Merging

V1

010

100

101

(a) Test compaction in Multi-Vdd test, where test 
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FIGURE 3.1: Test compaction for multi-Vdd test in comparison with compaction for single Vdd

test.
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TABLE 3.2: Impact of Multi-Vdd test settings on compaction.

Original Single Vdd Two Vdd test Three Vdd test

Circuit test test V1 V2 Total V1 V2 V3 Total

c2670 154 98 43 69 112 30 41 46 117

c3540 350 75 61 21 82 48 22 29 99

c5315 193 80 52 44 96 46 36 32 114

s13207 633 238 55 191 246 44 64 156 264

s15850 657 144 63 103 166 54 87 54 195

s38417 1472 130 100 97 197 62 89 56 207

s38584 1174 138 95 107 202 79 51 103 233

s4863 132 47 39 20 59 30 19 13 62

s5378 359 119 70 79 149 46 61 66 173

s6669 138 36 32 17 49 23 16 13 52

s9234 620 170 64 156 220 48 72 120 240

by Figure3.2, which shows the comparison of test sizes for all designs, ineach of the three

cases. Higher test reduction with lower number of test Vdd settings is because test compaction

algorithm gets higher flexibility when combining test vectors resulting in overall smaller test

sizes. In comparison to single Vdd test, the percentage increase in test size with two and three

test Vdd settings is tabulated in Table3.3. It can be seen that the test size is lowest at single test

Vdd and highest at three test Vdd settings. In case of s38584 the increase in test size is as much

as 69% in comparison to single test Vdd, while considering two test Vdd settings the test size

has increased by up to 52% as in case of s38417. This experiment clearly shows the detrimental

affect of multi-Vdd setting on test compaction thereby increasing test cost.

Test cost constitutes a substantial percentage of total manufacturing cost [Bedsole et al., 2001].

Switching between supply voltage settings during test is not a trivial task and increases the cost

of test, mainly due to the switching time overhead and loss intest compaction quality. Therefore

it is important to reduce the number of test Vdd settings to reduce test cost, which is the aim of

this chapter.
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TABLE 3.3: Impact of Multi-Vdd settings on test compaction.

%incr. at Two %incr. at Three

Circuit Vdd settings Vdd settings

c2670 14% 19%

c3540 9% 32%

c5315 20% 43%

s13207 3% 11%

s15850 15% 35%

s38417 52% 59%

s38584 46% 69%

s4863 26% 32%

s5378 25% 45%

s6669 36% 44%

s9234 29% 41%
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FIGURE 3.2: Impact on test compaction.
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FIGURE 3.3: Resistive Bridge

Figure3.3 and3.4 are used to explain why MVTG [Ingelsson et al., 2007, Khursheed et al.,

2008] generates tests at more than one Vdd setting. Figure3.3 shows a resistive bridge feeding

two different gates of a circuit, which is assumed to be operating at three voltage settings. By

analysing the analog behavior of the bridge (using the same procedure as explained for Fig-

ure2.5, 2.6, 2.7) at three different voltage settings we can determine the resistance intervals de-

tected at each one of the three voltage settings. The coveredresistance intervals at three voltage

settings are shown in Figure3.4. Figure3.4marks the redundant (gray bars) and non-redundant

(black bars) intervals of a resistive bridge at three different voltage settings. For a certain bridge

Essential Vdd setting is the one at which the highest resistance interval is detected, which isV3 in

this case. From test generation point of view, essential Vdd has to be included in test generation

as highest resistance interval exists at essential voltagesetting(s). This means that any of the

resistance intervals targeted at non-essential test Vdd setting(s) by the test generation algorithm

can be detected at one of the essential test Vdd setting(s), subject to suitable controllability and

observability at the bridge site. On the other hand non-essential voltage settings are included

in test generation only because some non-redundant intervals are detectable at non-essential

voltage setting(s), these intervals are referred as NRINEV(Non-Redundant Intervals at Non-

Essential Vdd). Two such NRINEV intervals, marked byA andB are shown in Figure3.4. It

should be observed that these two NRINEV intervals are redundant atV3 (essential Vdd) and

require additional controllability and observability fordetection at essential Vdd. The additional

controllability and observability is achieved by the help of test point insertion that uses addi-

tional test points to detect logic fault corresponding to resistance intervals “A” and “B” atV3, as

shown in Figure3.4. The need of test generation at eitherV1 or V2 is then reduced resulting in

test cost reduction.

Previously, test point insertion (TPI) has been used for increasing the fault coverage [Touba

and McCluskey, 1997] and test compaction [Geuzebroek et al., 2000]. The next section shows
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FIGURE 3.4: Reasons for test generation at more than one Vdd setting

how TPI can be used to reduce the number of different Vdd settings required during test without

affecting the fault coverage.

3.2 Motivation

Test point insertion (TPI) is a well-known design for test (DFT) technique to provide addi-

tional controllability and observability [Hayes and Friedman, 1974, Hayes, 1974]; test points

are added in a design to achieve higher fault coverage and have been used for test compaction as

well [Geuzebroek et al., 2000, Touba and McCluskey, 1997]. The principle of using test points

is discussed in detail in Section1.6.1. Figure3.5 shows how test points are used for reducing

the number of test Vdd settings. A bridge location has a number of logic faults (referred as

“Logic State Configuration” LSC) that comprises of the following four parameters: 1) inputs

to the gates feeding the bridge, 2) resistance range covered, 3) boolean values interpreted by

the gates fed by the bridge and 4) Vdd setting at which the fault appears. For a given bridge,

the test generator [Ingelsson, 2009] targets minimum number of logic faults to cover maximum

detectable resistance of the bridge and selects test patterns accordingly. Test points are used

where an un-detectable logic fault at the lowest Vdd setting (preferred Vdd) covers higher bridge

resistance than detectable logic faults at higher Vdd setting(s). This is explained in Figure3.5

that shows two logic faults, LF1 and LF2. Logic fault (LF1) isshown in Figure3.5-(a), the

resistance range is detected at 1.2V by fault propagation through the inverter. The other logic
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TABLE 3.4: Proof of concept: test point insertion to reduce the number of test voltage settings

Vdd settings Control Observation Total

Design bf TPI af TPI Points Points Test Points

c432 0.8V, 1.2V 0.8 V 2 2 4

c499 0.8V 0.8V 0 0 0

c880 0.8V, 1.0V, 1.2V 0.8V, 1.0V 2 0 2

c1355 0.8V, 1.2V 0.8 V 10 3 13

c1908 0.8V, 1.2V 0.8 V 8 1 9

Total 22 6 28

fault (LF2) is shown in Figure3.5-(b), it covers higher resistance range but as can be seen, itis

undetectable due to a conflict on the net feeding the two driving gates. As can be seen, logic-0 is

required at the output of nand gate, which is only possible byapplying logic-1 at both the inputs

of nand gate. At the same time, logic-0 is required at the input of inverter to activate the bridge.

This conflict is resolved by an additional test point at this input and the resultant circuit is shown

in Figure3.5-(c). The added test point at the input of nand gate allows bridge activation2 and

fault effect is propagated through the nor gate.

This idea is further investigated by conducting an experiment by using ISCAS-85 benchmarks

and three test voltage settings, 0.8V, 1.0V, and 1.2V. The aim of this experiment is to identify

bridge locations that need a test at more than one voltage setting. For these bridge locations, test

point insertion (TPI) is then used to target redundant (un-detectable) faults to cover the same

resistance interval at the lowest Vdd setting, which is followed by test generation to ensure that

a test pattern can be generated at the lowest Vdd setting. Thus this experiment serves as a proof

of concept that TPI can be used to reduce the number of test Vdd settings.

For this experiment, the benchmarks are synthesised using a0.12µm ST Microelectronics gate

library using Synopsys design compiler and for each design only non-feedback bridges are

considered3. Test patterns are generated using Multi-Voltage test generator (MVTG) proposed

in [Ingelsson, 2009], the details of which are given by AppendixB. For each design, MVTG

aims to achieve 100% fault coverage using minimum number of test patterns. The results are

tabulated in Table3.4, which shows benchmark designs in the first column, followedby the test

Vdd settings to achieve 100% fault coverage, as generated by MVTG. Third column shows the

impact of TPI on each of the design in reducing the number of test Vdd settings. The next two

columns show the number of control points and observation points used by the TPI, and finally

2A resistive bridge is activated by setting opposite logic values on the two nets.
3AppendixD shows SPICE description of three gates from the gate library
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the last column shows the total number of control and observation points. As can be seen, TPI

is able to reduce the number of test Vdd settings for all designs requiring more than one test Vdd

setting. In case of c880, test voltage 1.0V has a detectable resistance interval, which can not be

covered at the lowest Vdd setting resulting in two test Vdd settings. This experiment provides

initial results to show that TPI can be effective for reducing the number of test Vdd settings. The

next section provides implementation details of the proposed TPI technique with emphasis on

reducing the number of control and observation points.

3.3 Proposed Test Point Insertion Technique

The algorithmic flow for reducing the number of Vdd settings during test is outlined in Figure3.6.

The key steps of this technique are further detailed in Figure 3.9, 3.10, 3.11and3.12.

The algorithm starts (Figure3.6) by computing the set of essential test Vdd setting(s) for the

given voltage settings and bridge list. To achieve this, foreach bridge B, the algorithm deter-

mines the highest detectable bridge resistance value across all available Vdd settings and marks

the Vdd setting corresponding to the highest resistance value as essential Vdd. In line 2, the al-

gorithm determines for each bridge the set of resistance intervals which cause faulty behavior at

a non-essential Vdd, but are fully or partially undetectable at any of the essential Vdd setting(s)

due to lack of suitable controllability or observability. These resistance intervals are referred

to as Non Redundant Interval at Non-Essential Voltage (NRINEV). Next, in lines 3 to 6, for

each NRINEV, the algorithm determines a set of test points needed to make the resistance inter-

val detectable at an essential Vdd setting. For this purpose, a set of LSC which fully cover the

NRINEV interval is identified. Since in most cases, more thanone set of LSCs can be used to

cover the same NRINEV, the algorithm selects the LSC set which is likely to require the least

number of test points to become detectable. The LSC selection algorithm used for this purpose

is detailed in the following section. Once all NRINEV intervals have been covered, in lines 7

and 8 an attempt is made to reduce the number of required test points by identifying test points

which can be shared among two or more selected LSCs. The algorithm then inserts the resulting

set of test points into the original netlist and invokes MVTG[Ingelsson, 2009] to generate the

test sets corresponding to the set of essential Vdd setting(s). The flow chart of this procedure is

shown in Figure3.7.
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1: Compute set of Essential Test Vdd setting(s) (Vess)
2: Compute set of NRINEV
3: for all NRINEV do
4: LSC Selection(NRINEV,Vess)
5: Determine a preliminary set of test points at the defect siteboundary for detecting the

selected LSCs
6: end for
7: Minimize set of observation points
8: Control Point Minimization ()
9: Generate Essential Vdd Test Sets for the modified netlist

10: return (netlist, T est Sets)

FIGURE 3.6: Test Point Insertion
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FIGURE 3.7: Algorithmic flow of the proposed TPI technique
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3.3.1 LSC Selection

LSC selection aims to determine a set of LSC covering a given NRINEV which is likely to

require the least number of test points4. The algorithm, illustrated in Figure3.9, uses signal

probabilities to quantify the effort required to control the logic values required by a LSC on

the corresponding nets. In our experiments, signal probabilities were determined by simulating

5000 pseudo random patterns, however other analytical methods for estimating signal proba-

bility could be used for this purpose just as well. The algorithm continues by identifying all

LSCs which expose resistance intervals fully or partially overlapping with the target NRINEV

interval. A probabilistic estimate of the controllabilityand observability (PECO) is computed

for each candidate LSC (steps 3 to 5) as follows:

PECO(LSC) = C(LSC) · O(LSC) (3.1)

where C(LSC) is a probabilistic measure of the LSC controllability and O(LSC) is a probabilistic

measure of the observability of the defect at the outputs of the gates fed by the bridge.

C(LSC) =

n
∏

i=1

(Prob(i)) (3.2)

wheren is the cumulated number of inputs of the two gates driving thebridged nets andProb(i)

is the probability of logic value required by the LSC on inputi.

O(LSC) =

m
∑

i=1

(f(X)) (3.3)

4Section2.1.1provides details of LSC data structure, which is also referred as logic fault.
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Input: NRINEV interval
Essential Vdd settingsVess

Output: Set of LSCs covering NRINEV with minimum number of required test points
1: Compute signal probabilities on all nets
2: Generate a list of LSC candidates sets which cover partiallyor completely the NRINEV at

Vess

3: for all LSC candidatesdo
4: Compute PECO(LSC)
5: end for
6: Determine the set of LSC covering NRINEV with maximum overall PECO
7: return LSC selection

FIGURE 3.9: LSC Selection

wherem is the number of gates fed by the bridged nets which propagatethe faulty value to their

outputs andf(X) is the probability that the fault effect is propagated through gateX, computed

as follows:

f(X) =

∑k
j=1

∏l
i=1 SPi,j

2l
(3.4)

wherek is the number of input combinations which propagate the fault effect to the output

of successor gateX, l is the number of inputs of gateX which are not fed by the bridge,

andSPi,j is the probability of having the value corresponding to input combinationj on input

i. For example, for a 3-input AND gate fed by the bridge (as shown in Figure3.8) there is

one input configuration which will propagate the fault (0/1)to its output out of the 4 possible

combinations on the two inputs which are not fed by the bridge. Assuming the “1” probabilities

of the inputs which are not driven by the bridge to be 0.4 and 0.7 respectively, the probability of

this gate propagating the fault to its output is(0.4∗0.7)
4 = 0.07. In this way O(LSC) provides a

probabilistic estimate to help compare various LSCs and favor the one which is likely to require

lesser number of observation points.

PECO(LSC) is then used as weight in a set covering linear programming formulation to deter-

mine the LSC set covering NRINEV which is likely to require the fewest number of test points.

At this point, the selected LSCs can be made controllable andobservable by inserting appropri-

ate test points at the defect site boundary.
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3.3.2 Preliminary Test Point Insertion at the Defect Site Boundary

The method proposed for determining the preliminary set of test points at the defect site bound-

ary for a given LSC is shown in Figure3.10. The algorithm starts by checking whether the

driving gates’ input assignments required by the LSC can be satisfied. If the required input as-

signments can be satisfied, it means there is at least one testpattern which activates the fault.

Otherwise the algorithm attempts to determine a set of control points necessary for activating

the fault (lines 2-15). This is achieved by using incremental bit-flipping on the driving gates’

input assignments until a satisfiable combination is found.The input nets corresponding to the

bit-flips in the LSC represent control point candidates and are added to the Exclusive Control

Point Candidate list (ECL). At this point (step17), the algorithm attempts to generate a test

pattern which detects LSC and returns on successful generation of a test pattern. If a test pattern

detecting the LSC could not be found, it means that although the fault can be activated, it is

not observable at the primary outputs. At this point, the following two scenarios are possible:

the faulty behavior can be observed at the output of at least one of the successor gates, or, the

faulty behavior does not propagate through any of the successor gates. In order to differentiate

between these two issues, a stimulus is generated for fault activation. This stimulus is applied

to the circuit and all the successor gates are checked to see if the faulty behavior is observable

at the output of any of these gates. If the fault is observableat the output of these gates, then

the algorithm structurally traverses the circuit and marksall the nets that observes the faulty

behavior as potential observation point candidates (step22). If the fault effect is not observable

at the output of any of the successor gates, the algorithm uses the logic values on all the nets,

set by the stimulus generated in step20of the algorithm, and identifies the successor gate which

observes the faulty value and requires the least number of control points in order to propagate it

to its output. The nets corresponding to these control points are then added to ECL. In lines 28

to 34 the algorithm repeats steps 17 to 23 to mark all the nets that observe the faulty values for

later observation point minimization, if a test pattern cannot detect the defect even after inserting

control points for observability.

3.3.3 Test Points Minimization

The TPI algorithm (Figure3.6) minimizes the number of observation points, after processing all

the NRINEV intervals. The optimum set of observation pointswill be the minimum set cover

of the nets marked as observation point candidates in lines22 and33 of Figure3.10. This is

similar to the method proposed in [Touba and McCluskey, 1996].
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Input: LSC Candidate
Bridgeb

1: for all Gates driving the bridgedo
2: if LSC input assignment not satisfiablethen
3: CPCount = 1;
4: SATISFIED = FALSE;
5: while NOT SATISFIEDdo
6: for all LSCIA = LSC input assignment with CPCount bit-flipsdo
7: if LSCIA is satisfiablethen
8: SATISFIED = TRUE;
9: add nets corresponding to bit-flips in LSCIA to ECL

10: BREAK;
11: end if
12: end for
13: CPCount = CPCount + 1
14: end while
15: end if
16: end for
17: if LSC non-redundantthen
18: return (success)
19: end if
20: Generate a stimulus to activate the fault
21: if Fault is observable at the output of the gates fed by the bridge then
22: Mark all the nets which observe the fault effect as OP candidates
23: else
24: Use the logic values set by the stimulus at the inputs of the gate
25: Identify a gate, from all the gates which see a fault, that require min. no. of CPs to

propagate the fault
26: add control point candidates to ECL
27: end if
28: if LSC non-redundantthen
29: return (success)
30: end if
31: Generate a stimulus to activate the fault
32: if Fault is observable at the output of the gates fed by the bridge then
33: Mark all the nets which observe the fault effect as OP candidates
34: end if

FIGURE 3.10: Preliminary test point identification at the defect site boundary
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1: for all NRINEV do
2: for all ec∈ ECL do
3: Compute FIC(ec)
4: end for
5: end for
6: for all pair (eci, ecj ) whereeci, ecj ∈ ECL do
7: CN(eci, ecj) = FIC(eci)

⋂

FIC(ecj)
8: VC(eci, ecj) = Find Valid CP Candidates (CN(eci, ecj))
9: end for

10: Find minimum number of CPs as a minimum set cover on{VC(eci, ecj)}
11: Insert CPs into netlist

FIGURE 3.11: Control Point Minimization

The TPI algorithm calls control point minimization algorithm in step 8 of Figure3.6, to reduce

the number of control points in the modified circuit. This is achieved by finding pairs of control

point candidate nets which can be replaced by a single control point while still achieving the

required controllability. The algorithm (shown in Figure3.11) starts by determining the fan-in

cone (FIC) sets for each net added to the ECL set in lines9 and26 of Figure3.10. FIC(ec)

consists of all nets in the fan-in logic cone ofec, starting from the primary inputs. Basically,

FIC(ec) contains all nets which may affect the logic value onec. Next, the algorithm finds the

Common Nets (CN) for the FIC of all possible pairs of nets in ECL, i.e., CN(eci, ecj ) holds the

nets which appear in both FIC(eci) and FIC(ecj). For every set of common nets CN(eci, ecj ),

the algorithm attempts to determine a list of valid candidates (VC) shown in line8, where every

valid candidate is able to provide the required controllability on (eci andecj), thus reducing two

control points to one. These valid candidates are generatedby algorithm shown in Figure3.12

(Find Valid CP Candidates) for every pair of control points in ECL. The algorithm then deter-

mines the minimum set of control points as a minimum set coverfor all VC sets. The resulting

set of control points are then inserted in the netlist.

The algorithm shown in Figure3.12starts by creating a copy of the netlist without any control

points, but with the optimized observation points at their respective locations. For every pair

of control point candidates (ecA andecB) the algorithm inserts all control points necessary to

detect LSC(A) (using information stored in ECL), with the exception ofecA andecB , where

LSC(A) is the LSC corresponding toecA. It then tries all the common nets CN(ecA, ecB), one-

by-one and attempts to generate a stimulus using both types of control points CP-1 and CP-0.

For all candidates that detect LSC(A) a tuple consisting of the net, fanout and CP-type is placed

in First Valid Candidates, FVC. The algorithm then moves to LSC(B) and repeats the above

procedure but this time it uses the members ofFVC instead of common nets’ members. It then
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Input: ecA, ecB , CN(ecA, ecB), LSC(A), LSC(B)
1: Create a copy of the original circuit
2: Insert all the CPs required by LSC(A) with the exception ofecA, ecB

3: for all cn∈ CN(ecA, ecB) do
4: for all cptype∈ CP-0, CP-1do
5: Insert a control point (cptype) at cn
6: if LSC(A) is non-redundantthen
7: FVC = FVC

⋃

{cn}
8: end if
9: end for

10: end for
11: if FVC 6= ∅ then
12: Insert all the CPs required by LSC(B) with the exception ofecA, ecB

13: for all fvc ∈ FVC do
14: Insert a control point of type cptype(fvc)
15: if LSC(B) is non-redundantthen
16: VC = VC

⋃

fvc
17: end if
18: end for
19: end if
20: return VC

FIGURE 3.12: Find Valid CP Candidates

adds all those members ofFVC which are able to detect LSC(B) toValid Candidates, VClist

and returns the list to the calling Algorithm (Figure3.11).

3.4 Experimental Results

The TPI algorithm (Figure3.6) has been validated using a experimental set up, utilizing ISCAS-

85, ISCAS-89, and ITC-99 benchmark circuits, see AppendixC for detailed description of all

benchmark designs. The sequential circuits are treated as combinational by assuming full-scan

design and only non-feedback bridges are targeted. The benchmark circuits are synthesised

using a 0.12µm ST Microelectronics gate library. Synopsys Design CompilerTM is used for

synthesis, as well as, to evaluate timing, area and power. Default options of DC are used for

synthesis without specifying any time constraints on any design. The generated netlist is then

used for test point insertion to reduce the number of test Vdd settings. All experiments are

conducted using three Vdd settings: 0.8V, 1.0V, and 1.2V. The selection of Vdd settings is similar

to a commercial microprocessor (TransMeta Crusoe TM5800) [TM5, 2009], that varies Vdd

settings from 0.9V to 1.3V and is synthesized using 0.13µm cell library. The test point insertion
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flow on the layout extracted bridge list required only a very small number of test points, only

3 out of 12 circuits required test points. This is why, an exhaustive bridge list is generated by

considering all possible pairs of nets in the netlist, up to amaximum of 10,000 pairs. This

increases the total number of bridges for all the circuits and therefore, creates more challenging

test cases than coupling capacitance based post-layout extracted bridge list. The number of

bridge locations using coupling capacitance based extraction for ISCAS designs vary from 47 to

943, for c432 and s15850 respectively using the same gate library (see Table5.4 on page129).

It should be noted that the number of extracted bridges depend on the type of gates available

in the gate library that are used during synthesis. The use ofcompound gates (with upto 9

inputs) reduces the gate count (in comparison to 2 input AND/OR gates) resulting in reducing the

number of extracted bridge locations. For the same reason, in a recent study reported inEngelke

et al.[2009] the experimental setup uses the number of gates multipliedby 10 to determine the

total number of random bridges to be considered.

All benchmarks along with their respective number of gates and total number of bridges are

shown in Table3.5. The experimental data is available at (TPI: Experimental data) [TPI, 2007]

to enable fair comparison with this work. This setup is used to conduct two sets of experiments.

The first set of experiment shows the impact of the proposed test point insertion (TPI) technique

in reducing the number of test Vdd settings and the second set of experiment demonstrate the

impact of TPI on timing, area and power (dynamic and leakage)in comparison to the original

design. The tool flow for reducing the number of test Vdd settings, using the proposed test point

insertion technique, is shown in Figure3.13. It should be noted that a new list of bridges is

generated to take in to account the additional bridge locations after inserting test points in the

original design. These additional bridge locations have a test point(s) as a driving/driven gate(s)

and should be taken in to account before generating final testset to ensure that they do not

require higher Vdd test.

3.4.1 Test Vdd Reduction Using TPI

The objective of this experiment is to show the impact of the proposed test point insertion (TPI)

technique to reduce test Vdd settings. It also shows the benefit of using control point andob-

servation point minimization algorithm to reduce the number of test points by comparing the

number of test points with the preliminary version of this work published in [Ingelsson et al.,

2007].

Table3.6 shows the number of test Vdd setting(s) required to achieve 100% fault coverage in

the original design and after inserting test points using the proposed TPI technique. As can be
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TABLE 3.5: Benchmarks
ISCAS-85 and ISCAS-89

CKT. # Gates Total Bridges

c1355 226 6,563

c1908 205 7,986

c2670 269 10,000

c3540 439 10,000

c7552 731 9,998

s344 62 469

s382 74 1,146

s386 63 1,625

s838 149 5,737

s5378 578 9,933

s9234 434 10,000

s13207 1064 10,000

s15850 1578 10,000

ITC-99

Ckt # Gates # Bridges

b01 26 142

b02 15 33

b03 63 350

b04 208 7,228

b05 315 10,000

b06 33 203

b07 170 6,447

b08 86 1,350

b09 75 729

b10 88 1,923
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FIGURE 3.13: Tool flow of the proposed TPI technique

seen, the proposed TPI technique has reduced the number of test Vdd settings to single Vdd for

10 designs and two Vdd settings for 10 designs. This is achieved without affectingthe fault

coverage of the original test. It is only for s9234 where the number of test Vdd settings could not

be reduced, this is because it has bridges with highest critical resistance at all three test voltages,

i.e., they are all essential. The number of control and observation points added to each design is

also shown in Table3.6. It should be noted that total number of test points (including OPs and

CPs) are ten or less for a large majority of circuits, it is only in case of c2670, s838 and b05 that

additional test points are used. For all designs, on averageTPI has added 6.7% additional gates.

The number of test points used by the proposed TPI technique is next compared with an earlier

TPI implementation that was published in [Ingelsson et al., 2007]. The TPI implementation

in [Ingelsson et al., 2007] does not use any minimization algorithm for control and observation

points. This comparison is shown in Table3.7 for all the circuits presented in [Ingelsson et al.,

2007]. It can be noticed that the number of control points have reduced by more than 40% and

this effect is even more pronounced for c1908. Similarly it achieves more than 66% reduction in

the number of observation points, for the same set of circuits and bridge list. This clearly shows

the effectiveness of test point minimization algorithms shown in Figure3.6.
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TABLE 3.6: Results of Test Point Insertion algorithm

ISCAS-85 and ISCAS-89 Benchmarks

Vdd(s) Vdd(s) Total

Design bf TPI af TPI CP(s) OP(s) Test Point(s)

c1355 0.8v, 1.2v 0.8v 6 0 6

c1908 *All 0.8v, 1.2v 2 1 3

c2670 All 0.8v, 1.2v 19 0 19

c3540 All 0.8v, 1.0v 6 1 7

c7552 0.8v, 1.2v 0.8v 0 1 1

s344 All 0.8v 5 0 5

s382 All 0.8v, 1.2v 7 2 9

s386 All 0.8v, 1.0v 9 1 10

s838 All 0.8v, 1.0v 26 11 37

s5378 All 0.8v, 1.0v 5 1 6

s9234 All All 0 0 0

s13207 All 0.8v, 1.0v 3 0 3

s15850 All 0.8v, 1.0v 3 0 3

ITC-99 Benchmarks

Vdd(s) Vdd(s) Total

Design bf TPI af TPI CP(s) OP(s) Test Point(s)

b01 All 0.8v 1 0 1

b02 1.2v, 0.8v 0.8v 2 0 2

b03 0.8v 0.8v 0 0 0

b04 All 0.8v 1 3 4

b05 All 0.8v 30 12 42

b06 0.8v 0.8v 0 0 0

b07 All 1.2v 0.8v 10 0 10

b08 All 0.8V 6 2 8

b09 1.2v, 0.8v 0.8V 2 0 2

b10 All 0.8V 5 0 5

*All = 0.8v, 1.0v, 1.2v
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TABLE 3.7: Comparison of the number of test points

Total CP(s) Total OP(s)

Design TPI* TPI Alg. 3.6 TPI TPI Alg. 3.6

c432 2 3 2 1

c499 0 0 0 0

c880 2 2 0 0

c1355 10 6 3 0

c1908 8 2 1 1

Total 22 13 6 2

*TPI technique presented in an earlier version of

this work in [Ingelsson et al., 2007]

The fault coverage achieved at single voltage setting (0.8V) is shown in Table3.8, which can

be used to understand the trade-off between test cost and fault coverage. The table shows fault

coverage at 0.8V after inserting test points for all the circuits. As can be seen, the TPI achieves

very high fault coverage at 0.8V for a large majority of designs, which means that small number

of test patterns are generated at other voltage settings (1.0V and 1.2V) after inserting test points.
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TABLE 3.8: Fault coverage at 0.8V after inserting Test Points

ISCAS-85 and ISCAS-89 Benchmarks

CKT. Fault coverage at 0.8V

c1355 100%

c1908 99.99%

c2670 99.99%

c3540 99.37%

c7552 100%

s344 100%

s382 99.99%

s386 99.69%

s838 99.99%

s5378 99.99%

s9234 90%

s13207 84.62%

s15850 89.54%

ITC-99 Benchmarks

CKT. Fault coverage at 0.8V

b01 100%

b02 100%

b03 100%

b04 100%

b05 100%

b06 100%

b08 100%

b09 100%

b10 100%
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FIGURE 3.14: Impact of TPI on timing in comparison with the originaldesign.

3.4.2 Impact on Timing, Area and Power

The second set of experiment compares timing, area and power(dynamic and leakage) of the

proposed TPI technique with the original design. Figure3.14shows the timing comparison. As

can be seen, the proposed TPI technique has a negative effecton timing when compared to the

original design. This is because of the test points insertedin the critical path. For example, in

case of s386, TPI has inserted 1 test point, and converted a non-critical path into a critical path

resulting in increased timing. Similarly, comparison of area overhead is shown in Figure3.15for

the two designs. The proposed TPI technique results in a higher area overhead in comparison to

original designs for all circuits, which is because of additional test points. Finally, comparison

of dynamic and leakage power is shown in Figure3.16and Figure3.17respectively. It can be

seen that the proposed TPI technique increases the power budget in comparison to the original

design. High power consumption of the TPI is because of additional switching activity, load

capacitance and leakage power of added test points.
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FIGURE 3.15: Impact of TPI on area in comparison with the original design.
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FIGURE 3.16: Impact of TPI on dynamic power in comparison with the original design.
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FIGURE 3.17: Impact of TPI on leakage power in comparison with the original design.

3.5 Concluding Remarks

Low power consumption and low cost manufacturing test are key constraints in today’s com-

petitive microelectronics industry. The employment of multi-Vdd design presents a number of

challenges that need to be addressed to achieve high test quality at low cost. This chapter has

addressed one of these challenges through test point insertion technique which can be employed

to reduce the number of Vdd settings required during test without affecting the test quality.

This is the first investigation that addresses test cost reduction through minimizing the number

of test Vdd settings for multi-Vdd designs. It demonstrates that test point insertion (TPI) can be

used to reduce the number of Vdd settings during test, without affecting the fault coverageof the

original test, thereby reducing test cost. Test points are used to provide additional controllability

and observability at the fault-site to detect NRINEV intervals at essential Vdd, which are other-

wise redundant (at essential Vdd) and therefore help reducing the number of test Vdd settings.

A drawback with the TPI technique is that it does not guarantee a single Vdd test and resulted

in more than one test Vdd setting for many designs. Other than that TPI has some well-known

limitations (not limited to the proposed work) that to increase the fault coverage and to reduce

test cost it may be necessary to introduce extra overhead on timing, area and power as is the case
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with [Abramovici et al., 1998, Touba and McCluskey, 1996, Pomeranz and Reddy, 1998] and

demonstrated by the second experiment discussed in this chapter, Figure3.14to 3.17.

This chapter sets what is possible in terms of reducing test cost of multi-Vdd designs with bridge

defects, by using a novel test point insertion technique. The next chapter aims to improve it

further by targeting resistive bridges that cause faulty logic behavior, to appear at more than one

test Vdd setting, and uses gate sizing (GS) to expose the same physical resistance of the bridge

to minimize test cost.



Chapter 4

Test Cost Reduction Using Gate Sizing

4.1 Introduction

Resistive bridging faults (RBF) represent a major class of defects for deep submicron CMOS

and can constitute 50% or more, of total defect count [Ferguson and Shen, 1988]. A bridge is

defined as an un-wanted metal connection between two lines ofthe circuit, which may deviate

the circuit from its ideal behavior. Resistive bridges havereceived increased attention on model-

ing, simulation and test generation [Renovell et al., 1996, Sar-Dessai and Walker, 1999, Engelke

et al., 2004, 2006b, Renovell et al., 1999, Maeda and Kinoshita, 2000, Chen et al., 2005, Engelke

et al., 2006a, Ingelsson, 2009]. Typically, a multi-Vdd design has a set of discrete supply voltage

settings it can switch between depending on the current workload and power saving mode [Keat-

ing et al., 2007]. Manufacturing test needs to ensure that such a design operates correctly over

the entire set of supply voltage settings, while keeping theoverall cost of test low.

It has been shown in [Engelke et al., 2004] and more recently in [Ingelsson, 2009] that the fault

coverage of a test set targeting RBF can vary with the supply voltage used during test. This

means that, depending on the operating Vdd setting, a given RBF may or may not affect correct

operation of the design. Consequently, to ensure high faultcoverage for a design that needs to

operate at a number of different Vdd settings, it is necessary to perform testing at more than one

Vdd to detect faults that manifest themselves only at particular Vdd. It was shown in [Ingelsson,

2009] that the majority of circuits (8 out of 12) require testing at more than one voltage setting

to achieve 100% fault coverage, which means that the ATE (Automatic Test Equipment) will

have to switch between different voltage settings to apply the test. Switching between different

85
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Vdd settings during test is not desirable and can impact the costof test. Therefore it is important

to reduce the number of test Vdd settings to one Vdd leading to reduction in test cost.

The only investigation that addresses test cost reduction through minimizing the number of test

Vdd settings for multi-Vdd designs has been presented in Chapter3 and published in [Khursheed

et al., 2008]. It demonstrates that test point insertion (TPI) can be used to reduce the number of

Vdd settings during test, without affecting the fault coverageof the original test, thereby reducing

test cost. A drawback with the TPI technique (Chapter3) is that it does not guarantee a single

Vdd test and usually results in more than one test Vdd setting. In this chapter, a more effective

technique is proposed for reducing test cost of multi-Vdd designs with bridge defects. It targets

resistive bridges that cause faulty logic behavior, to appear at more than one test Vdd setting,

and uses gate sizing (GS) to expose the same physical resistance of the bridge at a single test

Vdd. The number of test voltages is then reduced, minimizing test cost. This chapter provides

experimental results to show that unlike TPI, it is possibleto achieve single Vdd test without

affecting the fault coverage of the original test.

In this chapter, a gate sizing technique is presented with two different algorithms to identify

bridges requiring multiple Vdd settings for detection. The first algorithm isDeterministicthat

utilizes only SAT-based test generation procedure [Ingelsson, 2009] to identify bridges that re-

quire multiple Vdd settings for detection and marks their driving gates for replacement. The

second algorithm isProbabilistic that is motivated by an observation discussed in [Ingelsson,

2009] that SAT-based test generation can take up to 71% of total time inside SAT engine and

attempts to reduce the number of times SAT engine is invoked thereby reducing computation

time. These two algorithms present a trade-off between accuracy and speed; experimental re-

sults show an improvement of up to 50% in computation time. This chapter also evaluates,

the impact on timing, area and power of the proposed technique, and comparison with the TPI

shows that the proposed gate sizing technique performs better in terms of these three parameters.

In comparison to the original design, the proposed technique has minimal impact on area and

power, while timing has improved for many designs.

The chapter is organized as follows: Section4.2gives an overview of resistive bridge behaviour

in multi-Vdd design. The motivation for using gate sizing to reduce the number of test Vdd

settings is discussed in Section4.3. Section4.4 presents the proposed gate sizing technique.

Experimental results are reported in Section4.5, and Section4.6concludes the chapter.
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FIGURE 4.1: Bridge fault example and its behaviour in analog and digital domain

4.2 Preliminaries

To explain the proposed gate sizing technique, it is necessary to discuss some concepts related

to resistive bridging faults and their behavior in the context of multi-Vdd designs. In this section,

the behaviour of resistive bridge is briefly discussed, followed by an example to show, why TPI

may not achieve single Vdd test for all designs, as demonstrated by the experimental results

presented in Chapter3.
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A typical bridge fault behavior is illustrated in Figure4.1. Figure4.1-A shows a resistive bridge,

D1 and D2 are the gates driving the bridged nets, while S1, S2 and S3 are successor gates; the

output of D1 is driven high and the output of D2 is driven low. The dependence of the voltage

level on the output of D1 (VO) on the equivalent resistance of the physical bridge is shown in

Figure4.1-B (based on Spice simulation with 0.12µm library). To translate this analog behavior

into the digital domain, the input threshold voltage levelsVth1 andVth2 of the successor gates

S1 and S2 have been added to theVO plot. Each interval[Ri, Ri+1] shown in Figure4.1-B,

corresponds to a distinct logic behavior occurring at the bridge fault site. This distinct logic

behavior at the fault site is referred to asLogic Fault (or LSC as discussed in Sec.2.1.1) and

constitutes the following: boolean input to driving gates,resistance range coverage, Vdd setting

and boolean values interpreted by driven inputs of successor gates.

Next, an explanation is provided to understand why test point insertion (TPI) does not guarantee

single Vdd test for all designs, as demonstrated by experimental results presented in Chapter3.

Test points are used to provide additional controllabilityand observability at the fault-site to

detect NRINEV1 (Non-Redundant Intervals at Non-Essential Vdd) intervals at essential Vdd,

which are otherwise redundant (at essential Vdd) and therefore help reducing the number of

test Vdd settings. TPI has shown reduction in the number of test Vdd setting(s) but it has some

limitations. Experimental results presented in [Khursheed et al., 2008] show that the TPI is

unable to reduce to single test Vdd for the majority of circuits (10 out of 13 circuits require more

than one test Vdd). This is because TPI cannot reduce the number of test Vdd setting(s) below

the number of essential Vdd setting(s). This can be understood from the following explanation.

In Figure4.1-A, the gates used for driving the bridge (D1, D2) and the driven gates (S1, S2, S3)

influence the number of essential Vdd setting(s) in a circuit. For the same circuit, assume that

D1 is driving high and D2 is driving low, the output of D2 (V1) on the equivalent resistance of

the physical bridge is shown in Figure4.2, which shows that higher resistance range is covered

at 1.2V (non-preferred test Vdd) than at 0.8V (preferred test Vdd) asR1.2V > R0.8V . This means

that 1.2V becomes essential test Vdd and TPI has to include it for 100% fault coverage, as the

resistance range covered at 1.2V cannot be covered at 0.8V. The TPI has some limitations (not

limited to the technique proposed in Chapter3) that to increase the fault coverage and to reduce

test cost it may be necessary to introduce extra overhead on timing, area and power as is the case

with [Abramovici et al., 1998, Touba and McCluskey, 1996, Pomeranz and Reddy, 1998].

1The concept of NRINEV is discussed in detail in Section3.1.
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FIGURE 4.2: Resistance range detection at different voltage settings

4.3 Impact of Gate Sizing on Test Vdd Reduction

Gate sizing has been used to enhance timing performance of designs and more recently to tackle

soft error rate in logic circuits [Zhou and Mohanram, 2006]. It was shown in [Rodriguez-

Montanes et al., 2006] that bridges driven by gates with equal drive strength are likely to be

detected at higher Vdd settings. We investigate the effect of gate sizing on the behavior of re-

sistive bridging faults, and how it can be used to propagate faulty behavior, such that a higher

physical resistance is exposed at a single Vdd setting (thereby reducing the number of essential

test Vdd settings to one). The limitations of TPI can be addressed by adjusting the driving gates

(D1, D2) or driven gates (S1, S2, S3) at the fault-site. The driving/driven gates can be adjusted

by two approaches, which include the following:

• Modifying logic threshold of driven gates,

• Modifying drive strength of driving gates.

4.3.1 Modifying Logic Threshold of Driven Gates

In this case, the logic threshold of the driven gate is adjusted such that a higher resistance range

is detectable at the lowest Vdd setting. This observation is further elaborated in Figure4.3, where

the logic threshold of the same gate inputs as for Figure4.2, is reduced by gate-sizing. Therefore,

the highest resistance interval is exposed at the lowest Vdd setting sinceR0.8V > R1.2V , which

facilitates test generation at the lowest Vdd setting.
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FIGURE 4.3: Resistance range detection after adjusting logic thresholds of the driven gates

The logic threshold can be adjusted by altering the width/length of the PMOS/NMOS transistor

connected to the particular gate input, or by using the body bias effect. For an inverter it is given

by [Weste and Eshraghian, 1994]:

Vin =
VDD + Vtp + Vtn

√

βn

βp

1 +
√

βn

βp

(4.1)

where,Vin is the voltage at the input of the gate,VDD is the supply voltage,Vtp is the threshold

voltage of the PMOS transistor,Vtn is the threshold voltage of the NMOS transistor.

β = µCox

(

W

L

)

(4.2)

where,β is the MOS transistor gain factor,µ is the effective surface mobility of the carriers,

Cox is the gate oxide capacitance. From (4.1), it can be seen that a variation inWp andWn

can alter the logic thresholds of a given gate input. This observation was used to conduct some

experiments using 0.12µm ST Microelectronics library. The transistor widths (connected to the

gate input of interest) are varied to reduce the logic threshold, while operating at 0.8V Vdd. For

all the considered cases, the targeted change in logic threshold was -80 mV or less to detect the

fault at the lowest Vdd setting, as that exposes higher resistance at the lowest Vdd setting. The

resultant widths for some of the transistors are shown in Table 4.1, where the first column shows

the gate for which the logic threshold is varied, followed bythe(Wp/Wn) ratios of the original

design and that of the re-designed gates. The last column shows the difference in logic thresholds
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TABLE 4.1: Transistor width modification for altering logic threshold

Gate (Input) Wp/Wn * Logic Th. Diff.

Original Re-designed @ 0.8V Vdd

4 Input NAND (C) 0.64/0.46 3.09/0.24 -80 mV

4 Input NAND (B) 0.64/0.46 5.22/0.24 -100 mV

5 Input AND-NOR (B) 0.94/0.64 6.79/0.24 -140 mV

* Width is in µm

as a result of gate-sizing. It can be seen that for all the cases the ratio between(Wp/Wn) is much

higher than usually suggested design rule ratio of(Wp/Wn) ≈ 1.5−2.5 [Weste and Eshraghian,

1994]. The ratios (in Table4.1) result in unbalanced charging/discharging time (tphl andtplh)

and violate design rules. For these reasons, modification oflogic thresholds of the driven gates

is not further considered to achieve single Vdd test. Body biasing to vary the logic threshold

was also examined but preliminary examination did not provide sufficient variations. For the

cases considered, it resulted in≈ 20 mV variation in logic threshold (operating at 0.8V Vdd)

at the targeted gate input. Therefore logic threshold modification either by changing (width,

length) ratios or by body biasing did not provide sufficient change in logic threshold voltages,

and therefore these two methods are not pursued further to achieve single Vdd test.

4.3.2 Modifying Drive Strength of Driving Gates

The drive strength of the gates driving the bridged nets can be adjusted to increase the voltage

on the bridged nets (V1 Figure4.1-A, where D1 is driving high and D2 is driving low). This

increase in voltage level can help expose higher resistanceat the lowest Vdd setting thereby

reducing the number of essential Vdd settings; additionally it can also be used to cover NRINEV

(Non-Redundant Interval at Non-Essential Vdd) intervals at the lowest Vdd setting. This concept

is illustrated in Figure4.4, which shows the same pair of bridged nets as Figure4.2, i.e., the

logic thresholds of the driven gates remain the same. It can be seen that the voltage levelV1

has increased such thatR0.8V > R1.2V , as a result of increasing the drive strength of the gates

driving the bridge. This means that during test pattern generation, logic fault at 0.8V will be

targeted leading to single Vdd test.

The drive current of an NMOS transistor operating inactive region is [Weste and Eshraghian,

1994].
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FIGURE 4.4: Resistance range detection after adjusting the drive strength of the gates driving
the bridge

Ids = β

[

(Vgs − Vt) Vds −
V 2

ds

2

]

(4.3)

where,Ids is the drain-source current,β is the gain factor expressed by (4.2), Vgs represents the

gate-source voltage andVt is the transistor threshold voltage.

From4.3, it can be observed that the drive currentIds is directly proportional to the gain factor

β (in saturation and active modes), which in turn is directly proportional to theW/L of the tran-

sistor. Thus replacing a gate with another having higher value ofβ (for transistors feeding the

output) results in higher drive strength. This is feasible since, different versions of functionally

equivalent gates are usually available in the gate library.

An experiment is conducted to analyze the impact of increasing drive strength of gates driving

the bridged nets on resistance coverage of bridge defects. For this purpose 10 circuits were

synthesized using 0.12µm STMicroelectronics gate library and Synopsys design compiler. A

fault simulator and test pattern generator from [Ingelsson, 2009] is used to determine the de-

tectable resistance range at three Vdd settings, i.e., 0.8V, 1.0V, and 1.2V. For each design, a

bridge is inserted at a location that requires one or more Vdd setting for complete resistance

coverage; unique resistance range at each Vdd setting is recorded that is not detectable at other

Vdd settings. This is followed by replacing the gate with another having higher drive strength

and repeating the procedure to determine the change in resistance coverage at each Vdd setting.

The results are shown in Table4.2. As can be seen, the resistance range for all the circuits has

increased and for each design, 0.8V Vdd setting alone covers maximum resistance range, which
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TABLE 4.2: Resistance range coverage at 3 different Vdd settings by increasing the drive
strength of gates driving the bridge

Before Gate Sizing After Gate Sizing

Ckt 1.2V (Ω) 1.0V (Ω) 0.8V (Ω) 0.8V (Ω)

ISCAS-85 Benchmarks

c432 0-1 kΩ 0-4.3 kΩ

c1355 0.9-1.3 kΩ 0-1.2 kΩ 0-4.5 kΩ

c1908 0-1.8 kΩ 0-6.3 kΩ

c2670 0.2-0.5 kΩ 0-0.4 kΩ 0-3.4 kΩ

c3540 0-0.6 kΩ 0-3.3 kΩ

ITC-99 Benchmarks

b01 0.9-1.1 kΩ 0.8-1 kΩ 0-0.9 kΩ 0-4.3 kΩ

b02 0.5-1.5 kΩ 0-1.3 kΩ 0-4.6 kΩ

b03 0-7.3 kΩ 0-7.9 kΩ

b04 1.8-2.2 kΩ 2.2-2.6 kΩ 0-1.3 kΩ 0-8.3 kΩ

2.9-3.3 kΩ

b05 0-0.8 kΩ 0-1.7 kΩ

is not covered at any other Vdd setting. For instance, a bridge in the design c2670 covers 0 to

0.4 kΩ at 1.0V and 0.2 to 0.5 kΩ at 1.2V in original design. After increasing the drive strength of

the driving gate the resistance range at 0.8V increased substantially from 0 to 3.4 kΩ; resistance

coverage at 1.2V is covered completely at 0.8V and this is whyit is not shown in the table. A

similar trend is observed for the rest of the benchmarks shown in Table4.2.

From this experiment two key observations are made:

• The detectable resistance range of a bridge defect can be increased by increasing the drive

strength of driving gate. This is further shown in Figure4.5, which shows higher defect

resistance range is covered by replacing a gate (driving high, D1 as in Figure5.1) with

higher drive strength gateIds2, which is greater thanIds1,

• This increase is much higher at 0.8V than other voltage settings and for all the cases 0.8V

alone captures the unique detectable resistance range.

These observations are exploited by the proposed gate sizing technique to achieve single Vdd

test.
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FIGURE 4.5: Higher drive strength results in increasing the covered resistance range of a bridge
defect at same Vdd setting

4.4 Proposed Technique for Single Vdd Test

This section presents two gate sizing algorithms to reduce the number of test Vdd setting(s) for

resistive bridge defect. Both algorithms consist of two phases: gate(s) identification and re-

placement, during which they identify the gates that shouldbe replaced (for single Vdd test),

followed by test generation phase on the modified circuit to achieve single Vdd test set. The pro-

cess of gate identification for replacement distinguishes the two proposed algorithms. The first

algorithm capitalizes on test generation method from [Ingelsson, 2009] to identify bridges that

require more than one Vdd setting for complete fault coverage and is referred to as theDeter-

ministic Algorithm. The second algorithm is based on a probabilistic method to identify bridge

location(s) that may need more than one Vdd setting and is referred to as theProbabilistic Al-

gorithm. The two algorithms show a trade-off between accuracy and speed as discussed in

Section4.5.

4.4.1 Deterministic Algorithm

TheDeterministic Algorithm2 (DA) is briefly described. It is included because theProbabilistic

Algorithm (PA) uses the same flow and the two algorithms are compared in Section4.5demon-

strating the trade-off between accuracy and speed.

2This algorithm was presented in our earlier publication in DATE 2009 and can be downloaded from
http://eprints.ecs.soton.ac.uk/17047.
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The algorithm (Figure4.6) starts by test generation (test generation follows the method pre-

sented in [Ingelsson, 2009]) and marks all the bridges, which require test generation at higher

than the lowest Vdd setting. All such bridges are placed inTargetBridgeList and all the

driving gates of the respective bridges are marked as potential candidates for gate replacement.

The algorithm then solves a minimum set covering problem that identifies the minimum num-

ber of driving gates, such that all the bridges are covered. The selected gates are placed in

minGatesList (step-2). The algorithm then takes each selected gate inminGatesList and

replaces it with another having higher drive strength from the gate library (step3-5). After up-

dating the netlist, the algorithm generates a test set considering complete bridge list and finally

returns with an updated netlist and a new test set.

Input: Netlist
Output: Test Set, Modified Netlist

1: ComputeTargetBridgeList by running test generation using the netlist
// Mark the bridges that require test at additional
// voltage setting(s)

2: Compute minimum number of driving gatesminGatesList across complete
TargetBridgeList by solving a minimum set cover

3: for all minGatesList do
4: Replace the selected gate with another having higher drive strength.
5: end for
6: Generate Test Set for the modified netlist using complete bridge list.
7: return (Modified netlist, T est set)

FIGURE 4.6: Deterministic Algorithm

4.4.2 Probabilistic Algorithm

This algorithm reduces run time to identify bridge locations for gate replacement. An experi-

ment conducted using 12 different ISCAS-85 and ISCAS-89 benchmarks and the SAT-based test

generator [Ingelsson, 2009] used in this work show that on average, 49% of total time spent dur-

ing test generation is taken by the SAT engine [zChaff, 2007], and it can take as much as 71%

of total time [Ingelsson, 2009]. The SAT-solver has exponential worst-case complexity [In-

gelsson, 2009] and therefore the purpose of theProbabilistic algorithm is to restrict its usage

thereby reducing run time. In theDeterministic Algorithmbridge locations for gate replacement

are identified by invoking test generator [Ingelsson, 2009] in step-1, as shown in Figure4.6.

The Probabilistic Algorithm(PA) aims at reducing run time by selectively using the test gen-

erator (and therefore SAT-solver) and does not use it by default. The PA is invoked as step-1
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of gate sizing technique (to computeTargetBridgeList) without affecting rest of algorithmic

flow, shown in Figure4.6.

As discussed in Section4.2, a bridge defect consists of a number of logic faults at each Vdd

setting; all logic faults per bridge constitute its fault domain. Since bridges requiring higher Vdd

settings for detection are only targeted for gate replacement, the probabilistic algorithm catego-

rizes the Vdd setting of each bridge location, which is used to decide whether gate replacement

is required or not. Each bridge location is categorized by computing the probability of detecting

logic faults at higher Vdd settings in comparison to those at the lowest Vdd setting. Therefore, a

bridge with higher probability of fault detection at the lowest Vdd setting is not targeted for gate

replacement. Probability based categorization and comparison of logic faults reduces the need

of invoking test generator, thereby speeding up the gate sizing technique.

This is achieved by assigning a detection value (DV) to each logic fault in the fault domain that

represents the probability of fault detection. It is assigned by computing probability of fault

activation and fault effect observation at the output of gates fed by the bridge. It also takes into

account the observability of a net by measuring minimum distance of each net from primary out-

put(s) [Chandra and Patel, 1989]. The categorization of bridge defect to a specific Vdd is shown

in Figure4.7. It shows Vdd specific logic faults, with respective resistance range anddetection

value, whereDV ∈ [0, 1]. Figure4.7-a shows all logic faults of a bridge, including one at the

highest Vdd setting (black bar) and the lowest Vdd setting (gray bar) with their respective DV. As

can be seen, the resistance range covered at the highest Vdd setting has lower DV than 3 over-

lapping logic faults at the lowest Vdd setting. It means that the probability of this bridge to be

detected at the highest Vdd setting is 3 times lower than that of the lowest Vdd setting. Similarly,

a bridge resistance at the highest Vdd is shown in Figure4.7-b, which shows the complete resis-

tance range overlap by 2 logic faults, each with higher and lower DV, at the lowest Vdd setting.

The Probabilistic algorithm uses this type of comparison toease bridge identification (requiring

gate replacement) without invoking computationally expensive test generator [Ingelsson, 2009].

Since logic circuits have different depths, topologies anddesign styles, a challenge is to establish

a generic set of criteria to categorize bridges according totheir Vdd setting – more importantly

the criteria should hold on a wide variety of benchmarks and cover the worst case scenario

for each design. For this reason, we performed a detailed analysis using 23 benchmarks, with

various gate counts, design styles (ISCAS 85, 89 and ITC 99) and in total more than 110,000

bridge locations. After detailed analysis, a set of criteria is formulated to categorize a bridge to

the lowest Vdd test setting. A bridge is referred to asLow Vdd Bridge, if its resistance ranges

across all logic faults at higher Vdd settings are completely overlapped by those at the lowest

Vdd setting, using one of the following criteria:
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FIGURE 4.7: Logic faults comparison using probability based detection value

1. Resistance range at higher Vdd is covered by at least 3 logic faults, at the lowest Vdd

setting, with higher detection value, as shown in Figure4.7-a.

2. Resistance range is covered by 2 logic faults with higher detection value, AND at least 2

logic faults with lower detection value, as shown in Figure4.7-b.

3. Resistance range covered by 1 logic fault with higher detection value, AND at least 15

logic faults with lower detection value.

4. Resistance range covered by at least 20 logic faults with lower detection value.

The above listed criteria is developed after detailed experimentation using benchmarks shown

in Table4.3. The number of overlapping logic faults represent the worstcase scenario over all

bridges per design. It is used by the algorithm to cover a subset of bridges requiring the lowest

Vdd test. Such bridge locations do not need gate replacement andtherefore reduce the number

of calls to the SAT-solver made by the test generator. The rest of the bridges are categorized

as Gray Zonebridges as they may need gate replacement to achieve single Vdd test. Only

for these bridges, the algorithm uses test generation to determine the exact Vdd test setting

for detection of each such bridge. As a result of test generation, the Gray Zone bridges are

categorized as either requiring High Vdd or Low Vdd test for detection. The above list of criteria

serves as a useful filter to distinguish the bridges requiring High Vdd test and results in speeding

up the process of gate identification for replacement by reducing the use of test generator.
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To further evaluate the above criteria, experiments were conducted, using benchmarks shown

in Table4.3, with higher limits on the number of overlapping logic faults. In all cases, the ex-

periments resulted in only converting Low Vdd bridges to Gray Zone bridges, without affecting

those requiring High Vdd test. This and the above mentioned reasons indicate that thedeveloped

set of criteria for bridge identification, employed by theProbabilistic algorithm, is expected to

hold on other benchmarks just as well. However, there is still a non-zero probability of miss-

ing out a bridge (Gray Zone bridge identified as low Vdd) in another experimental setup. Such

corner cases will be identified by step-6 of the algorithm presented in Figure4.6resulting in an

additional iteration of the algorithm.

The Probabilistic Algorithm (PA) is shown in Figure4.8. It uses signal probabilities to quantify

the effort required by a logic fault for detection. In our experiments, signal probabilities are cal-

culated by simulating pseudo-random patterns, however other analytical methods for estimating

signal probability can be used for this purpose just as well.In a given circuit, signal probabil-

ity per net is found by assigning a probability of 1(0) by carrying out logic simulations on the

circuit using pseudo-random test patterns, until the probability of 1(0) do not change in last 200

iterations on any net. The number of iterations (200) is found by experimenting with different

number of iterations from 50 to 300, and with 200 iterations,probability values are stable for

all benchmarks. In step-3 of PA (Figure4.8), the algorithm generates all logic faults per bridge

and in step-4, it removes non-unique logic faults that are completely covered by identical logic

fault at another Vdd setting. Two logic faults at different Vdd settings are identical if the input

assignments to gates feeding the bridge are same along with the logic values interpreted by gates

driven by the bridge. Such logic faults are distinguished byresistance range and Vdd setting at

which it appears. This step reduces total candidate logic faults and is used to speed up the search

and bridge categorization process. A probabilistic estimate of controllability and observability,

referred to as detection value DV(LF), is computed for each candidate logic fault (steps 5 to 7)

as follows:

DV (LF ) = C(LF ) · O(LF ) (4.4)

where C(LF) is a probabilistic measure of the logic fault controllability, O(LF) is a probabilistic

measure of observability of the fault at the outputs of gatesfed by the bridge

C(LF ) =

n
∏

i=1

(Prob(i)) (4.5)

wheren is the cumulative number of inputs of the two gates driving the bridged nets andProb(i)

is the signal probability of logic value required by the LF oninput i
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Input: Netlist, Bridge locations
Output: Categorize all bridge locations to either of the two categories: Low Vdd, High Vdd

1: Compute signal probabilities on all nets
2: for all Bridge locationsdo
3: Generate a list of logic faults candidates at each Vdd setting
4: Retain unique logic faults at all Vdd settings
5: for all LF candidatesdo
6: Compute DV(LF)
7: end for
8: Sort all logic faults using their respective DV(LF)
9: Categorize bridge location to either Low Vdd or Gray Zone

10: Invoke test generator for Gray Zone Bridge and categorize itas either High Vdd or Low
Vdd Bridge

11: Update(TargetBridgeList)
12: end for
13: return (TargetBridgeList)

FIGURE 4.8: LF Ranking and Bridge Categorization of PA
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FIGURE 4.9: Observability calculation

O(LF ) =

m
∑

i=1

(f(X)) · Gi

D(PO)i
(4.6)

wherem is the number of gates fed by the bridged nets, which propagate the faulty value to their

outputs,G is the number of gates fed by each such gate, andD(PO) is the minimum distance

of fault observing gate fed by the bridge from primary output(s). f(X) is the probability that

the fault effect is propagated through gateX, computed as follows:
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f(X) =

∑k
j=1

∏l
i=1 SPi,j

2l
(4.7)

wherek is the number of input combinations which propagate the fault effect to the output of

successor gateX, l is the number of inputs of gateX which are not fed by the bridge, and

SPi,j is the probability of having the value corresponding to input combinationj on input i.

For example, a 3-input AND gate fed by the bridge (as shown in Figure4.9) there is one input

configuration which will propagate the fault (0/1) to its output out of the 4 possible combinations

on the two inputs which are not fed by the bridge. Assuming the“1” probabilities of the inputs

which are not driven by the bridge to be 0.4 and 0.7 respectively, the probability of this gate

propagating the fault to its output is(0.4∗0.7)
4 = 0.07.

Logic faults are sorted using their respectiveDetection Value(DV), and are then categorized

into two different categories (Low Vdd or Gray Zone) using the above mentioned set of criteria

(Figure4.7). For bridges that falls into “Gray Zone”, test generator [Ingelsson, 2009] is invoked,

which identifies exact Vdd setting of each bridge location in Gray Zone. Bridges requiring

higher Vdd test are marked byTargetBridgeList, and this process is repeated for all bridge

locations. Finally the PA returns to step-2 of the algorithmshown in Figure4.6 with updated

TargetBridgeList that is used to compute minimum number of gates for replacement using

set covering technique.

It should be noted that the minimum set covering technique (step-2, Figure4.6) is useful for area

minimization and has shown positive results for almost all the cases considered. However, in a

few cases (less than 10), increasing the drive strength of a gate may make the fault redundant

(un-detectable) at all Vdd settings. This is explained using Figure4.10, which shows a fault-site
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with driving gates D1 (driving high), D2 (driving low) whileS1 and S2 are successor gates.

Consider Figure4.10-A and assume that the output of D1 is a weak “1” and the output of D2

is a strong “0”. This results in S1 reading a faulty logic value at its input (shown as 1/0), while

S2 reads the correct logic value in both good/faulty circuits. Furthermore, assume that the fault

effect is propagated to the primary output via S1 and resultsin test generation at a non-desired

voltage setting. Now consider Figure4.10-B, which shows that gate D1 is selected by the

minimum set cover and is replaced by a gate with higher drive strength. Due to this change in

drive strength, D1 outputs a strong “1” and D2 outputs a weak “0”, which results in S2 reading a

faulty logic value (shown as 0/1) but this faulty logic valuedoes not reach the primary output and

therefore the fault becomes un-detectable. In such cases, the drive strength of both the driving

gates (D1 and D2) is adjusted, such that higher resistance isexposed at the lowest Vdd setting

(Figure4.4) while ensuring that the fault is detectable. Therefore it is worth mentioning that for

a few bridges, gate replacement and test generation may be repeated for fault detection at the

lowest Vdd setting.

4.5 Experimental Results

The experimental setup used to validate the proposed gate sizing technique is similar to the one

used to validate TPI (Chapter3), which is briefly discussed next.

The proposed technique for reducing test Vdd settings is validated using ISCAS’85, ’89 and ITC

99 full scan circuits, see AppendixC for detailed description of all benchmark designs. The

benchmark circuits are synthesized using ST Microelectronics 0.12µm cell library. Synopsys

Design CompilerTM (DC) is used for synthesis, as well as, to evaluate timing, area and power.

Default options of DC are used for synthesis without specifying any time constraints on any de-

sign. The generated netlist is then used for gate identification and replacement to achieve single

Vdd test. The setup uses non-feedback bridges only and an exhaustive bridge list is generated

by considering all possible pairs of nets in the netlist, up to a maximum of 10,000 pairs. All

experiments are conducted using three Vdd settings: 0.8V, 1.0V, and 1.2V. The test generation

flow used by the proposed gate sizing technique is shown in Figure4.11. It should be noted that

in case of TPI, as dicussed in Sec3.4, a list of additional bridges is generated after inserting test

points in the original design. However, this is not requiredin case of the GS technique because

of the following two reasons: 1) the set up uses exhaustive bridge list, instead of coupling ca-

pacitance based extraction using physical layout; 2) the gates are only replaced and not added

(as in case of TPI) by the proposed GS technique. The benchmarks used, total number of gates
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FIGURE 4.11: Test generation flow

and extracted bridges for each circuit are tabulated in Table 4.3. This setup is used to conduct

two sets of experiments.

4.5.1 Test Vdd Reduction Using GS

These experiments have two objectives: firstly, to show the impact of the proposed gate siz-

ing (GS) algorithmsDeterministicandProbabilistic, to achieve single Vdd test. Secondly, to

compare the two proposed algorithms in terms of the number ofgates replaced and respective

runtimes. Table4.4 tabulates the total number of test Vdd setting(s) required by the original

design (labeled as Orig.) and compares it with those generated by TPI [Khursheed et al., 2008]
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TABLE 4.3: Benchmarks
ISCAS 85, ISCAS 89

Ckt # Gates # Bridges

c432 93 1,094

c1355 226 6,563

c1908 205 7,986

c2670 269 10,000

c3540 439 10,000

c7552 731 9,998

s344 62 469

s382 74 1,146

s386 63 1,625

s838 149 5,737

s5378 578 9,933

s9234 434 10,000

s15850 1578 10,000

ITC 99

Ckt # Gates # Bridges

b01 26 142

b02 15 33

b03 63 350

b04 208 7,228

b05 315 10,000

b06 33 203

b07 170 6,447

b08 86 1,350

b09 75 729

b10 88 1,923
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(labeled, TPI)3, and the proposed gate sizing algorithms (labeled DA, PA). As can be seen, the

proposed algorithms (DA, PA) are able to achieve 100% fault coverage at a single test Vdd. This

is unlike TPI, which requires two or more test Vdd settings for a large number of circuits. Fur-

thermore, TPI is unable to reduce any test Vdd, in case of c432 and c1908. The last column

of Table4.4 shows the number of gates replaced by the proposed algorithms (DA, PA) and the

number of test points (control/observation points) added by the TPI4. The number of gates re-

placed by the two algorithms ranges from 1-18, while the TPI has added up to 42 test points. The

total number of gates replaced by the two GS algorithms (or added by the TPI) is shown in the

last row of Table4.4. The computation time of the proposed gate sizing algorithms is less than

the TPI as it uses a simple set covering algorithm (Step-2, Figure4.6) for reducing the number

of gates to be replaced, while the TPI uses a complex control point minimization algorithm. The

number of gates replaced by the PA is higher for certain circuits than the DA, as in case of c432.

This is because of step-4 of theProbabilistic algorithm (PA) (Figure4.8) that removes non-

unique logic faults to speedup the algorithm. To investigate the increased gate count, a bridge

in c432 is analyzed that is marked for gate replacement by thePA. The bridge has the following

three logic faults: LF1@1.2V (0-1000Ω), LF2@0.8V (0-800Ω) and LF3@0.8V (800-1200Ω).

Furthermore, LF1 and LF2 are identical in terms of input assignments to the gates feeding the

bridge and the logic values interpreted by the gates fed by the bridge. Since LF1 covers higher

resistance than LF2, the algorithm removes LF2. With the removal of LF2, the bridge is marked

for gate replacement, as 1.2V Vdd setting is required for complete resistance coverage.

The detectable resistance of neighboring nets (potential bridges) that may be affected by re-

sizing of gates was analyzed by comparing the detectable resistance range before and after gate

sizing. It was found that around 75% of the bridges sharing the net driven by the re-sized gates

has their detectable resistance range increased, while theresistance range has reduced for the

rest of 25% bridges, however it is always≥ 1KΩ of detectable resistance after re-sizing. These

bridges are not further re-sized because it was reported inRodriguez-Montanes et al.[1992]

that around 96% of the bridges have their resistance range≤ 1KΩ, however the proposed gate

sizing technique can be repeated for such bridge locations,if higher detectability is required.

The detectable resistance range is increased for a large majority of bridges because a bridge

location consists of a large number of logic faults, where total number of logic faults depends

on the number of possible combinations to activate the bridge and the number of gates fed by

the bridge. For each bridge location, the test generator determines the total detectable resistance

range using all possible logic faults. Therefore resistance range covered by an individual logic

fault is less important than the total detectable resistance considering all logic faults. From

3TPI results may vary from those reported in [Khursheed et al., 2008] because of using different logic threshold
values

4The number of test points is the sum of control and observation points
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the experimental results, it is evident that the proposed gate sizing technique guarantees single

Vdd test for all designs, while increasing the detectable resistance range for a large majority of

bridges.

Table4.5shows the categorization of bridges toLow Vdd andGray Zoneby step-9 of theProb-

abilistic algorithm (Figure4.8). As can be seen, for all the circuits, on average 45% and up

to 71.6% of total bridges are identified as “Low Vdd” without using computationally expensive

(SAT-solver based) test generator. These bridges are accurately identified by using probability

based bridge identification criteria (Figure4.7).

To get an insight into the computation time of the proposed algorithms(Probabilistic, Deter-

ministic), see Table4.6, which shows the comparison of total number of SAT calls and run-time

of the two algorithms. TheProbabilistic algorithm has significantly reduced the total number

of computationally expensive SAT calls, for all benchmark designs, and on average it achieves

2.6X reduction in the total number of SAT calls in comparisonto theDeterministicalgorithm.

The run-time (of PA and DA) is shown in column 3 of Table4.6, and the last column shows

the relative run-time by the PA in comparison to the DA. The last two rows show the sum and

average of the number of SAT calls and run-time for all designs.

As can be seen, the PA results in a significant speed up for a large majority of circuits (upto

50% time reduction, in case of c2670), this is especially noticeable for larger circuits for e.g.,

b04, c2670, c3540, c7552, s9234, and s15850 that show significant speed up. However, because

of the setup time of PA (step-1 and steps 5-7 shown in Figure4.8), it is more time efficient for

larger designs and smaller designs do not show improvement,as is the case with s382, s386,

b01, b08, and b10. The results presented in Table4.6 has shown encouraging results in terms

of reducing SAT calls and minimizing run-time, which is further elaborated by Figure4.12that

shows the comparison of the number of SAT calls made by the twoalgorithms (PA and DA).
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TABLE 4.4: Results of the proposed Gate Sizing algorithms (DA, PA)and comparison with
TPI presented in Chapter3.

Test Vdd settings No. of Gates

Ckt Orig. TPI (Chp3) DA, PA DA PA TPI (Chp3)

c432 All* All 0.8V 2 3 0

c1355 All 0.8V 0.8V 4 4 10

c1908 1.2V, 0.8V 1.2V, 0.8V 0.8V 3 3 0

c2670 All 1.2V, 0.8V 0.8V 6 6 19

c3540 All 1.0V, 0.8V 0.8V 7 8 7

c7552 All 0.8V 0.8V 1 1 1

s344 1.2V, 0.8V 0.8V 0.8V 1 1 1

s382 1.2V, 0.8V 0.8V 0.8V 2 2 5

s386 All 1.2V, 0.8V 0.8V 7 7 4

s838 All 0.8V 0.8V 14 14 28

s5378 All 1.0V, 0.8V 0.8V 9 12 9

s9234 All 1.0V, 0.8V 0.8V 6 13 2

s15850 All 0.8V 0.8V 8 9 3

b01 All 0.8V 0.8V 1 1 1

b02 1.2V, 0.8V 0.8V 0.8V 1 1 2

b03 0.8V 0.8V 0.8V 0 0 0

b04 All 0.8V 0.8V 8 8 4

b05 All 0.8V 0.8V 18 18 42

b06 0.8V 0.8V 0.8V 0 0 0

b07 All 1.2V, 0.8V 0.8V 9 10 10

b08 All 0.8V 0.8V 4 4 8

b09 1.2V, 0.8V 0.8V 0.8V 2 2 2

b10 All 0.8V 0.8V 4 5 5

Total No. of Gates 117 132 163

*All = 0.8V, 1.0V, 1.2V

PA→ Probabilistic Algorithm, DA→ Deterministic Algorithm
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TABLE 4.5: Bridge categorization by the Probabilistic algorithm

Prob. Search Space

Ckt. # Bridges Gray Zone Low Vdd

c432 1,094 339 755

c1355 6,563 3762 2,801

c1908 7,986 4776 3,210

c2670 10,000 2842 7,158

c3540 10,000 3282 6,718

c7552 9,998 6203 3795

s344 469 234 235

s382 1,146 803 343

s386 1,625 751 874

s838 5,737 3916 1821

s5378 9,933 4886 5047

s9234 10,000 5363 4637

s15850 10,000 5899 4101

b01 142 78 64

b02 33 21 12

b03 350 195 155

b04 7,228 3497 3,731

b05 10,000 4468 5,532

b06 203 148 55

b07 6,447 3489 2,958

b08 1,350 860 490

b09 729 542 187

b10 1,923 1189 734
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TABLE 4.6: Timing Comparison of Deterministic and ProbabilisticAlgorithms

Total SAT runs Time (min)

Ckt. PA DA PA DA PA
DA

c432 1816 7379 1.52 1.93 0.78

c1355 5821 19128 24.37 28.88 0.84

c1908 8940 13766 23.83 25.52 0.93

c2670 7416 50488 117.68 237.33 0.50

c3540 10790 44908 75.62 135.75 0.56

c7552 18454 32877 225.25 396.95 0.57

s382 1363 2119 1.65 1.28 1.29

s386 2190 7770 2.35 2.27 1.04

s838 6187 14586 19.82 22.28 0.89

s5378 9450 31269 310.00 336.20 0.92

s9234 12669 37064 723.60 947.60 0.76

s15850 12580 20598 4513.1 5896.18 0.77

b01 166 338 0.05 0.02 3.0

b02 44 63 0.02 0.02 1.0

b04 6884 13803 33.78 41.15 0.82

b07 8527 25631 29.32 31.45 0.93

b08 3697 9883 2.08 1.93 1.08

b10 4601 8258 2.03 1.55 1.31

Total 121595 339928 6106.1 8108.3 0.75

Avg. 6755.3 18884.9 339.2 450.5 0.75

PA→ Probabilistic Algorithm, DA→ Deterministic Algorithm
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4.5.2 Impact on Timing, Area and Power

The second set of experiments compares timing, area and power (dynamic and leakage) of the

original design, the proposed Gate Sizing, and the TPI. Figure 4.13 shows the timing perfor-

mance. As can be seen, the proposed GS technique has little effect on timing when compared to

the original design. This is because it replaces small number of gates. On average, for circuits

shown in Table4.4, it has replaced only 3% of the total number of gates. For somecircuits the

proposed GS technique has improved timing due to larger and faster gates. This is unlike the

case with the TPI, where the timing was negatively affected because of the test points inserted

in the critical path. For example, in case of s386, TPI has inserted 1 test point, and converted a

non-critical path into a critical path, while the GS technique has replaced a gate with a bigger

gate, in the critical path, resulting in reduced timing. On comparing the delay of the longest path

in the original and the GS modified designs, it was found that the longest path in the original

design has a delay of 0.85 ns. On the other hand, the GS has replaced a gate in the longest path

with a bigger gate thereby reducing the delay of the longest path to 0.78 ns (from 0.85 ns in the

original design). As a result the second longest path in the original design with a delay of 0.82

ns, became the longest path in the GS modified design.

Similarly, comparison of area overhead is shown in Figure4.14for the three designs. The pro-

posed GS technique results in a slightly higher area overhead in comparison to original designs;

however, it is less than the TPI for all circuits. Finally, comparison of dynamic and leakage

power is shown in Figure4.15 and Figure4.16 respectively. It can be seen that the proposed

gate sizing technique slightly increases the power budget in comparison to the original design;

however, it is less than the TPI in all cases. High power consumption of the TPI is because of ad-

ditional switching activity and leakage power of added testpoints. In case of the GS, switching

activity does not change in comparison to the original design but load capacitance and leakage

power increases due to bigger gates, leading to higher dynamic and leakage power. The im-

pact on leakage power can be reduced by using high-Vt transistors in non-critical paths of the

design [Keating et al., 2007].
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FIGURE 4.13: Impact of Gate Sizing on timing performance and comparison with the original
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FIGURE 4.15: Impact of Gate Sizing on dynamic power and comparison with the original and
the TPI presented in Chapter3.
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4.6 Concluding Remarks

Resistive bridge defects (RBDs) show Vdd dependent detectability and research studies con-

ducted across the world show that the lowest Vdd setting achieves highest fault coverage. Nev-

ertheless this class of defects requires more than one Vdd setting to achieve 100% fault coverage.

The Vdd dependent detectability of RBDs represent new problems for existing DFT solutions,

i.e., it may be necessary to repeat the test at more than one voltage setting to achieve 100% fault

coverage. Test repetition at more than one voltage setting is un-desirable because of its negative

implication on test cost5. This chapter has addressed this problem by achieving single Vdd test

for RBDs without affecting the fault coverage of the original test set.

In this chapter, gate sizing technique is proposed to reducetest cost of multi-Vdd designs with

bridge defects, by reducing the number of test voltage settings. It has been shown, that it is

possible to achieve 100% fault coverage using a single Vdd test setting. This represents an

improvement on the TPI technique (presented in Chapter3 and published in [Khursheed et al.,

2008]) which mostly requires two or more test Vdd settings to achieve complete fault coverage.

In this chapter, two algorithms are presented to identify gates for replacement and to achieve

single Vdd test, these algorithms show a trade-off between accuracy and speed. The proposed

gate sizing technique has little effect on timing, area and power when compared with the original

design (prior to gatesizing) and performs better than the TPI in terms of these three parameters.

The Vdd dependent detectability of resistive bridge defects not only affects existing DFT solu-

tions but also questions the existing diagnosis techniques, as all existing diagnosis techniques

use single Vdd test setting for diagnosing such defects. This may lead to reduced diagnosis accu-

racy with negative affect on failure analysis, which is key to improving subsequent design cycle

and yield. This means that novel diagnosis solutions are required for accurate and cost-effective

diagnosis of bridge defects in multi-Vdd designs, which is the aim of the next chapter.

5See Section3.1for illustrative example and more details on the impact of multi-Vdd testing on test cost.



Chapter 5

Bridge Defect Diagnosis

5.1 Introduction

Diagnosis is a systematic way to uniquely identify the defect causing malfunction in the cir-

cuit. It is critical to silicon debugging, yield analysis and for improving subsequent manufac-

turing cycle. There has been extensive work on modeling, detection and diagnosis of bridge de-

fects [Abramovici and Breuer, 1980, Waicukauski and Lindbloom, 1989, Millman et al., 1990,

Pomeranz and Reddy, 1992, Wu and Rudnick, 1999, Arslan and Orailoglu, 2003, Zou et al.,

2005, Rousset et al., 2007, Holst and Wunderlich, 2007, Gattiker, 2008, Pomeranz and Reddy,

2008]. However these works implicitly consider only designs using a single supply voltage Vdd.

Many modern processors allow use of multiple Vdd settings, which can be dynamically selected

to reduce power consumed and still meet the computational requirements [Martin et al., 2002]

and [Intel, 2007]. Thus it is important to investigate the effect and potential advantage of using

multiple Vdd settings to improve diagnosis accuracy for such designs.

A bridge is defined as an un-wanted metal connection between two lines of the circuit, which

may deviate the circuit from its ideal behavior. In considering diagnosis of bridge defects we

used a cause-effect diagnosis procedure which uses dictionaries [Abramovici et al., 1998]1. The

amount of information stored in a dictionary is a trade off between storage space and diagnostic

resolution. A study reported in [Narayanan et al., 1997] compares these parameters for full

response dictionary (that holds the detailed output response for each fault per test vector), pass-

fail dictionary (which stores one bit, indicating pass or fail of a test, per test per fault) and

frequency based dictionary (that holds the detection countof each fault over the entire test set).

1Section1.5provides more details on different diagnosis techniques other than cause-effect diagnosis technique.

114
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The study shows that pass-fail dictionary provides high diagnostic power (much higher than

frequency based dictionary but slightly lower than full response dictionary) and higher space

compaction (much higher space compaction than full response dictionary). Therefore in order

to conserve storage requirements for the dictionaries we used a pass-fail dictionary [Pomeranz

and Reddy, 1992]. However conclusions drawn through the experiments reported in this work

are expected to hold if other diagnosis procedures are used (including full response dictionary

or effect-cause diagnosis procedure [Abramovici and Breuer, 1980, Abramovici et al., 1998]).

A study comparing between better fault models or better diagnosis algorithms revealed that

using a simple diagnosis algorithm on a better fault model achieves higher diagnosis accu-

racy [Aitken and Maxwell, 1995]. It was shown by Zouet al. [Zou et al., 2005] that using an

advanced parametric bridge fault model [Renovell et al., 1995, 1996], diagnosis resolution can

improve over algorithms that use simpler fault models. Thiswork also uses the same parametric

fault model [Renovell et al., 1996].

The nature of bridge defects in multi-Vdd designs is such that they manifest themselves at one

or more voltage settings [Engelke et al., 2004, Ingelsson, 2009]. Existing diagnosis techniques

use a single Vdd setting and therefore diagnosis for multi-Vdd designs imposes a challenge as

bridge defects exhibit supply voltage dependent behavior.Single Vdd diagnosis for multi-Vdd

designs may lead to imprecise diagnosis as shown by experimental results (Section5.5) of this

work. Furthermore, it raises the following questions: 1) Isdiagnosis resolution affected by

different voltage settings? 2) If so, what voltage setting achieves the best level of diagnosis?

3) Is it possible to improve diagnosis resolution further bycarrying out diagnosis at more than

one voltage setting? 4) For designs operating at more than one voltage setting, it is desirable to

reduce diagnosis cost by achieving the minimum possible Test Application Time (TAT), without

affecting diagnosis accuracy. Therefore, it is important to determine the most useful Vdd settings

or combination of Vdd settings, which may yield the desired outcome by omitting tests at some

voltage settings.

This is the first reported work to consider diagnosing bridgedefects in multi-Vdd designs and

present results to show that the lowest supply voltage provides the best resolution for single

voltage diagnosis. This work further exploits the additional information from other voltage

settings to improve the diagnosis accuracy up to 72% over single voltage diagnosis. We also

analyse hard-shorts (bridges with 0Ω resistance) and experimental results show that diagnosis

accuracy has little variation across different voltage settings for this class of defects. Finally, we

show experimental results using different Vdd pairs and identify the most useful Vdd pair, such

that high diagnosis accuracy is achieved using reduced TAT,thereby reducing diagnosis cost.
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FIGURE 5.1: Resistive bridge

The chapter is organized as follows: Section5.2 gives an overview of resistive bridge defects

and their behavior in the context of multi-Vdd design. The motivation for multi-Vdd diagnosis is

discussed in Section5.3. In Section5.4 we present a multi-Vdd diagnosis algorithm for bridge

defects. Experimental setup and results are reported in Section 5.5, and finally Section5.6

concludes the chapter.

5.2 Preliminaries

Figure5.1 shows a resistive bridge, D1 and D2 are the gates driving the bridged nets, while

S1 and S2 are successor gates, i.e., gates having inputs driven by one of the bridged nets. Let

us consider the case when the output of D1 is driven high and the output of D2 is driven low.

The dependence of the voltage level on the output of D1 (VO) on the equivalent resistance of

the physical bridge is shown in Figure5.2, for two supply voltage settings (based on Spice

simulation with 0.12µm library). Figure5.2-A show the relation between the voltage on the

output of gate D1 (Figure5.1) and the bridge resistance for two different supply voltages V ddA

andV ddB . Figure5.2-A also shows how the analog behavior at the fault site translates into the

digital domain. We can see that two distinct Logic Faults LF1and LF2 can be identified for each

Vdd setting. Figure5.2-B shows the Total Detectable Resistance (TDR) for the LFs detected at

two voltage settings separately and combined as well. This Vdd behavior of defect also means

that a test pattern targeting a particular logic fault will detect different ranges of physical defects

when applied at different supply voltage settings. For example, atV ddA, a test pattern targeting

LF2 will detect bridges withRsh ∈ [R1A, R2A], while atV ddB it will detect a much wider

range of physical bridges (Rsh ∈ [R1B , R2B ]). Furthermore, this means that same defect can be

covered at more than one voltage setting.
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FIGURE 5.2: Effect of supply voltage on bridge fault: Analog/Digital domain

A sub-class of resistive bridging faults is hard-short, which is observed when the nets connected

with one another are at 0Ω. The behavior of hard-shorts in the context of multiple voltage

settings can be understood from Figure5.1and Figure5.2. In Figure5.1, since the value ofRsh

is 0 Ohms, the logic behavior at the fault site does not vary attwo different Vdd settings (LF1

at both Vdd settings). In general, this similarity in logic behavior attwo Vdd settings suggests

that fault detection (for hard-shorts) may have lesser dependence on voltage setting used, in

comparison to bridges with higher resistance values.

From a diagnosis point of view it is interesting to analyze the impact of covering the same

defect (specially, bridges with higher resistance values)at more than one voltage setting and to

analyze its effect on diagnosis resolution, i.e., can it help to improve the diagnosis resolution over

single voltage diagnosis? The next section uses illustrative examples to show that combining the

information gathered by diagnosing at different voltage settings may help improve the diagnosis

accuracy over single voltage diagnosis.
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5.3 Motivations for Multi-Vdd diagnosis

The last two chapters (Chapter3 and Chapter4) have shown how existing DFT solutions are

affected by the Vdd dependent behaviour of resistive bridges. It gives the motivation to re-

evaluate existing diagnosis strategies as all of them use single Vdd test setting for diagnosis.

This may lead to reduced diagnosis accuracy and negative impact on failure analysis.

This section presents two illustrative examples to highlight the possible improvement in diag-

nosis by carrying it out at multiple voltage settings, usinga simple pass/fail test. As discussed

in section5.2, defects caused by a resistive bridge consists of resistance interval(s) detectable

at one or more voltage settings. The resistance range (at each voltage setting) corresponds to a

faulty logic behavior in digital domain. Total detectable resistance for the bridge comprises of

union of resistance intervals detectable at each voltage setting. This is further elaborated in Fig-

ure5.3, which shows two bridge locations (BL-A and BL-B) in a circuit structure similar to the

one shown in Figure5.1and is found by using the same mechanism as for Figure5.2using three

voltage settings. Figure5.3 shows theVo behavior of bridges at three different voltage settings

in analog domain and corresponding logic faults marked by TDR(V1), TDR(V2), and TDR(V3)

respectively. It should be noted that two logic faults existfor each bridge at each voltage setting

(shown by TDR(V1) etc), but only one is assumed to be detectable. Logic faultsshown in Fig-

ure5.3are magnified and re-drawn in Figure5.4, which shows the total detectable resistance for

the two bridges by combining information from all three voltage settings. For instance, in case

of BL-A, resistance range marked by interval-A is detectable at V1 only, similarly resistance

range marked by interval-B is detectable at both V1 and V2.

The illustrative examples show the possible improvement bymultiple voltage diagnosis over

single voltage diagnosis. The two examples inject two different defects and are based on the

following assumptions: 1) Single defect can be active at a given time. 2) There is only one

Failing Pattern (FP) in the diagnostic test set, which detects the two defects. Figure5.4 shows

all the intervals that are detectable at different supply voltages by the same FP. Table5.1 maps

the Detected/Not-Detected (D/ND) status of all intervals shown in Figure5.4for the two bridges.

5.3.1 Combining Diagnosis Information

In the first case, we inject a defect consisting of resistancevalue from intervalC of bridge-A

(Figure5.4). In this scenario the diagnostic test applied at each voltage setting would result in

the following response: (V1, V2, V3) = (D, D, D), i.e., the defect is detected at all three voltage

settings.
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TABLE 5.1: Resistance intervals exposed by single failing test atdifferent voltage settings

Bridge Location-A Bridge Location-B

A B C D E A B C D E

V1 D D D ND ND D D ND ND ND

V2 ND D D D ND ND D D D ND

V3 ND ND D D D ND ND ND D D

We first carry out diagnosis at each voltage setting separately and then at all three voltage set-

tings, using the information provided by Table5.1and the tester response. As mentioned earlier

Table5.1 shows the (D/ND) status of each interval of the two bridges, as detected by the only

FP. The tester response at V1 is “D”, which means that the diagnosis callout at V1 is: bridge-A

(intervals A, B, C) and bridge-B (intervals A, B). At V2 the tester response is “D”, which means

that the diagnosis callout at V2 is: bridge-A (intervals B, C, D) and bridge-B (intervals B, C, D)

and finally at V3 the tester response is “D”, and the diagnosis callout is: bridge-A (intervals C,

D, E) and bridge-B (intervals D, E). Next, we take into account the tester response at all three

voltage settings, which is (D, D, D) and by combining the diagnosis callout at each voltage set-

ting, we can identify the bridge and resistance interval that is common across all three voltage

settings, i.e., bridge-A (interval C), which is indeed the actual inserted defect.
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From this example, we can see that it is possible to improve the diagnosis callout by combining

the information obtained from diagnosing the defect at three different voltage settings.

5.3.2 Passing Resistance Interval

This step further exploits the additional information, which is only available by diagnosing the

design using multiple voltage settings. The diagnostic test applied at multiple voltage settings

may detect a defect at one voltage setting but it may not detect it at another voltage setting.

This concept is shown in Figure5.2-B, a resistance rangeRsh ∈ [R2A, R2B ] of Total Detectable

Resistance (TDR) (V ddA & V ddB) can only be covered atV ddB . This means that a test pattern

can detect this defect atV ddB only and will not be able to detect it atV ddA. Such test patterns

that show a Detected “D” status at one voltage setting and Not-Detected “ND” status at other(s)

are referred to as Partially Passing (PP) patterns.

The following example shows the effect of using PP patterns to improve diagnosis resolution.

For this example we assume that intervalC of bridge-B is causing malfunction and only one test

pattern is a failing test pattern (FP). In this case, the tester response at three voltage settings (V1,

V2, V3) is (ND, D, ND). The diagnosis is carried out using the information available in Table5.1

and the tester response. Table5.2shows the progressive reduction in the list of suspected bridges

as a result of each diagnosis step. The left most column showsthe voltage setting, the next

column shows the Bridges (Resistance Intervals) detected by the FP at the particular voltage (as

shown in Table5.1) and the last column shows the D/ND status, using the Tester Response (TR).

We first carry out diagnosis at V2 as that has the detected status alone. The tester response at

V2 is “D”, which means that the diagnosis callout at V2 is: BL-A (intervals B, C, D) and BL-B

(intervals B, C, D). Next, we take into account the resistance intervals for the two bridges that

are detectable at other voltage settings, i.e., V1 and V3. At V1, the detected bridges (resistance

intervals) by the FP are: BL-A (intervals A, B, C) and BL-B (intervals A, B), but since the

tester response is “ND”, this means that all these intervalsfor the two bridges can not be causing

malfunction in the circuit, and therefore the common intervals (for each bridge) can be removed

from the suspected bridge list. As shown in Table5.2, after removing the common intervals, the

remaining intervals for the two bridges are: BL-A (intervalD) and BL-B (interval C, D). Next,

we carry out the same procedure at V3 and remove the common interval for the two bridges from

the suspected bridge list, i.e, interval D for both BL-A and BL-B. This gives BL-B (interval C)

alone as the suspected candidate list, which in turn is the exact diagnosis. Furthermore it is an

improvement over single-Vdd diagnosis (at V2: BL-A (intervals B, C, D) and BL-B (intervals B,

C, D)).
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TABLE 5.2: Improvement by removal of passing resistance intervals

Vdd Bridges (Resistance Intervals) TR

V2 BL-A (B, C, D) BL-B (B, C, D) D

V1 BL-A (A, B, C) BL-B (A, B) ND

Suspected Bridges: BL-A (D), BL-B (C, D)

V3 BL-A (C, D, E) BL-B (D, E) ND

Suspected Bridges: BL-A (Ø), BL-B (C)

The above example shows the usefulness of Partially Passingpatterns in improving diagnosis,

which are not available at single voltage setting.

5.4 Multi-Vdd Diagnosis Algorithm

This section presents the diagnosis algorithm that carriesout diagnosis at single/multiple voltage

settings using a simple pass/fail (D/ND) test. The algorithm uses dictionary and tester response;

the flow is shown in Figure5.5. The dictionary holds the resistance range of each bridge, which

is detected by a Test Pattern (TP) when it is applied at a certain voltage settingVi, whereVi

could beV1, V2, or V3. From now onwards, we will refer to it as (TP,Vi) pair. Every bridge

with its complete resistance range is fault-simulated separately by each one of the (TP,Vi) pair.

The detected resistance interval(s) of each bridge is stored in the dictionary, against the (TP,Vi)

pair that detects it. Fault simulation is performed using the procedure outlined in [Ingelsson,

2009]. The tool flow for generating dictionaries is shown by Figure 5.8 and further explained

in section5.5. The diagnosis algorithm also uses emulated tester response using the fault sim-

ulator presented in [Ingelsson, 2009]. It provides all the Failing Patterns (FP), corresponding

voltage settingVi on which the defect is detected, and the observed primary output response

of the design, i.e., all (FP,Vi, PO) tuple(s). This diagnosis algorithm consists of three types of

intersection and primary output matching scheme, which areexplained next:

5.4.1 Bridge Intersection (BI)

The diagnosis algorithm starts by reading all the (FP,Vi) pairs generated by the tester. Using the

dictionary and each (FP,Vi) pair, it retrieves all the bridges along with their resistance intervals

that are detected by the particular (FP,Vi) pair. It then identifies the common bridges that each



Chapter 5 Bridge Defect Diagnosis 123

Bridge
Intersection (BI)

Resistance Range Intersection
(RRI)

Passing Resistance Intersection
(PRI)

Diagnosis Callout

Dictionary
Tester

Response

Primary Output Matching
(POM)

FIGURE 5.5: Flow of the proposed Multi-Vdd Diagnosis Algorithm

one of the (FP,Vi) pair detects. The list of common bridges across all the (FP,Vi) pairs gives the

“first suspected candidates list”.

5.4.2 Resistance Range Intersection (RRI)

The size of “first suspected candidates list” can be further reduced by using the fact that resistive

bridge defects manifests themselves at a single resistancevalue. This means that a defect should

show a common resistance interval across all the failing patterns, otherwise it can be removed

from the suspected candidate list. This idea is illustratedby Table5.3. The table lists the two

bridges (BL-A and BL-B) and their respective resistance intervals, detected by each one of the

(FP,Vi) pair. It can be seen that only resistance interval “C” of BL-A is common to all three

(FP,Vi) pairs and there is no resistance interval of BL-B that is common across all FPs. This

means BL-B can be removed from the suspected candidates list. RRI removes the bridges with

inconsistent resistance intervals and returns the “secondsuspected candidates list”.

5.4.3 Passing Resistance Intersection (PRI)

The purpose of Passing Resistance Intersection (PRI) is to remove the resistance interval(s) (for

each bridge in the “second suspected candidate list”), which is not causing malfunction in the
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TABLE 5.3: Diagnosis improvement by resistance range intersection
Suspected Bridges (Resistance Intervals)

(FP, V1) BL-A (A, B, C) BL-B (C, D, E)

(FP, V2) BL-A (B, C, D) BL-B (A, B, F)

(FP, V3) BL-A (A, C, D) BL-B (A, E)

RRI BL-A (C)

circuit, thereby narrowing the suspected list of bridges. This is achieved by using the PP Patterns

(test patterns that pass at one voltage setting but fail at another), dictionaries and the “second

suspected candidate list”. Dictionaries hold the detectable resistance interval(s) of all bridge

locations, detected by a test pattern when applied at a certain voltage setting. Test patterns that

pass at a certain voltage setting are referred as (PP,Vi) pair. This means that (PP,Vi) pair holds

the resistance interval(s) (for respective bridges) that is not causing malfunction in the circuit

and can be safely removed from the resistance range of suspected bridges. Bridges with empty

list of resistance intervals can be removed from the suspected candidates, thereby improving

diagnosis accuracy. The algorithm for this diagnosis step is outlined in Figure5.6.

The algorithm starts by first finding the passing voltage(s) for all the (FP,Vi) pairs and storing

the corresponding (PP,Vi) pairs. It then fetches the list of all detected bridges withtheir corre-

sponding resistance interval(s), for all the (PP,Vi) pairs, from the dictionary. These two steps

are shown in lines1-4. In line 5, the algorithm compiles the “PP Bridge List” by combining the

resistance interval(s) of each bridge, detected by (PP,Vi) pair, i.e., “PP Bridge List” holds the

non-faulty resistance interval(s) of each bridge.

The algorithm goes over each bridge in Suspected Bridge list(one-by-one) and identifies the

overlapping resistance interval(s) of the same bridge in PPBridge list. This overlapping resis-

tance interval(s), marked as ORI, is removed from the list ofresistance interval(s) of the partic-

ular bridge in Suspected Bridge list. This process is repeated for all the bridges in Suspected

Bridge list and is shown by lines6-14. Next, it removes bridges with empty list of resistance

intervals, from Suspected Bridge list. This step is shown bylines15-17. Finally, the algorithm

returns the “Final Bridge List”, which holds all the bridgeswith their resistance intervals.

5.4.4 Primary Output Matching (POM)

Primary Output Matching (POM) improves diagnosis accuracyfurther by removing resistance

intervals (for each suspected bridge), which produce a different output response than produced
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Input: List of (FP,Vi) pairs, Suspected Bridge List
1: Using the (FP,Vi) pair, compile the list of (PP,Vi) pair.
2: for all (PP,Vi) pairsdo
3: Fetch the detected resistance interval for each bridge fromthe dictionary.
4: end for
5: PP Bridge List = Compute the overall passing resistance interval(s) for each bridge in all of

(PP,Vi) pairs.
6: for all BLi ∈ Suspected Bridgesdo
7: RIi = Resistance Interval(s) ofBLi

8: for all BLj ∈ PP Bridge Listdo
9: if BLi = BLj then

10: RIj = Resistance Interval(s) ofBLj

11: ORI = RIi

⋂

RIj

12: RIi = RIi − ORI
13: end if
14: end for
15: if RIi = ∅ then
16: RemoveBLi from Suspected Bridge List
17: end if
18: end for
19: return Suspected Bridge List

FIGURE 5.6: Passing Resistance Intersection

by the defect. The improvements achieved by this step are demonstrated by experimental re-

sults, as discussed in section5.5. As mentioned earlier, the emulated tester response storesthe

primary output values for each failing pattern in the form of(FP,Vi, PO) tuple. POM is accom-

plished by applying failing pattern(s) in presence of each resistance interval (of every bridge)

and comparing the observed output response with the one recorded by the tester for the particu-

lar (FP,Vi, PO) tuple. The resistance intervals, which deviate from the expected output response

(stored in the tuple) are removed from the resistance intervals of the suspected bridge. In this

way suspected resistance intervals are reduced (from respective bridges); finally bridges without

any suspected resistance interval are completely removed from the suspected bridge list. The

procedure is outlined in Figure5.7.

The algorithm starts by fault simulating (using the procedure in [Ingelsson, 2009]) each resis-

tance interval of the suspected bridge list using the (FP,Vi, PO) tuple and compares the output

response of the DUT (marked by OR on line5) with PO member of the tuple. It removes re-

sistance interval from suspected bridge in case of a mismatch and moves to the next resistance
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Input: List of (FP,Vi, PO) tuple, Suspected Bridge List
Output: Final Bridge List

1: for all BLi ∈ Suspected Bridgesdo
2: for all RIk ∈ Resistance Interval ofBLi do
3: for all FPj ∈ (FP,Vi, PO) tupledo
4: fault simulateRIk using (FPj , Vi)
5: OR= Output of DUT in presence ofRIk

6: if OR 6= PO ofFPj then
7: RemoveRIk from BLi

8: Move to nextRI of BLi (k=k+1)
9: break /* go to line3 */

10: end if
11: end for
12: end for
13: if BLi = ∅ then
14: RemoveBLi from Suspected Bridge List
15: end if
16: end for
17: Final Bridge List= Suspected Bridge List
18: return Final Bridge List

FIGURE 5.7: Primary Output Matching

interval, otherwise it applies next failing pattern, this is shown by lines6-10. Finally the algo-

rithm removes those bridges from the suspected bridge list which have no resistance interval, as

shown by line13-15. This process is repeated for all the suspected bridges.

It should be noted that proposed diagnostic flow outlined in Figure 5.5 applies POM as the

last step. The suspected bridge list is greatly reduced by first three intersection procedures

(BI, RRI, PRI) and POM is applied on reduced number of suspected bridges, which restricts

the computation time of the algorithm, as fault simulation is applied only on the remaining

resistance intervals of suspected bridges.
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5.5 Experimental Results

Five experiments are conducted to analyze and validate the proposed Multi-Vdd diagnosis al-

gorithm and to analyse the trade-offs between diagnosis cost and accuracy. These experiments

use ISCAS’85 and ’89 full scan circuits, details of which canbe found in AppendixC. The

benchmark circuits are synthesized using ST Microelectronics 0.12µm cell library. The tool

flow to generate dictionaries is shown by Figure5.8. For each design, non-feedback bridges are

identified from the circuit layout. The “extractRC” tool from Cadence is used to get all the pairs

of nets that are capacitively coupled. These pairs of nets are the most likely bridge locations.

Feedback bridges are identified and removed. Table5.4 shows different circuits used, along

with total number of gates and extracted bridges for each circuit. The dictionaries are generated

by fault-simulating 500 pseudo-random test patterns2 at three different voltage settings (0.8V ,

1.0V , 1.2V ) against each bridge, as discussed in section5.4. Same test patterns are applied at

each voltage setting for fair comparison between diagnosisat different voltage settings. The

tester is emulated using the fault simulator described in [Ingelsson, 2009]. A study presented

in [Rodriguez-Montanes et al., 1992] on 14 wafers from different batches and different produc-

tion lines concluded that 98.3% of resistive bridges are≤ 5 kΩ, while considering upper bound

of uncertainty. Therefore to mimic the real scenario, defects are injected by randomly selecting

a resistance value between 0-5 kΩ for a randomly selected bridge. The tester applies all 500

TPs at different voltage settings and outputs the (FP,Vi, PO) tuples for the diagnosis algorithm.

For each circuit, 500 such random defects are injected (one at a time). A set of parameters are

defined as follows to categorise the diagnosis callout for each test case.

1. Exact (EXT): The test case for which the diagnosis procedure returns a single bridge

location and that bridge matches with the injected random bridge.

2. Contains (CNT): The test case for which the diagnosis procedure returns morethan one

bridge location and one of them matches with the injected random bridge.

3. Empty (EMT): The test case for which the diagnosis procedure does not return any bridge

location.

This setup is used to conduct five experiments. The first experiment analyses the voltage set-

ting that achieves best level of diagnosis, second shows thepossible improvement in diagnosis

accuracy by carrying it out at multiple-voltage settings. Third experiment analyses the impact

2Please note that we used 1000 pseudo-random test patterns ateach Vdd setting in the earlier version of this work
presented at ETS’08, therefore diagnosis callout differ from results reported in ETS’08.
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FIGURE 5.8: Tool flow for Dictionary generation

of missing out diagnosis at one of the three voltage setting and shows the effect of conducting

diagnosis on different Vdd pairs{(0.8V, 1.0V), (0.8V, 1.2V), (1.0V, 1.2V)}. This experiment

is motivated towards saving tester time while recognizing the Vdd pair that achieves highest

diagnosis accuracy. The fourth experiment is geared towards getting an insight into diagnosis

of hard-shorts in the context of multi-Vdd designs, as they behave differently than bridges with

higher resistance value. Last experiment shows that higherdiagnosis accuracy can be achieved

using larger (or high resolution ATPG generated) tests.
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TABLE 5.4: Benchmarks

CKT. # Gates # Bridges

c432 93 47

c880 161 69

c499 187 85

c1908 205 98

c1355 226 80

s1488 281 435

s9234 434 223

c3540 439 363

s5378 578 305

c7552 731 578

s13207 1064 358

s15850 1578 943

s35932 3689 1170

s38584 5133 2937
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5.5.1 Diagnosis Accuracy Using Single-Vdd Setting

The first experiment uses first two steps of the proposed diagnosis algorithm, i.e., Bridge Inter-

section and Resistance Range Intersection at each voltage setting separately. For every defect

these two steps are carried out at each voltage setting independently and results are compiled to

compare the diagnosis accuracy at each voltage setting.

Table 5.5 tabulates the outcome of the experiment. The first column shows the benchmark

circuits, the next three main columns, marked with “@ Vdd 0.8V ”, “@ V dd 1.0V ” and “@ Vdd

1.2V ”, show the number of test cases which fall into one of the three diagnostic categories (EXT,

CNT, EMT) as a result of applying first two steps of the proposed diagnosis procedure at the

particular voltage setting. It can be observed from Table5.5 that diagnosis accuracy is highest

at 0.8V with highest number of Exacts and least number of Empty callouts for all the circuits.

It is only for s13207 that we notice higher number of Exacts at1.2V in comparison to other

voltage settings. It was further investigated by analyzingthe detailed diagnosis callout, which

shows that majority of test cases diagnosed exactly at 1.2V are included in the CNT group with

2-3 candidate bridges at other voltage setting. From this experiment we can observe that the

lowest voltage setting achieves highest diagnosis accuracy for a large majority of circuits, which

is similar to the findings reported recently using current based diagnosis [Arumi et al., 2007].

From Table5.5 it can also be observed that the number of empty callouts are quite high for all

the circuits. This is further probed by a small experiment using circuits with higher number

of empty callouts in Table5.5. In this experiment 500 random defects are inserted but unlike

previous experiment, each defect is detectable at at-leastone voltage setting and the outcome is

tabulated in Table5.6. In Table5.6it should be noted that the number of empty callouts are quite

high at 1.0V and 1.2V in comparison to 0.8V. Empty callouts at0.8V are very few and these

defects are then detected at higher voltage settings for s9234, s5378 and s13207. This behavior

can be understood from the study reported in [Rodriguez-Montanes et al., 2006], which shows

that for some bridges connected by gates of equal drive strength, higher Vdd is more effective for

fault detection. This experiment shows that logic faults have higher detectability at the lowest

voltage setting (0.8V) as a defect does not show a faulty logic behavior at higher voltage settings,

which is in line with previously reported research [Hao and McCluskey, 1993]. Secondly high

empty callouts (in Table5.5) is also due to using pseudo-random test patterns, which arenot

optimized for defect detection and are used for illustration purposes.
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TABLE 5.5: Diagnosis callout at Single voltage setting

@ Vdd 0.8V @ Vdd 1.0V @ Vdd 1.2V

CKT. EXT CNT EMT EXT CNT EMT EXT CNT EMT

c432 350 107 43 302 94 104 264 101 135

c880 423 41 36 355 47 98 297 45 158

c499 330 97 73 290 88 122 245 91 164

c1908 263 190 47 230 174 96 202 154 144

c1355 372 76 52 329 79 92 289 81 130

s1488 228 230 42 194 200 106 173 171 156

s9234 0 362 138 0 305 195 0 271 229

c3540 339 133 28 281 141 78 239 133 128

s5378 102 320 78 85 286 129 75 246 179

c7552 369 99 32 298 100 102 253 91 156

s13207 79 266 155 66 241 193 129 141 230

s15850 0 468 32 0 406 94 0 355 145

s35932 276 150 74 250 141 109 211 120 169

s38584 180 265 55 159 233 108 133 206 161

TABLE 5.6: Analysis for Empty Callouts

@ Vdd 0.8V @ Vdd 1.0V @ Vdd 1.2V

CKT. EXT CNT EMT EXT CNT EMT EXT CNT EMT

c499 385 115 0 336 107 57 283 109 108

c1908 291 209 0 252 192 56 220 170 110

c1355 415 85 0 367 189 44 321 90 89

s9234 0 499 1 0 415 85 0 365 135

s5378 113 384 3 93 342 65 84 291 125

s13207 117 380 3 96 341 63 185 203 112
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5.5.2 Diagnosis Accuracy Using Multi-Vdd Settings

The second experiment uses the complete diagnosis algorithm across all the voltage settings. In

this case, the tester response holds the failing patterns over all three voltage settings and corre-

sponding primary output response. Table5.7 shows the outcome of this experiment. The2nd

main column marked with “RRI”, shows the effect of “Resistance Range Intersection” by taking

into account all bridges (with their resistance ranges) detected at all voltage settings. The3rd

main column marked with “PRI”, shows the effect of applying “Passing Resistance Intersection”

by using the partially passing patterns. The last main column marked with “POM”, shows the

effect of applying “Primary Output Matching” by fault simulating the suspected bridges using

(FP,Vi, PO) tuples. From Table5.7 it can be observed that in all cases POM achieves best diag-

nosis accuracy with highest number of Exact callouts for allthe circuits. It should also be noted

from Tables5.5and5.7that “RRI” marginally improves over diagnosis at 0.8V. For majority of

circuits, the number of Exact callouts at 0.8V have improvedby less than 10. It is in case of

c1908, s1488 and especially s13207 that it achieves significant improvement over Exact callouts

at 0.8V.

The relative increase (Incr) in the number of Exact calloutsby PRI and POM over other schemes

are shown in2nd and3rd main columns of Table5.8by comparing the number of Exact callouts

in each case. In2nd main column of Table5.8, we list the relative increase in diagnosis accuracy

of PRI over: A) “0.8V ” (2nd column of Table5.5) and B) “RRI” (2nd column of Table5.7). It

should be noted that “PRI” achieves substantial improvement in diagnosis accuracy for all the

circuits, showing up to 32.8% improvement over diagnosis callout at “0.8V” and “RRI”. This

clearly demonstrates the useful contribution of test patterns that pass at one voltage setting but

fail at another (Partially Passing Patterns) in improving the overall diagnosis accuracy. Next,

in 3rd main column of Table5.8 we list the relative increase in diagnosis accuracy of POM

over: A) “RRI” (2nd main column of Table5.7) and B) “PRI” (3rd main column of Table5.7).

It can be observed that “POM” achieves highest overall diagnosis accuracy for all the circuits,

showing upto 72% improvement over “RRI” and 39.2% improvement over “PRI”. This points

to the success of POM in reducing the callouts categorized as“CNT” by PRI scheme.

From this experiment, we can observe that the Partially Passing patterns, which are not available

at single voltage diagnosis can significantly improve diagnosis accuracy. The time taken by the

Multi-V dd diagnosis algorithm ranges from a second to few minutes, depending on the size of

benchmark circuit.
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TABLE 5.7: Diagnosis callout at Multiple voltage settings

RRI PRI POM

CKT. EXT CNT EMT EXT CNT EMT EXT CNT EMT

c432 357 100 43 383 74 43 419 38 43

c880 424 40 36 437 27 36 441 23 36

c499 330 97 73 376 51 73 410 17 73

c1908 276 177 47 326 127 47 385 68 47

c1355 373 75 52 396 52 52 423 25 52

s1488 251 207 42 347 111 42 389 69 42

s9234 0 363 137 109 254 137 275 88 137

c3540 340 133 27 395 78 27 427 46 27

s5378 105 320 75 250 175 75 355 70 75

c7552 371 97 32 400 68 32 428 40 32

s13207 160 188 152 200 148 152 224 124 152

s15850 0 468 32 164 304 32 360 108 32

s35932 276 151 73 295 132 73 351 76 73

s38584 183 262 55 303 142 55 383 62 55
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TABLE 5.8: Diagnosis Improvement by PRI and POM

PRI %Incr. over POM %Incr. over

CKT. 0.8V RRI RRI PRI

c432 6.6 5.2 12.4 7.2

c880 2.8 2.6 3.4 0.8

c499 9.2 9.2 16 6.8

c1908 12.6 10 21.8 11.8

c1355 4.8 4.6 10 5.4

s1488 23.8 19.2 27.6 8.4

s9234 21.8 21.8 55 33.2

c3540 11.2 11 17.4 6.4

s5378 29.6 29 50 21

c7552 6.2 5.8 11.4 5.6

s13207 24.2 8 12.8 4.8

s15850 32.8 32.8 72 39.2

s35932 3.8 3.8 15 11.2

s38584 24.6 24 40 16
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5.5.3 Diagnosis Cost Minimization

Diagnosis cost is directly affected by the time individual IC spends on the tester while running

diagnostic test. For this reason, it is desirable to reduce tester time to achieve low-cost diagnosis

with least compromise on diagnosis accuracy. From previousexperimental results we have seen

that high diagnosis accuracy is achieved by carrying out diagnosis at multiple voltage settings.

The aim of this experiment is to evaluate the trade-off between diagnosis cost and accuracy. This

is accomplished by investigating the most useful Vdd settings or combination of Vdd settings,

which may yield the desired outcome by omitting tests at a certain voltage setting, thereby

reducing diagnosis cost.

The third experiment also uses the complete diagnosis algorithm across different voltage set-

tings. In this case, we carry out diagnosis using 3 Vdd pairs, i.e., (0.8V, 1.0V), (0.8V, 1.2V)

and (1.0V, 1.2V). The outcome of this experiment is shown in2nd, 3rd and4th main columns

of Table5.9. From Table5.9 it can be observed that the diagnosis callout at “0.8V and 1.0V”

achieves the highest accuracy in comparison to the other twoVdd pairs, i.e., (0.8V, 1.2V) and

(1.0V, 1.2V).

It can be observed that Multi-Vdd diagnosis scheme that uses all Vdd settings (shown in4th

main column of Table5.7) achieves slightly better diagnosis accuracy than diagnosis at “0.8V

and 1.0V”. In terms of the number of exact callouts found by the two, the maximum difference

is 12 for all the circuits. On the other hand, the maximum difference in number of exact callouts

between diagnosis at all Vdd settings and at “0.8V and 1.2V” is 44 (in case of s15850). The

maximum difference is even higher, i.e., 104 (in case of s1488) in comparison to the number of

exact callouts at “1.0V and 1.2V”. This experiment shows that the tester time, which is a crucial

parameter in the diagnosis cost can be reduced by 33% by carrying out diagnosis at “0.8V and

1.0V” only, while achieving very high (close to the overall best) diagnosis accuracy.
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TABLE 5.9: Diagnosis at different Voltage pairs

@ 0.8V and 1.0V @ 0.8V and 1.2V @ 1.0V and 1.2V

CKT. EXT CNT EMT EXT CNT EMT EXT CNT EMT

c432 417 40 43 416 41 43 357 39 104

c880 440 24 36 438 26 36 380 22 98

c499 409 18 73 408 19 73 364 14 122

c1908 383 70 47 376 77 47 325 79 96

c1355 423 25 52 419 29 52 378 30 92

s1488 377 81 42 375 83 42 285 109 106

s9234 268 95 137 270 93 137 218 87 195

c3540 420 53 27 416 56 28 352 70 78

s5378 347 78 75 344 80 76 279 92 129

c7552 426 42 32 426 42 32 343 55 102

s13207 215 132 153 220 127 153 190 118 192

s15850 348 120 32 316 152 32 323 83 94

s35932 351 76 73 351 76 73 317 74 109

s38584 371 74 55 366 79 55 312 80 108
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5.5.4 Diagnosis of Hard-Shorts Using Multi-Vdd Settings

The purpose of this experiment is to get an insight into diagnosis of hard-shorts in the context

of multi-Vdd designs and make appropriate recommendations for diagnosing such defects. The

same experimental set up is used for diagnosis as for the firsttwo experiments, but instead of

inserting random resistance range for each bridge, resistance value is set to 0 Ohms for all the

selected bridges. In this experiment the number of test cases are limited by the number of bridges

extracted by the layout tool and listed in Table5.4, however designs with more than 500 bridges

are restricted by 500 test cases.

The first part of experiment uses first two steps of the proposed diagnosis algorithm, i.e., Bridge

Intersection and Resistance Range Intersection at each voltage setting separately. For every de-

fect these two steps are carried out at each voltage setting independently and results are compiled

to compare the diagnosis accuracy at each voltage setting. Table5.10tabulates the outcome of

this experiment in the same fashion as for Table5.5. It should be noted that the number of

exact callouts are in close proximity at all voltage settings for all the circuits other than s13207.

Higher number of exact callouts are observed for s13027 at 1.2V than at other voltage settings,

as noted in first experiment. The number of empty callouts arealso in very close proximity for

all the circuits, which suggests that injected defects are in CNT group for defects that are not

uniquely identified (EXT group).

The second part of the experiment uses complete diagnosis algorithm across all voltage settings.

In this case, the tester response holds the failing patternsover all three voltage settings and cor-

responding primary output response as used for the second experiment. Table5.11tabulates the

outcome of this experiment using RRI, PRI and POM. In case of hard-shorts, while comparing

the number of EXT callouts with single voltage diagnosis (Table 5.10), PRI shows up to 8.5%

improvement (in case of s5378, while comparing with diagnosis at 1.2V) over single voltage

diagnosis. However in case of resistive bridges this improvement is up to 32.8%, as shown in

Table5.8. Next we analyze the impact of POM in improving the diagnosisaccuracy, as it can be

seen that POM shows significant improvement over PRI and other techniques, but this improve-

ment should not be entirely attributed to using more than oneVdd settings, as inserted defect

may be identified by POM using one of the three Vdd settings.

In the light of this discussion it is fair to conclude that multiple voltage diagnosis shows higher

improvement for resistive bridges than for hard-shorts.
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TABLE 5.10: Diagnosis callout for Hard Shorts at Single voltage setting

@ Vdd 0.8V @ Vdd 1.0V @ Vdd 1.2V

CKT. EXT CNT EMT EXT CNT EMT EXT CNT EMT

c432 44 3 0 44 3 0 44 3 0

c880 67 2 0 67 2 0 67 2 0

c499 72 13 0 72 13 0 72 13 0

c1908 63 34 1 67 30 1 67 30 1

c1355 71 9 0 72 8 0 72 8 0

s1488 306 127 2 323 110 2 332 101 2

s9234 0 188 35 0 190 33 0 190 33

c3540 286 76 1 287 75 1 287 75 1

s5378 96 199 10 97 199 9 99 197 9

c7552 464 29 7 465 28 7 465 28 7

s13207 63 214 81 63 215 80 140 138 80

s15850 0 491 9 0 491 9 0 491 9

s35932 383 115 2 383 115 2 383 115 2

s38584 381 115 4 383 113 4 382 114 4
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TABLE 5.11: Diagnosis callout for Hard Shorts at Multiple voltagesetting

RRI PRI POM

CKT. EXT CNT EMT EXT CNT EMT EXT CNT EMT

c432 44 3 0 44 3 0 46 1 0

c880 67 2 0 67 2 0 67 2 0

c499 72 13 0 73 12 0 84 1 0

c1908 67 30 1 67 30 1 87 10 1

c1355 72 8 0 73 7 0 80 0 0

s1488 334 99 2 343 90 2 401 32 2

s9234 0 190 33 15 175 33 147 43 33

c3540 288 74 1 301 61 1 344 18 1

s5378 101 195 9 125 171 9 277 19 9

c7552 467 26 7 469 24 7 487 6 7

s13207 143 136 79 146 133 79 191 88 79

s15850 0 491 9 39 452 9 436 55 9

s35932 383 115 2 383 115 2 477 21 2

s38584 383 113 4 383 113 4 445 51 4
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TABLE 5.12: Diagnosis callout for Resistive Bridges at Single voltage setting

@ Vdd 0.8V @ Vdd 1.0V @ Vdd 1.2V

CKT. EXT CNT EMT EXT CNT EMT EXT CNT EMT

c432 422 78 0 355 100 45 316 97 87

c499 406 94 0 362 81 57 309 83 108

c1908 381 119 0 333 119 48 285 113 102

c1355 430 70 0 388 68 44 340 71 89

s9234 198 302 0 164 256 80 137 235 128

c3540 383 116 1 320 129 51 281 115 104

s5378 259 240 1 204 237 59 168 213 119

c7552 411 89 0 334 96 70 286 82 132

s13207 228 270 2 193 251 56 187 202 111

5.5.5 Impact of High Resolution Test on Diagnosis Accuracy

The aim of this experiment is to show the impact of test size ondiagnosis accuracy. In this

experiment, we have used 2000 pseudo-random test patterns (4 times that of test size used in

previous experiments) at each Vdd setting. Dictionaries are generated using the same flow as

shown in Figure5.8 and explained in section5.5. The defects are randomly injected and are

detectable at least at one voltage setting, which is what an ATPG normally aims to target during

test generation.

Table5.12shows the results of diagnosis callout at single voltage setting using first two steps

of the diagnosis algorithm, i.e., Bridge Intersection and Resistance Range Intersection. As ex-

pected, for all the circuits shown in Table5.12the diagnosis accuracy has improved in compar-

ison to results shown in Table5.5, primarily due to increased test size.

In the second part of the experiment, complete diagnosis algorithm is used and results are shown

in Table5.13. As can be seen from Table5.13 multiple voltage diagnosis shows significant

increase in the number of Exact callouts in comparison to single voltage diagnosis (shown in

Table5.12). For PRI step, the %age increase in the number of Exact callouts is up to 22.4%

(as for s5378) over single voltage (0.8V ) diagnosis. These results are further improved by the

POM step, which shows up to 38.2% increase (as for s5378) in the number of Exact callouts in

comparison to single voltage diagnosis.

The key observation of this experiment is that better diagnosis can be achieved with a large (high

resolution) ATPG test set. It should be noted that for singlevoltage diagnosis highest accuracy
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TABLE 5.13: Diagnosis callout for Resistive Bridges at Multiple voltage settings

RRI PRI POM

CKT. EXT CNT EMT EXT CNT EMT EXT CNT EMT

c432 428 72 0 445 55 0 473 27 0

c499 406 94 0 442 58 0 480 20 0

c1908 398 102 0 439 61 0 465 35 0

c1355 431 69 0 447 53 0 471 29 0

s9234 198 302 0 284 216 0 375 125 0

c3540 389 111 0 445 55 0 474 26 0

s5378 263 237 0 371 129 0 450 50 0

c7552 412 88 0 441 59 0 467 33 0

s13207 246 254 0 303 197 0 355 145 0

is achieved at the lowest (0.8V ) voltage setting, which can be further improved by multiple

voltage diagnosis. In [Ingelsson, 2009], it was shown that for 8 out of 12 multi-Vdd designs,

100% bridge defect coverage can’t be achieved at single voltage setting. The study shows that

most amount of bridge defect resistance is covered by tests at lowest Vdd setting (0.8V ), however

for 100% defect coverage it is essential to generate tests athigher Vdd settings. The proposed

multi-Vdd diagnosis approach capitalizes on these findings and achieves overall high diagnosis

accuracy by using multiple voltage settings.

5.6 Concluding Remarks

Low power ICs employing multiple-Vdd designs are commonly used in hand-held devices. De-

veloping effective diagnosis capabilities for such ICs is important for today’s competitive mobile

electronics. This work is based on cause-effect diagnosis scheme using a simple pass/fail dictio-

nary to minimize memory storage, however conclusions drawnthrough the experiments reported

in this work are expected to hold if a complete dictionary that uses complete faulty responses or

if an effect-cause diagnosis procedure [Abramovici and Breuer, 1980, Abramovici et al., 1998]

is used. This work has addressed for the first time diagnosis of multiple-Vdd ICs and proposed

a novel multi-Vdd diagnosis algorithm to exploit the information from all voltage settings to

achieve higher diagnosis accuracy. This work provides a proof-of-concept that Multi-Vdd diag-

nosis can improve diagnosis accuracy over single-Vdd diagnosis. In addition, it recommends a

way to reduce diagnosis cost by carrying it out at (0.8V , 1.0V ) Vdd settings and still achieve
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high diagnosis accuracy. The improved diagnosis accuracy justifies the usage of test patterns at

more than a single-Vdd setting. Lastly, it shows experimental results to establish that Multi-Vdd

diagnosis is more effective for resistive bridges than for hard-shorts.



Chapter 6

Conclusions and Future Work

The last decade has witnessed a tremendous increase in the demand of hand-held devices, for

example, PDAs, laptops and smart-phones. For these devices, battery life is an important con-

straint limiting the support for additional features in such devices and researchers around the

world have put their efforts together to extend it using low-power design techniques. Low-

power design techniques aim to increase the battery life while supporting the demand for addi-

tional features in such devices. The miniaturization of CMOS process nodes has enabled higher

integration of transistors per silicon die, but unfortunately the number of pins per die available

for testing these devices do not increase at the same rate, leading to higher cost of manufacturing

test. In the electronics industry, a widely accepted “rule of 10” indicates that the cost of detect-

ing a bad component increases by 10 times at each level of assembly (from wafer to package,

to board, and finally to system level) putting even more stress on manufacturing test techniques

demanding continuous innovation to keep the cost of manufacturing test low. This has led to the

development of more sophisticated DFT techniques that aim to reduce the rising cost of manu-

facturing test. The contributions presented in this thesisprovide new and cost-effectivetest and

diagnosissolutions for designs employing multi-Vdd settings, which are summarized in the next

section followed by proposed future work.

6.1 Thesis Contributions

Multi-V dd is an effective low power design technique commonly employed in hand-held devices

that varies the supply voltage and operating frequency of a design according to the workload.
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Manufacturing test of such devices poses new challenges because certain physical defects be-

come active at a specific supply voltage settings and stay dormant otherwise. Resistive bridge

defect is a dominant defect type in deep submicron designs that exhibits Vdd-dependent de-

tectability. The first objective of this thesis1 is met by analysing the Vdd-dependent detectability

of resistive bridge defect using three operating voltages.It is found that the lowest operating

voltage achieves the highest detectability (fault coverage), but to achieve 100% fault coverage,

majority of circuits (16 out of 22) require test at more than one voltage setting. This means that

the ATE (Automatic Test Equipment) will have to switch between different voltage settings to

apply the test, incurring test cost due to switching overhead and degradation of test compaction

quality.

The Vdd-dependent detectability of resistive bridges presents challenges for the existing test and

diagnosis techniques for the following two reasons: 1) Existing DFT techniques use repetitive

tests at several Vdd settings to achieve 100% fault coverage. Repetitive tests at several Vdd

settings are undesirable as it increases the manufacturingtest cost; 2) All existing diagnosis

techniques use a single Vdd setting for diagnosing resistive bridges that exhibit Vdd-dependent

detectability, which may reduce the diagnosis accuracy affecting subsequent design cycle and

yield. This thesis presents the first detailed investigation on reducing test cost and improving

diagnosis accuracy, while considering multi-Vdd designs in the presence of resistive bridges.

The test cost is reduced by exploiting an observation noted by earlier publications that a high

percentage (generally 80% or above) of resistive bridge defects are detectable at the lowest

operating Vdd setting. This thesis proposes two new and cost-effective DFT techniques to further

increase the percentage of detectable logic faults at the lowest Vdd setting, thereby reducing test

cost by avoiding the need to apply repetitive test at severalVdd settings. The two techniques,

test point insertionandgate sizing, are proposed to address the 2nd objective of the thesis. These

two techniques were discussed in Chapter3 and Chapter4 respectively.

The test point insertion technique was discussed in Chapter3, which is the first technique to

reduce the number of test Vdd settings without affecting the fault coverage of the original test.

TPI capitalizes on the observation that each resistive bridge defect consists of a large number

of logic faults, including both detectable and non-detectable logic faults. It targets resistive

bridges requiring test at higher Vdd settings, and converts specific un-detectable logic faultsat

the lowest Vdd setting into detectable logic faults by the help of test points. Test points provide

additional controllability and observability at the faultsite thereby reducing the number of test

Vdd settings by improving the testability of the design. The proposed TPI technique performs a

detailed analysis using signal probabilities of nets and this analysis is used to select the minimum

1All objectives are listed on page #51
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number of logic faults that are likely to cover NRINEV intervals at the lowest Vdd setting using

a minimum number of test points. In this way, the proposed TPItechnique targets all NRINEV

intervals and the number of test Vdd settings is reduced. Once the number of test Vdd settings is

reduced, the proposed technique attempts to reduce the number of test points. This is achieved

by identifying common nets in the design to provide the same controllability and observability

to all fault sites requiring test points, thus reducing the number of test points, i.e., control points

and observation points are minimized without affecting thefault coverage.

Experiments are conducted using ISCAS-85, ISCAS-89, and ITC-99 benchmarks, and in total

23 designs. All experiments are conducted using three Vdd settings, and 21 out of 23 designs

require multi-Vdd test settings for 100% fault coverage. Experimental results show that the

proposed TPI technique is able to achieve a single Vdd test for 10 designs that otherwise require

two or more test Vdd settings. Similarly, the proposed TPI technique has reduced another set

of 10 benchmark designs to two test Vdd settings that otherwise require three test Vdd settings.

However, it couldn’t reduce any test Vdd setting for 1 benchmark design. In terms of area

overhead due to added test points, it has added≤ 10 test points to the large majority of circuits.

On average (considering all designs) the proposed TPI technique has added 6.7% additional

gates. The added test points have shown negative effect on timing, and similarly the power

consumption of the design has also increased in comparison to the original design. It is well-

known in the test community that added test points improve fault coverage of the design at the

cost of timing, area and power [Abramovici et al., 1998, Touba and McCluskey, 1996, Pomeranz

and Reddy, 1998].

The proposed TPI technique has shown encouraging results interms of reducing the number of

test Vdd settings. However, it couldn’t achieve single Vdd test for all designs, therefore Chapter4

of this thesis has proposed another more effective technique to reduce the number of test Vdd

settings. The second technique exploits the observation that the resistance interval covered by a

detectable logic fault can be increased by changing the drive strength of gates driving the bridge

and usesGate Sizingto increase the drive strength of gates driving the bridge. The proposed gate

sizing technique works on the principle of covering (i.e., completely overlapping) the resistance

range greater than or equal to that of the NRINEV interval (for definition of NRINEV, see

Sec.3.1) at the lowest Vdd setting. This is achieved by increasing the resistance range of a

detectable logic fault at the lowest Vdd setting such that it covers a higher resistance range than

that of the NRINEV interval. The gates driving the bridge arere-sized and the number of test

Vdd settings are reduced.

The proposed gate sizing technique has been implemented by two different algorithms, which

are distinguished by the process of gate identification for replacement. In other words, the two
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algorithms solve the following question differently, i.e., how to identify a bridge location re-

quiring test at a higher Vdd setting from a given list of bridge locations? Just like TPI,the first

Deterministic Algorithminvokes a test generator to identify the set of bridges requiring test at

higher Vdd settings, this algorithm returns an accurate set of bridgesbut it is computationally

expensive as the test generator is a SAT-based ATPG with exponential worst case complexity.

Therefore the second algorithm attempts to reduce the computation effort by using a probabilis-

tic estimate that determines the likelihood of each bridge location to be detected at a higher

test Vdd setting. Since bridges requiring higher Vdd settings for detection are only targeted for

gate replacement. The secondProbabilistic Algorithmuses a set of criteria based on probabilis-

tic estimate, which is developed by analysing 23 different designs from ISCAS-85, ISCAS-89,

and ITC-99 benchmarks, which is used to categorize the Vdd setting of each bridge location.

The algorithm selectively uses a test generator where the probabilistic estimate is inconclusive.

Probability based categorization reduces the need of invoking the test generator for each bridge

location, thereby speeding up the gate sizing technique. The proposed gate sizing technique (im-

plemented by the two algorithms) reduces the number of gatesto be replaced by identifying and

replacing common gates across all bridge locations that require high Vdd test. This is followed

by test generation on the modified netlist that returns single Vdd test.

Experimental results show that the proposed gate sizing technique is able to achieve single Vdd

test for all designs that otherwise require two or more test Vdd settings, without affecting the

fault coverage of the original design. In terms of computation time, the Probabilistic Algorithm

results in a significant speed up for a large majority of circuits and reduces runtime by up to

50%, when compared with the Deterministic Algorithm. The reduction in runtime is especially

noticeable for larger designs. In terms of timing, area and power, the proposed gate sizing (GS)

technique has improved timing for some designs, in comparison to the original design due to

gate replacement by bigger and faster gates; the timing performance is better when compared

with TPI for all designs. The proposed GS technique has a small area overhead in comparison to

the original design, but it is lower than that of TPI for all designs. This is because, on average for

all designs, it replaces only 3% of total gates. Similarly, the power consumption of GS modified

designs is always lower than those modified by the TPI, however it is higher than the original

design. This is because of the bigger load capacitance and higher leakage current of bigger gates

replaced by the proposed GS technique.

The two proposed techniques (TPI in Chapter3 and GS in Chapter4) provide novel solutions to

reduce the number of test Vdd settings without affecting the fault coverage of the original test,

thereby reducing the test cost of designs operating at multiple-voltage settings, while targeting

a dominant defect type, i.e., resistive bridge defect. The Vdd-dependent detectability of resistive

bridges demands revisiting existing diagnosis techniques, as all existing diagnosis techniques
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employ a single Vdd setting for fault localization and therefore diagnosis of multi-Vdd designs

imposes a challenge for defects exhibiting supply voltage dependent behavior as that may affect

failure analysis with negative implications on subsequentdesign cycle.

Chapter5 addresses the 3rd objective of this thesis by proposing a new and cost-effective tech-

nique for efficient diagnosis of multi-Vdd designs in the presence of resistive bridge defects.

Using a cause-effect diagnosis technique with pass/fail dictionaries, the proposed diagnosis tech-

nique capitalizes on resistance range detection of all suspected bridges at each of the operating

Vdd settings to narrow down the list of suspected candidates thereby improving the diagnosis

accuracy. The cost-effectiveness of the proposed technique is achieved by identifying the most

useful Vdd settings that achieve the same accuracy, while reducing test application time (TAT).

Experiments are conducted using ISCAS-85 and ISCAS-89 benchmark designs and experimen-

tal results show that for single voltage diagnosis, the lowest Vdd setting is the most effective

one, and achieves highest diagnosis accuracy while considering single Vdd diagnosis. However,

the accuracy can be improved by as much as 72%, by using the proposed multi-Vdd diagnosis

technique that takes into account resistance range detection at all operating Vdd settings. Di-

agnosis at all operating Vdd settings may increase diagnosis cost by increasing test application

time (TAT). Therefore experiments are conducted to identify the most useful Vdd settings (or

combination of Vdd settings) that show very high diagnosis accuracy using the lowest two Vdd

settings. The lowest two Vdd settings achieve very high (close to the overall best) diagnosis

accuracy thereby reducing diagnosis cost of resistive bridge defects. This work also analyses

hard-shorts (bridges with 0Ω resistance) and experimental results show that the diagnosis accu-

racy has little variation across different voltage settings for this class of defects, and therefore

any Vdd setting can be used just as well without affecting diagnosisaccuracy.

The contributions presented in this thesis provide novel, relevant and cost-effectivetest and diag-

nosissolutions for designs employing multi-Vdd settings, while targeting resistive bridge defects

that exhibit Vdd-dependent detectability. The conclusions drawn in this thesis are supported by

extensive analysis using an advanced parametric bridge fault model, state-of-the-art EDA tools,

widely-used benchmark designs and in-house software specifically developed to generate realis-

tic data to meet the last objective of this thesis. It is hopedthat the test and diagnosis techniques

proposed in this thesis will make useful contributions towards the development of future EDA

test tools.
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6.2 Future Work: PV-Aware Test

CMOS fabrication process variation has been taken for granted for years and over many scaled

technology nodes. Fabrication process variation is mainlydue to sub-wavelength lithography,

random dopant distribution and line edge roughness and affects the transistor threshold voltage

VT , oxide thickness, and its geometry (W, L) [Bernstein et al., 2006]. As silicon manufacturing

processes scale to and beyond the 65nm node, process variation can no longer be ignored [Roy

et al., 2006a, Mak. and Nassif, 2006]. It has been demonstrated that it is possible to control the

impact of process variation on circuit performance and power through process-tolerant design

and improved fabrication techniques [Bhunia et al., 2007b]. Variation-aware test, on the other

hand, which is the focus of this research is a new area that is currently receiving considerable

attention world-wide. There is a general consensus betweenvarious EDA vendors that existing

manufacturing test methods appear to be affected by the fabrication process and operating power

supply voltage variation and is therefore less effective for testing nanoscale ICs. There is a great

deal of novel work to be undertaken in this new research area and this project aims to make

a significant contribution to the topic of variation-aware semiconductor test. The test research

group at the University of Southampton has been an early and key player in this new area and is

well-qualified to undertake the proposed research (See [Ingelsson, 2009, Ingelsson et al., 2008,

2009]).

Once a design has been functionally verified, the next stage is to fabricate it. Conventionally,

an IC is tested at the time of fabrication to find manufacturing imperfections. The testing of

an IC is the process of exercising the circuit with test patterns (collections of logical 1s and 0s)

and analyzing its response to determine whether it behaves correctly, with the aim of preventing

the delivery of defective parts to customers. This project is focused on new manufacturing test

methods that minimize test escapes (undetected logic and delay faults) introduced by variation

in the fabrication process and operating power supply voltage. This is needed to increase the

shipped-product quality for today’s high-density nanometer ICs. Faults are used to model fab-

rication defects that can lead to physical failures. An error is the manifestation of a fault in the

circuit. The purpose of manufacturing testing is to detect the faults by forcing them to be mani-

fested as errors, e.g. incorrect outputs. A fault model is anabstraction of a physical defect which

can be used to determine the effect (error) of the corresponding defect at the output of the circuit

under test. The advantage of modeling physical defects as logical and delay faults is that the

problem of fault analysis and test generation is simplified by abstracting the complex analogue

behaviour to binary digital behavior [Roy et al., 2006b]. Commonly used fault models include

stuck-at faults, delay faults, and bridging faults. With continuous scaling in process technology,

we have ICs that offer high clock frequencies, low power and high density. However, advances
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in technology have also led to more manufacturing defect types with the most prominent being

resistive shorts or bridging (resistive connection between two nodes either within logic gate, or

between outputs of different logic gates) and resistive opens (resistor between two circuit nodes

that should be connected). According to the ITRS 2005 [ITR, 2005], the frequency of resistive

open and resistive short (RORS) defects increases with technology scaling. As an example, an

industrial study estimated RORS account for as much as 58% ofall defects [Montanes et al.,

2002] found in an IC fabricated using 130nm. RORS defects alter the IC delay performance and

change the logic function leading to IC failures, and therefore they are aggressively targeted by

industry during manufacturing test. The considerable increase of RORS defects in nanometer

ICs are due to the presence of many interconnection layers, growing number of connections be-

tween each layer, and denser interconnection lines and theyare likely to become more prominent

in next generation process technologies [ITR, 2005].

An overview of the state-of-the-art research in RORS defects testing including our preliminary

research is discussed next, which forms the basis for the proposed research. Over the last couple

of years fault models and test generation methods for RORS defects have been reported in the

literature, recent examples include [Engelke et al., 2006b, Arumi et al., 2008b]. As a result of

growing industry concerns, commercial Automatic Test Pattern Generation (APTG) methods

and tools targeting RORS defects have become available recently, e.g. Synopsys TetraMax and

Mentor Graphics FastScan. Whilst significant progress has been made on how to detect RORS

defects effectively, recent academic and industrial research is showing that these defects are

sensitive to variation in the operating power supply voltage, compromising their detectability.

One example we have demonstrated [Khursheed et al., 2008] is that resistive shorts change

their logical behaviour with varying Vdd and unless this Vdd-dependent behaviour is addressed

during test generation, loss of defect coverage occurs leading to reduced IC yield and reliability.

Another example [Kruseman and Heiligers, 2006] from industry considered resistive opens and

shown how such defects are better detected at elevated Vdd (higher than nominal operating

power supply Vdd). We have also demonstrated [Ingelsson et al., 2008, 2009] how resistive

shorts are sensitive to fabrication process variation (VT,W/L, TOX) leading to new logical

faults induced by such variation which are missed during test. There is further evidence that

process variation introduces additional delay failures asreported in [Lu et al., 2005] and more

recently by IBM [Iyengar et al., 2007] and TI [Devanathan et al., 2007a]. It should be noted

that current commercial ATPG methods and tools do not take into consideration the variation

in fabrication process and operating power supply voltage during test generation (i.e. variation-

unaware) which is the main focus of the proposed research.

Recent research including that presented in this thesis, shows that logical and delay behaviour

of RORS are sensitive to Vdd [Khursheed et al., 2008] and to process variation [Ingelsson et al.,
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2008, Lu et al., 2005, Iyengar et al., 2007, Devanathan et al., 2007a] and therefore new high qual-

ity manufacturing test methods targeting such defects are needed to minimize test escapes and

to increase the shipped-product quality for nanometer ICs.The key objectives of the proposed

research include the following:

1. Develop structural fault models for resistive open and resistive short (RORS) defects to

predict accurately their logical and timing behaviour under process and power supply

voltage (PV) variation;

2. Analyse using the developed fault models the effects of PVvariation on the defects’ be-

haviour to identify the variation-induced logic and delay faults that need to be targeted

during test pattern generation to improve fault coverage and reduce test data volume;

3. Develop PV variation-aware test pattern generation methods (static and dynamic) for logic

and delay tests leveraging the identified variation-induced faults to improve test quality

(less test escapes) and reduced test cost (less test application time);

4. Investigate the impact of PV variations on diagnosis accuracy using the developed fault

models to develop a robust diagnosis technique taking PV variations into account.

The produced manufacturing defect models and test pattern generation methods from the re-

search programme will help to establish the scientific foundation required for the development

of next generation process and voltage (PV) variation awaretest methods and tools for nanoscale

integrated circuits. This is highly novel research since tothe best of our knowledge, at present

there are no reported PV variation aware fault models for resistive open and resistive short de-

fects. Such models will facilitate the development of more efficient test generation methods in

terms of higher defect coverage (better test quality) with less volume of test data (lower test

time) when compared with the state-of-the-art delay test methods reported in [Lu et al., 2005,

Iyengar et al., 2007, Devanathan et al., 2007a], and the only reported basic logic test method

reported by us [Ingelsson et al., 2008]. This research proposal is timely and responds to present

and future industrial needs. This is because the availability of effective and low-cost test meth-

ods developed specifically to mitigate the impact of PV variation are of paramount importance if

the test cost of nanometre ICs is to remain acceptable for thehighly competitive microelectron-

ics industry. The outcome from this research would be practical test solutions that are attractive

to both industrial exploitation and further academic research.



Appendix A

Logic Threshold Calculation

The logic threshold of a gate input is used in experiments to determine the critical resistance

of a logic fault, see Section2.1.1for detailed description of critical resistance calculation. The

logic threshold of a gate input is defined as the input voltageat which the voltage at the output

reaches half of the supply voltage, while keeping all other inputs of the gate at non-controlling

value(s) [Segura et al., 1998]. FigureA.1 illustrates the logic threshold calculation for one of the

two inputs of a nand gate.

In this thesis all experiments are conducted using 0.12µm ST Microelectronics gate library.

Logic threshold is calculated for every input of all gates inthe gate library, which is then stored

in a database. For a given bridge location, this pre-compiled database is used in experiments

to determine the critical resistance of a logic fault. Figure A.2 shows the tool flow to calculate

the logic threshold of each gate in the library. As can be seen, the gate library provides the

transistor level SPICE description of a gate with ‘m’ inputs, which is used to calculate the logic

threshold of each gate input ‘i’, where i∈ m, at each of the three Vdd settings (i.e., 0.8V, 1.0V,

1.2V) respectively. For a given gate input ‘i’, the tool determines all ‘k’ non-controlling input

1

Vin

2

dd
V

Vdd

FIGURE A.1: Logic threshold calculation of a two input Nand gate.
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TABLE A.1: Simulated logic threshold of gates using the tool flow shown in FigureA.2.

Input A Input B

Gate 1.2V 1.0V 0.8V 1.2V 1.0V 0.8V

Two Input AND 0.52 0.44 0.36 0.54 0.46 0.37

Two Input NAND 0.52 0.45 0.37 0.55 0.46 0.38

Two Input OR 0.6 0.49 0.39 0.56 0.47 0.38

Two Input NOR 0.6 0.5 0.4 0.56 0.48 0.39

Inverter 0.55 0.46 0.38

combinations of the gate and for each combination ‘j∈ k’, it determines the logic threshold

using Spectre simulation and records the input voltage at which the output of the gate reaches

half of the supply voltage. In a similar way, logic thresholdis calculated for all non-controlling

input combinations ‘k’ of a gate input ‘i’. Logic threshold of the input ‘i’ is calculated by taking

an average over all logic threshold values and the database is updated for input ‘i’ at a given Vdd

setting. In this way, the tool generates the logic thresholdof the gate input for all Vdd settings

and this procedure is repeated for all inputs ‘i∈ m’.

This tool flow is used to calculate logic threshold of 140 different gates with various number of

inputs. As an illustration, TableA.1 shows the calculated logic threshold of five different gates

at three Vdd settings using the tool flow shown in FigureA.2.
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FIGURE A.2: Tool flow for calculating logic threshold of a gate.



Appendix B

Multi-Voltage Test Generation

The Multi-Voltage Test Generator (MVTG) is used for test generation in experiments reported

in Chapter3 and Chapter4. MVTG was developed by Dr. U. Ingelsson as part of his PhD

thesis [Ingelsson, 2009]. It was developed for detecting non-feedback bridge faults in designs

operating at more than one Vdd setting. The MVTG is capable of generating a test for all

detectable logic faults and guarantees 100% fault coveragefor resistive bridge faults. The tool

flow of the MVTG is shown in FigureB.1. It can be broadly categorized into two parts: 1) Logic

fault generator and 2) Test pattern generator.

For a given bridge location and Vdd setting, the logic fault generator determines the boolean

values at the fault site for a range of resistance value. The boolean values at the fault site

includes inputs values to the gates feeding the bridge and the boolean values interpreted by

the gates driven by the bridge. This information along with the Vdd setting (of operation) and

covered resistance range is stored in a data structure called logic state configuration (LSC). The

boolean value interpreted by the gates driven by the bridge is calculated by carrying out a DC

sweep over a resistance range∈ [0,∞) using Cadence SpectreTM and the logic threshold values

of the driven input (see AppendixA for details) is used to determine the cut-off point between

faulty and fault-free gate behavior. Since Spectre simulation process for logic fault generation is

time consuming and can seriously bog down the test generation process, therefore a database is

created as a pre-processing step of test generation (FigureB.1). The database holds the voltage

values on the nets affected by the bridge for a range of resistance values at a given Vdd setting

and gate input(s) feeding the bridge. During test generation the logic fault generator accesses

the database, using Vdd setting and gate input values as a database key, and gets the voltages on

the bridged nets for a range of resistance values. It then uses the logic threshold values (stored
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in another database as discussed in AppendixA) of the driven gate inputs to determine the exact

logic fault behavior at the fault-site and returns one or more LSCs to the test pattern generator.

The test generator uses the list of LSCs generated by the logic fault generator for a given bridge

location, and generates a test pattern for each LSC that distinguishes the faulty behavior of a

design from fault-free behavior. The MVTG uses ZChaff [zChaff, 2007] (SAT solver) for test

pattern generation that propagate the fault effect to the primary output(s) and justifies the logic

values of the fault site at the primary inputs of the design. The test pattern generator targets each

LSC and returns a test pattern for each detectable logic fault and therefore results in test patterns

with overlapping detectable resistance ranges and some of the test patterns are un-necessary that

can be removed without affecting the fault coverage of the test. Such test patterns are removed

from the test set during the final step shown as “Test pattern selection” in FigureB.1. Test

size is reduced by using linear programming based minimum set cover technique [LP, 2009]

that ensures that resistance range coverage remains the same by using minimal number of test

patterns. The program finally terminates by generating a multi-voltage test set that ensures 100%

bridge fault coverage.
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FIGURE B.1: Multi-Voltage Test Generation (MVTG) flow [Ingelsson, 2009].



Appendix C

ISCAS and ITC Benchmarks

Experiments reported in this thesis use ISCAS-85, ISCAS-89and ITC-99 benchmark designs.

TableC.1 and TableC.2 show all circuits used, along with the total number of gates,primary

inputs, primary outputs and total number of flip-flops in eachdesign. As can be seen, all ISCAS-

85 benchmarks used in this work are combinational designs, while benchmarks in ISCAS-89 and

ITC-99 are sequential designs. Sequential designs are converted to full-scan design and therefore

all benchmarks used in this thesis are full-scan design. Thebenchmarks are synthesized using

ST Microelectronics 0.12µm cell library, and the two tables show the post-synthesis gate count

of each design. The default options of Synopsys Design Compiler are used for synthesis.
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TABLE C.1: ISCAS-85 and ISCAS-89 benchmark designs

No. of No. of No. of No. of

S. No. Design Gates Primary Inputs Primary Outputs Flip Flops

ISCAS-85 benchmarks [Hansen et al., 1999]

1. c432 93 36 7 0

2. c880 161 60 26 0

3. c499 187 41 32 0

4. c1908 205 33 25 0

5. c1355 226 41 32 0

6. c2670 269 233 140 0

7. c3540 439 50 22 0

8. c7552 731 207 108 0

ISCAS-89 benchmarks [Brglez et al., 1989]

9. s344 62 9 11 15

10. s386 63 7 7 6

11. s382 74 3 6 21

12. s1488 281 8 19 6

13. s9234 434 19 22 228

14. s5378 578 35 49 179

15. s13207 1064 31 121 669

16. s15850 1578 14 87 597

17. s35932 3689 35 320 1728

18. s38584 5133 12 278 1452
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TABLE C.2: ITC-99 benchmark designs

No. of No. of No. of No. of

S. No. Design Gates Primary Inputs Primary Outputs Flip Flops

ITC-99 benchmarks [Corno et al., 2000]

19. b01 26 2 2 5

20. b02 15 1 1 4

21. b03 63 4 4 30

22. b04 208 8 11 66

23. b05 315 1 36 34

24. b06 33 2 6 9

25. b07 170 1 8 49

26. b08 86 9 4 21

27. b09 75 1 1 28

28. b10 88 11 6 17



Appendix D

SPICE Models

All experiments reported in this thesis utilize ST Microelectronics 0.12µm gate library. In the

following, SPICE description of three gates (Inverter, NAND, NOR) is presented to provide

library specific information.

// Inverter

subckt ivhsx05 ( a z gnd vdd )

xmn0 ( z a gnd gnd ) enhsgp_bs3ju w=0.260u l=0.130u ad=0.152p

+ as=0.145p pd=1.470u ps=1.340u

xmp0 ( z a vdd vdd ) ephsgp_bs3ju w=0.470u l=0.130u ad=0.260p

+ as=0.290p pd=2.550u ps=2.780u

c1 ( vdd gnd ) capacitor c=0.119f

c2 ( gnd gnd ) capacitor c=0.809f

c3 ( z gnd ) capacitor c=0.075f

c4 ( a gnd ) capacitor c=0.263f

c12 ( vdd gnd ) capacitor c=0.105f

c14 ( vdd a ) capacitor c=0.004f

c23 ( gnd z ) capacitor c=0.125f

c24 ( gnd a ) capacitor c=0.114f

c34 ( z a ) capacitor c=0.118f

ends ivhsx05
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// Two Input NAND Gate

subckt nd2hs ( a b z gnd vdd )

xmn0 ( net15 a gnd gnd ) enhsgp_bs3ju w=0.640u l=0.130u ad=0. 061p

+ as=0.305p pd=0.190u ps=2.870u

xmn1 ( z b net15 gnd ) enhsgp_bs3ju w=0.640u l=0.130u ad=0.21 8p

+ as=0.061p pd=1.320u ps=0.190u

xmp0 ( z a vdd vdd ) ephsgp_bs3ju w=0.770u l=0.130u ad=0.192p

+ as=0.471p pd=1.130u ps=4.130u

xmp1 ( z b vdd vdd ) ephsgp_bs3ju w=0.770u l=0.130u ad=0.192p

+ as=0.471p pd=1.130u ps=4.130u

c1 ( vdd gnd ) capacitor c=0.145f

c2 ( gnd gnd ) capacitor c=0.902f

c4 ( z gnd ) capacitor c=0.109f

c5 ( a gnd ) capacitor c=0.135f

c6 ( b gnd ) capacitor c=0.136f

c12 ( vdd gnd ) capacitor c=0.139f

c14 ( vdd z ) capacitor c=0.022f

c15 ( vdd a ) capacitor c=0.002f

c16 ( vdd b ) capacitor c=0.002f

c24 ( gnd z ) capacitor c=0.188f

c25 ( gnd a ) capacitor c=0.070f

c26 ( gnd b ) capacitor c=0.066f

c45 ( z a ) capacitor c=0.106f

c46 ( z b ) capacitor c=0.142f

c56 ( a b ) capacitor c=0.133f

ends nd2hs
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// Two Input NOR Gate

subckt nr2hs ( a b z gnd vdd )

xmn0 ( z a gnd gnd ) enhsgp_bs3ju w=0.340u l=0.130u ad=0.116p

+ as=0.323p pd=0.995u ps=3.445u

xmn1 ( z b gnd gnd ) enhsgp_bs3ju w=0.340u l=0.130u as=0.323p

+ ad=0.116p ps=3.445u pd=0.995u

xmp0 ( net028 a vdd vdd ) ephsgp_bs3ju w=1.050u l=0.130u ad=0 .131p

+ as=0.689p pd=0.250u ps=4.990u

xmp1 ( z b net028 vdd ) ephsgp_bs3ju w=1.050u l=0.130u ad=0.4 23p

+ as=0.131p pd=3.180u ps=0.250u

c1 ( vdd gnd ) capacitor c=0.139f

c2 ( gnd gnd ) capacitor c=0.902f

c3 ( z gnd ) capacitor c=0.137f

c5 ( a gnd ) capacitor c=0.121f

c6 ( b gnd ) capacitor c=0.121f

c12 ( vdd gnd ) capacitor c=0.133f

c13 ( vdd z ) capacitor c=0.051f

c15 ( vdd a ) capacitor c=0.002f

c23 ( gnd z ) capacitor c=0.238f

c25 ( gnd a ) capacitor c=0.061f

c26 ( gnd b ) capacitor c=0.060f

c35 ( z a ) capacitor c=0.113f

c36 ( z b ) capacitor c=0.117f

c56 ( a b ) capacitor c=0.105f

ends nr2hs
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