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Doctor of Philosophy
Test and Diagnosis of Resistive Bridgesin Multi-V 44 Designs
by Syed Saqib Khursheed

A key design constraint of circuits used in hand-held dessisgéhe power consumption, mainly
due to battery life limitations. Adaptive power managem@®RM) techniques aim to increase
the battery life by adjusting the supply voltageyg{Yand operating frequency, according to the
workload. APM-enabled devices raise a number of challefigresxisting manufacturing test
and diagnosis techniques, as certain defects exhjit®pendent detectability. This means that
to achieve 100% fault coverage, APM-enabled devices sHmitdsted at all operating voltages
using repetitive tests. Repetitive tests at sevegglSéttings are undesirable as it increases the
cost of manufacturing test. This thesis provides two new eust-effective Design for Test
(DFT) techniques to avoid repetitive tests thereby redutast cost. The first technique uses
test point insertion (TPI) to reduce the number of tegi settings. TPI capitalizes on the ob-
servation that each resistive bridge defect consists ofge laumber of logic faults, including
detectable and non-detectable logic faults. It targetisties bridges requiring test at higher
V4q Settings, and converts un-detectable logic faults at thedb Vyq setting, into detectable
logic faults by using test points. Test points provide ddddl controllability and observability
at the fault site. TPI has shown encouraging results in t@fmsducing the number of testgy
settings, however it does not achieve singlg tést for all designs. Taking this issue into ac-
count, another gate sizing (GS) based DFT technique is peapdt targets bridges that require
multi-V 4q test and increases the drive strength of gates driving stidbds. The number of test
V4q Settings are reduced minimizing test cost. Experimentilte show that for all designs,
the proposed GS technique achieves 100% fault coverageiragla ¥qyq setting; in addition it
has a lower overhead than the TPl in terms of timing, area anep

The Vyq dependent detectability of resistive bridges demandsak:ation of existing diagnosis
techniques, as all existing techniques use a single voftatjimg for fault diagnosis, which may
have a negative impact on diagnosis accuracy, affectingesent design cycle and yield. This
thesis proposes a novel and cost-effective technique toovepdiagnosis accuracy of resistive
bridges in APM-enabled designs. It evaluates the impacanfing supply voltage on the accu-
racy of diagnosis and demonstrates how additional voltagags can be leveraged to improve
the diagnosis accuracy through a novel multi-voltage diagnalgorithm. The diagnosis cost is
reduced by identifying the most useful voltage settingstanedliminating tests at other voltages
thereby achieving high diagnosis accuracy at reduced custdeveloped test and diagnosis
techniques have been validated using simulations with IS@Ad ITC benchmarks, realistic
fault models and actual bridges extracted from physicalués
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Chapter 1

| ntroduction

Energy-efficiency is a key requirement for portable, bgtfswered appliances. Several adap-
tive power management methods have been employed in a wide td consumer electronics
to optimize their power consumption. A popular adaptive pomanagement technique is scal-
ing the supply voltage and operating frequency accordirigeggrocessing loadsichmitz et al.
2004, as implemented in several state-of-the-art procesddestin et al, 2002 Intel, 2007.
Typically, a design with adaptive power management has afsdiscrete supply voltage/fre-
guency settings it can switch between depending on the rduwerkload and power saving
mode. Multi-Vyq design Keating et al, 2007 is another effective power saving technique,
which operates gates on non-critical paths at a lowgr 9étting than those on critical paths
thereby reducing overall power consumption. This work pegs cost-effectiveest and diag-
nosissolutions for a dominant deep submicron defect (bridgeatefie the context of multi-Vg
designs.

This chapter gives an overview of recent manufacturingtéestniques commonly employed in
devices using low power design techniques. The aim of thagten is to provide preliminary
information for the subsequent chapters in the thesis. Rdow power design techniques
are discussed in Sectidnl Sectionl.2-1.6 summarize recent manufacturing test techniques
including a discussion on fault models (S&@), test generation (Set.4), diagnosis (Sed..5),

and design for test (DFT) techniques (Sk®). The contribution of each chapter is summarized
in Sectionl.7, and finally Sectiorl.8 presents the list of publications generated from the work
presented in this thesis.



Chapter 1 Introduction 2

1.1 Low Power Design

The last decade has withessed a tremendous increase irathe afslow-power battery driven
devices, for example, smart phones, laptops and PDAs. Thdemhone industry has recorded
a yearly growth rate of 24% in the number of mobile servicesstiptions. At the start of
the century, just 12% of the world’s population had a mobhene, which had risen in 2008
to about 61% (or approximately 4 billion subscriptiong)rpy, 2008 News 2008. The UK,
with a population of around 60 million people, has in totalrillion mobile phone subscrip-
tions [Dennis 2008. The demand for rich feature sets in these devices hasasedeas well,
which support applications for: web-browsing, multimedienail, GPS navigation etc., putting
a severe stress on the battery life. Over the years, low pdeggn techniques have evolved to
support the demand for rich feature-set in these devicescaindrease battery life.

Low power design techniques aim to reduce power consumigorunit time. Total power
consumption can be divided into two main categories, i.@adyic and static power, as shown
in Eq. (1.1). Dynamic power is consumed when the device is active anthlsgre propagated
from one part to another. On the other hand, static power iswoed when the device is
powered up but there is no activity in the device and no signgbpagation. Dynamic and static
power are both likely to increase in upcoming years and itésligted that dynamic power will
double from 90 nm to 45 nm devices, while static power willrgase by 6.5 timeKating
et al, 2007. This clearly poses a challenge for researchers in the dielcand-held electronic
devices.

Prota = PDynamic + Psiatic (11)
PDynamic = a.f.CL.V2 (12)
Istatic = Isubthreshold + lowide + IBTBT 1.3)

Dynamic power can be expressed using BR)( wherea is related to effective percentage of
gates switchingy is the operating voltage, is operating frequency ar@;, is load capacitance
which is proportional to the number of gates. From this equait can be seen that dynamic
power is directly proportional to operational frequencsiyeh load capacitance, and most im-
portantly, the square of the operating voltage. This meadsading operating voltage can pro-
duce more significant dynamic power savings than other peters) i.e.f andC/,. Static power
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FIGURE 1.1: Static v Dynamic Power Consumptiddrith, 2009

is mainly due to three types of leakage currents: subthtéslyate-oxide and Band-To-Band
Tunneling (BTBT) leakage currents as shown by Equatibi)( Sub-threshold leakage is a
dominant type of leakage current and is due to movement abrityncarriers (holes for n-type
and electrons for p-type material) from drain to source afaadistor, when it is operating in
cut-off region {/;s < V;). One popular technique to reduce subthreshold leakagentlis to
use highV; gates. Ad/; has a negative exponential relationship with;, even a small increase
in V; results in a reduction in subthreshold leakage curri€ith[et al., 20038. Gate leakage
current is due to current through the gate oxide insulatiwh lzas significantly increased due
to reduction in thickness of gate oxidg, with technology scaling, which is only a few atoms
thick in 90 nm CMOS process technology. It can be reduced mgus high-k dielectric ma-
terial. The BTBT current {zrp7) is due to a high electric field across a reverse-biased p-n
junction between the source/drain and bulk of the CMOS dgwidhich causes significant cur-
rent to flow through the junctiorRoy et al, 2003. The increase of dynamic and static power
consumption with technology scaling is shown in Figiré It can be seen that static power
is a major contributor to total power consumption in 70 nmcesses. Subthreshold and gate
leakage currents are dominant causes of static power immetieo CMOS, but it is also affected
by Gate Induced Drain Leakage and Reverse Bias Junctioregedkallah and Pedran2003.

Some of the most widely used low power design techniquesidiecl Clock Gating, Multi-Vt
design, and Multi-\{q design techniqueKkating et al. 2007, Tiwari et al, 1998. Clock gating
is motivated by the fact that clock tree contributes towaa#ching activity and it can be as
high as 50% of dynamic power consumption of a design. Thiggsbse of two reasons: firstly,
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the clock nets are long and drive high load capacitancesor@gg they are subject to a high

switching activity. Clock gating targets parts of the dedigat are not required and turn off the
clock supply to them. This clock activity is disabled by adgiogic elements in parts of the

circuit such that logic elements fed by the flip-flops do narae their state un-necessarily. In
an experiment conducted using two designs with and withleekaating, it was found that the

power savings measured on a real chip varied from 34% to 438esigns fabricated using 180
nm CMOS process technologl$khre] 2007.

Multi-Vt design is another effective low power design teicjue commonly used to trade-off
static power with speed. The idea is fairly straightforwardesign is synthesized using standard
V; cells and once the timing requirement is met, cells on ndticak paths are replaced by high
V; cells that are slower but produce smaller static power. @rother hand, low; and faster
cells are placed on the critical path to meet the timing cairgt in this case design objective
is to place minimum number of low; cells to meet timingLLuo et al, 200§. It was shown

in [Luo et al, 2009 that leakage current of a loW, cell can be as high as 17.3 times that of high
V; cell. HighV; cells are 30% slower than their loW counterparts on 65 nm CMOS process
technology.

The multi-Vyq design technique provides the highest amount of power ga\ifeating et al.
2007 as it reduces the operating voltage of functional blocksoeding to their workload re-
guirement. Unfortunately, voltage reduction comes at a@fagduced operating frequency and
therefore the voltage level and frequency setting of eagbkik determined after analysing the
performance requirement of each individual block. The My design technique divides the
design and supplies each block with a specific set of voltatiing in order to meet performance
requirements of respective block(s). For example, a USEcddvas much lower performance
requirements than the cache, therefore USB can operateoatea Voltage than that supplied
to the cache without degrading the overall system perfoomar his is further shown in Fig-
ure 1.2, where the voltage level of path “B” is reduced thereby réuygpower consumption,
without affecting the overall performance of the desigrorfIEq. (.2), it can be seen that sup-
ply voltage has a quadratic relationship with dynamic posvret therefore reducing voltage has
more pronounced effect on power savings than other parasnete, f, andC’,.

It is important to note that all these low power techniques & reduce energy expenditure
and not power alone. Battery life is determined by total gnersed by a device and is given
by an integral of power over time. Power is an instantane@uwarpeter, while energy shows
total power spent over a period of time. Since low power degghniques increase delay, it is
possible that a device consumes lower power (using low pdesign techniques) but the same
amount of energy as a faster device (due to slow completioasit). Therefore, it is crucial to
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FIGURE 1.2: Multi Voltage design principle

analyze the impact of low power design technique on overedlgy expenditure of the system
to make it energy-efficient rather than power-efficient.

In general, multi-\g designs can be broadly categorized into two different typést, a simple
multi-V g4q scheme divides different blocks of the design accordindhéir tpeak workload and
performance requirement. Each block is then supplied wistatic (fixed) voltage setting at
which it operates and this type of voltage scaling is refbae Static Voltage Scaling (SVS).
Second, a more sophisticated technique changes the valtgiiiey of each block dynamically
according to its performance requirement. This second tfpsltage scaling is referred as
Dynamic Voltage Scaling (DVS) or Adaptive Voltage Scalidy§). AVS is the more advanced
of the two as it takes into account the operating conditimrsekample, temperature, process
and power supply variations, while DVS doesn’'t have thisatélly and is designed to oper-
ate under worst operating conditions at fixed voltage anguiacy settings, for a given work
requirement. A typical AVS-based system is shown in FiguBe As can be seen, the energy
management unit actively monitors the process and tempereariations in addition to perfor-
mance requirements, as monitored by the hardware perfaeraonitor, and varies the supply
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voltage according to the workload. Significant power saviage achieved with Multi-¥; de-
sign techniques in comparison to singlgg\design techniques, as shown in Figdrd. In a
study conducted byGhang and Pedram997 it was shown that Multi-\ig designs employing
three \jq settings achieve 40% more power savings than singledésign. This thesis also
deals with devices employing Multi){ settings in a DVS or AVS setup.

Multi-V 4q design achieves high savings in terms of energy expendibutdt brings new chal-
lenges for design and test of integrated circuits. Recesgiareh and a large number of publica-
tions in the literature have addressed challenges inauiisk scheduling, level shifter design,
floor planning, board level and test complexities of desigmgploying multi-\yq settings Pe-
dram 1996 Benini and Michelj 200Q Lackey et al.2002 Srivastava and Sylveste2003 Seo

et al, 2005 Lee et al, 2006 Chen et al.2007, Ingelsson2009. In the next section, manufac-
turing test techniques commonly used in these devices aimred.

1.2 Manufacturing Test

The complex digital logic that constitutes an electronisige is tested to ensure that the design
operates correctly and meets the desired specificatiomebgtfigpping it to the customers. During
test, the design is configured in test mode and utilizes dgst [see Secdl.6for more details on
test logic) to support high quality test of the design. Dgriesting the design is exercised with
a large number of test patterns, which are sequence of ‘@s’lanthat utilize all gates/paths in
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the desigh and the circuit response is compared with the expected mespd he circuit is said
to befaulty if the test output does not match the expected response emrdi€propagated to
the output of the design, otherwise it is considered faeke-f Two types of faults lead to error
propagation to the primary output of the design, which idelmanufacturing defects and soft
errors. Manufacturing defects are introduced during mactufing process and are permanent
after their occurrence. Soft errors on the other hand argaueparticles or neutrons and are
attributed to operating conditions and environmentaldact Soft errors can alter the signal
value, but since the effect is “transient” in nature, theseraferred as “Single Event Upset”
and affect the in-field reliability of the device. The impaxtsoft errors is increasing with
technology scaling and reduction in operating voltage. [bweer operating voltage reduces
the amount of charge required to change the logic value ofey gkso called “critical charge”.
Since soft errors are transient in nature, manufacturisgden’t detect such errors, therefore
different design techniques have been proposed to improfield reliability of a device in the
presence of soft errors by using Gate Sizidggu and Mohanran00q, RedundancyGomaa
and Vijaykumay 2006, and Error Correctionarnik and Hazucha2004 Meaney et al.2005
Ejlali et al, 200§9. These methods are generally referred as “Design for Biétid.

The test community has a general consensus that delay indidit and repairing a defective
device has very high cost, which increases by a factor of m@gj between different stages
of manufacturing (from device to board level, to system lleve lastly to in-field operational
device). This is also referred as “rule of 10Vang et al.2004. In a manufacturing process, it
is desirable to achieve high yield, which is the ratio of tataceptable parts to the total number
of parts fabricated and shown in Ed..4). The yield is usually considered acceptable at 500
defective parts per million (ppm) of fabricated parts, ardphigh quality at 100 ppm, however

the number of test patterns depends on the size and conypbéxite design
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the test community aims to achiezero defectarget that is to have less than or equal to 3.4
defective ppm Girard et al, 2009.

Total acceptable parts

Yield = :
v Total number of fabricated parts

(1.4)

The purpose of manufacturing test is to reducerdlject rate which is the ratio of field-rejected
parts to the total number of parts passing manufacturing &=l is given by Eq.1(5 and
Eq. (1.6) [McCluskey and Buelow1988.

Total faulty parts passing manufacturing test
Total number of parts passing manufacturing test

Reject Rate=

(1.5)

Defect Level= 1 — Y(1-FC) (1.6)

where, “Y” represents yield and “FC” represents fault cager, which is used to measure test
quality. Fault coverage is an important parameter to gmarttie percentage of total faults
detected by a test while considering the complete fault dofiault coverage is expressed by

Eq. 1.7),

B Detected Faults

FC= Total Faults (3.7)

Eqg. (1.6) shows the relationship between yield, defect level andt faaverage. For example,

assume yield of a certain process is 50% and fault coverageanfifacturing test is 95%, the
defect level can be calculated using EQ§, i.e.,1 — (0.5)(!:=%-95) = 0.034 or 3.4% of shipped

devices are defective or the defect level is 34,000 ppm. it to reduce the defect level to
the acceptable limit of 500 ppm for the same process yieldjehrhigher quality test should be
used. The fault coverage of such a test should be FC = 1-@bgjllog(Y)) = 99.93%.

Yield is also associated with the failure ratg,of a device, which represents the frequency of
failing products per unit time. It can be understood usirgpbpular Bathtub curve in reliability
theory, shown in Figur&.5. As can be seen, the failure rate can be broadly categoritethree
main sections: infant mortality, working life and wear o@ripd. The infant mortality period
(with decreasing failure rate) occurs when a product isdredrly production stage. Failures
that occur in this period are mostly attributable to poorcpss or design quality, which leads to
poor product quality. The product should not be shippedndpthiis period to avoid massive field
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returns. The working life period (with constant failureeptepresents the product’s “working

life”. Failures during this period tend to occur randomlyheTwearout period (with increasing

failure rate) indicates the “end-of-life” of the productaikires during this period are caused by
age defects, such as metal fatigue, dielectric breakdoavri-et electronic products, this period

is of less concern because end users often replace elecnarducts before the devices reach
their respective wearout period.

1.3 Fault Modds

Testing of digital circuits rely on fault models which arean¢to mimic the physical behaviour
of defects while taking into account all physical detaifkéd with the behaviour of a defect at
the device level. Fault models are important for test gaimerafault simulation, fault diagnosis

and quality prediction in the following way:

1. Fault simulation programs are built around fault modeld are meant to measure the
fault coverage matrix shown by EdL.7) of a given test set.

2. Test generation programs or Automatic Test Pattern GearefATPG) benefit from fault
models in two different ways. Firstly, they are guided bylfanodels that point towards
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a fault requiring test, thereby providing a measure of catapless to the test process.
Secondly, they provide a measure of effectiveness by campthe fault coverage ma-
trix, shown by Eg. {.7), which can be used to compare the efficiency of different BTP
programs Girard et al, 2009.

3. Diagnosis and silicon debug programs are meant to igethiif location and type of de-
fect causing a malfunction in the circuit. Different typdsd@gnosis techniques exist in
literature but all of them are built around a fault model. Hsashown in a studyAitken
and Maxwel] 1995 that higher diagnosis accuracy can be achieved by usingplesi
diagnosis technique with an advanced fault model in coraparto advanced diagnosis
technique with a simple fault model.

4. The defect level shown by EdL.@) is used to determine the quality of a shipped product,
which capitalizes on fault models to calculate fault cogerfVilliams and Brown 1981,
McCluskey and Buelonw1989.

Fault models are used to study and simulate the defect mivagnd are also used to gener-
ate test patterns that are meant to excite and propagatadtied primary output(s). There
are many different physical defects, for example, resssivorts Hao and McCluskey1993,
resistive opensain Ali and Zwolinskj 2006 Kruseman and Heiliger200€, transmission
gate openChang and McCluskey996a Zain Ali and Zwolinskj 2006, gate oxide shortsjo-
den and Hawkins1986 Chang and McCluskeyl9961, threshold voltage shiftHao and Mc-
Cluskey 1993, diminished drive strengthdhang and McCluskeyl 9964 etc. Therefore there
is no single fault model that may capture the impact of eaehaidrthese at higher level of ab-
straction and this is why test is generated considering dbeurof defects and their respective
fault models. Some well known and commonly used fault moitkelside the following:

1.3.1 Stuck-at fault

Some defects can un-intentionally cause a logic signal tacgenected to one of the power
rails, i.e., g or Gnd, forcing the logic node to be clamped at the voltagéetail causing the
stuck-at fault. The fault is referred to as “stuck-at 0” inase where the node is connected to
the ground rail. On the other hand, if a node is clamped 4@ ¥ is referred as “stuck-at 1”.
The stuck-at fault model is one of the most widely-used fendtels for test generation. The
nodes affected by this type of fault are either an input opoubf a gate and it is also known
as a gate-level stuck-at fault mod@¥fdsack 1978 Park et al. 1994 Pate] 1998 Bushnell and
Agrawal 2004.
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1.3.2 Stuck-open, Stuck-short faults

The stuck-open fault models a physical scenario, wherertkia dr source of a transistor is dis-
connected inside a gate leading to faulty behaviour of the [§oden et a).1989. Stuck-open
faults can’t be detected using the stuck-at fault test aneeds two test vectors for detection.
The first test vector drives the output of a gate to logic higtow, while the second test vector
compliments the output logic value using each transistahénpull-up or pull-down network
of a CMOS gate. Stuck-short faults produce a conducting pativeen \ijq and ground and
may be detected by a test technique callgsbltesting, that monitors the current flow during
steady-state conditiorBushnell and Agrawal00(d.

1.3.3 Bridging fault

The bridging fault models a physical scenario where intemeat lines are accidentally con-
nected with one another, thereby deviating the circuit bieloa from ideal. As shown in Fig-
ure 1.6-A, two interconnects are connected forming a bridge betwaéputs of driving gates
(shown asD; and Ds) and successor gates (shown&sand.S;). The bridge fault is excited
only by driving D, D5 at opposite logic values, which is also called “fault adiva’. The
bridging fault model has evolved over the years and fouetkffit models have been proposed,
which include:

1. The Wired-AND, Wired-OR bridge fault model was meant fgpdbar devices and is
shown by Figurel.6-B, which feeds the same value to the successor gatear(d.Ss).
The value fed is determined by either logic AND or logic ORdtions.

2. This model was replaced by the dominant bridge fault matawn in Figurel.6-C, in
which the logic value interpreted by successor gate dependke strength of the gates
driving the bridge and stronger gate drives the succestesga

3. The dominant model was replaced by the four-way bridgé faodel shown in Fig-
ure 1.6D, also known as the dominant-AND/dominant-OR bridge tfambdel. This
model assumes that only one driving gate dominates and omysoccessor gate is af-
fected by the logic value calculated using the logic-ANDagit-OR function.

4. Finally, the most sophisticated fault model is calRedlametric Bridgdault model, shown
in Figurel1.7, which takes into account: drive strength of driving gat@s &énd D), logic
threshold of successor gatés ¢4 andV;2) and treats the resistance range as a continu-
ous parameter with value from [O>), shown as variable resistdi, in Figurel.7. The
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voltages on inputs of successor gatgsand V; vary with changes in bridge resistance
and the logic value interpreted depends on the logic thidsimtage of each input of
the respective gaté/{,1 andV; ). For example, for the range of resistances for which
V; is less thanl/; 1o, gateS, interprets faulty logic O at its inpul, and for the voltage
range wheré/; is greater thav;, - the faulty behaviour disappears and the correct logic
value is interpreted by, at inputl,. The research presented in this thesis employs the
parametric bridge fault model, which is discussed in déta8ection2.1

Resistive bridges represent a major class of defects insld@picron CMOS and have received
increased attention with regard to modeling, test ger@ratnd diagnosis. Several publications
have shown high occurrences of resistive bridges in CMO&degferguson and Sheh988
Galiay et al, 1980 Hawkins et al. 1994 Sengupta et 311999 Polian et al. 2005. They
are formed during the manufacturing process by a redundatelmonnecting two nodes of
a design, which deviates the behaviour of design from ideatlésired) behaviour. This type
of defect can be classified into intra-gate and inter-gafeate Intra-gate bridge defects are
due to redundant metal in a gate for example, between gaterai of two transistors of a
NOR gate. On the other hand, inter-gate bridge defects ardada redundant metal between
interconnects as illustrated by Figute7. An experimental study presented iB8dusa et aJ.
1991, Engelke 2009 shows that inter-gate defects have a much higher occwgrdran intra-
gate defects. Another study shows that inter-gate bridgectiecan constitute 50% or more
of total defect countferguson and Shet98§. This thesis focuses only on inter-gate bridge
defects and assumes that at a given time, a fault-site (@bkda Figurel.?) is operating at a
specific voltage setting, i.eVj, V5, or V3. These inter-gate bridge defects will be referred to as
bridge defects from now onwards.

1.3.4 Delay fault

Delay faults model the behaviour caused by process vamiatid physical defects, for example,
resistive opens and resistive bridgethat may cause excessive circuit delay and violate cir-
cuit timing [Franco and McCluskeyl991 Majhi and Agrawal 1998 Nassif 2000 Kim et al,,
20033. On one hand, larger than expected delays cause data sietaupiolations at the inputs

of flip-flops (or latches) causing a manufactured circuittibtb operate at the desired frequency
of operation. Larger delays are normally referred to asydfgalts. On the other hand, delays
smaller than expected cause hold time violations leadimgytoit failure and have been studied

2Resistive bridges and resistive opens are discussed ihideS@ction2.1and Sectior2.2 respectively.
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FIGURE 1.7: Parametric bridge fault model

in the context of scan chain failures. There are differepe$yof delay fault models, which
include the following:

1. The gate-delay fault models the behaviour of a signaleypribpagating through a gate, if
a signal violates its timing due to excessive delay throbgtgate Pramanick and Reddy
1997.

2. The path-delay fault models the cumulative delay of a pathclude gates and intercon-
nects that exist in that path of a circultiff and Reddy1987. Small delay fault is a class
of path-delay fault and it models faults that introduce kass one clock cycle delay and
has received increased attention in recent yedifz et al, 2008 Goel et al, 2009.

An overlap exists between fault detection using differandtfmodels, therefore a test to detect
the small delay fault may also detect stuck-at faults. Thighy manufacturing test commonly
applies tests targeting delay faults first, followed by ktat faults, bridge faults and finally
transistor level stuck-open faults to achieve a high faoNiecage in the minimum possible test
application time Girard et al, 2009.

1.4 Test Generation

Test generation targets logic faults and produces an erameaof the primary output(s) of the
design, where the logic fault belongs to the fault domain specific fault model. Test gener-
ation consists of two phases, fault activation and faulppgation. Fault activation produces
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logic values on the node that is opposite to that produceddyault. For example, in the case
of the circuit shown in Figurd.8line S with fault stuck-at 0 can be activated by producing a
logic-1 at that node, which is possible by applying a logiorOinput B that produces the oppo-
site value on line S. Fault propagation directs this fadttaffrom the fault site to one of the
primary output(s), such that a distinction can be made irb#teavior of faulty design from a
fault-free design by a simple comparison. The fault showRigure 1.8 can be propagated to
the primary output by producing a non-controlling valuehat tther input of gate G7, which is
possible by applying logic-1 at input A, of gate G1. The testgrator returns an input test vec-
tor consisting of boolean values that produce this distincin the presence of targeted faults.
For the case where line S is stuck-at 0, test vector 00XXXatethe fault (where X represents
the don't care condition on respective inputs) by actiatind propagating the fault to primary
output Y. Similarly, line T stuck-at 1 can be detected by & pedgtern X0X01. The don'’t care
bits of the test vector are randomly filled by test generabefsere producing a final test set. The
don'’t care bits in a test pattern are exploited for variouppses, for example, test compaction,
test compression and low power ATPG.

The purpose of test compaction is to reduce test data voluthewt affecting the fault coverage
of the original test setf|-Maleh et al, 200§. In the above example, using a test merging algo-
rithm [El-Maleh and Khurshee®007, the two test vectors 00XXX, X0X01 can be combined
to make a single test vector, i.e., 00X01 to detect both Ifgitts with just one test vector. Test
compaction algorithms can be broadly categorized into typed: static compaction and dy-
namic compactionRudnick and Patell999. Static compaction algorithms attempt to reduce
the test size after test generation and are applied as a pmisging step to test generation
algorithms. Dynamic compaction algorithms are a part dfgeseration procedure and attempt
to reduce the test size at the same time as test generation.

Test compression attempts to reduce test data volume ®ingidon’t care bits and encoding of
test vectors@onciari et al. 2003 Touba 2006 Kapur et al, 200g. Automatic Test Equipment
(ATE) has limited memory and number of channels (ATE banthyithat severely limits test
speed resulting in long test application time. Test conglo@saims to alleviate these problems
by encoding test data in a compressed form so less data rdeelsrainsferred, thereby reducing
the test time and the need for tester memory. The encodedsdiaompressed on-chip through
dedicated circuitry before its application to CUT. In a daniway, test data response is com-
pressed to efficiently utilize ATE bandwidth. Compressiechhiques utilize a large number of
don't care bits in test patterns that are normally filled kst tgenerators, these test pattern bits
are left un-filled by ATPG and are subsequently used by cossje algorithms for test data
volume reduction. This is achieved without compromising fult coverage of test data.
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Low power ATPG algorithms use don't care bits to reduce viiig activity at the primary
inputs of the design, thereby reducing the switching asgtiof the design \Wang and Gupta
1998 Zhang and Roy200J. From Equation 1.2) it is clear that switching activity has direct
proportionality with dynamic power and therefore resuftsiireduction of dynamic power. For
instance, in the above example, the two test vectors 00XXXXL can be transformed into
00001, 00001 to achieve lower switching activity at the ispf the design.

Test generation for sequential circuits also required faetivation and propagation to primary
outputs, but its complexity increases due to the presenfigodfops. A test vector for detect-
ing a fault in sequential circuits typically requires monarn one test vector, as fault activation
and propagation traverses through flip-flops of the desigme © the high complexity of de-
signs with large number of flip-flops and multi-million gateunt, test generation doesn’t result
in satisfactory fault coverage and the EDA industry has rddesvards scan design that con-
verts sequential circuits into combinational by repladiiygflops with scan cells. Scan design
transforms the test generation complexity of sequentialiits to that of combinational thereby
significantly reducing test generation effoRujiwara and Toida1982 Jha and Gupte2003.
Scan design, its types and benefits are discussed in de&cition1.6.2

1.5 Diagnosis

This section presents a brief overview of various diagntsitiniques, and serves as a back-
ground for Chapteb of this thesis.
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Manufacturing test separates faulty circuits from fatdiefto ensure the high quality of shipped
products. All faulty circuits are analyzed to determine thet cause of their failure and this
process is called diagnosigvhicukauski and Lindblooml989 Henderson and Sodeh997.
The purpose of diagnosis is to determine the location angl ¢yplefect that deviates the circuit
from ideal behaviour. Volume diagnosis takes into accouatge set of failing ICs and statisti-
cal analysis is performed to figure out yield-limiting defeand design issues. This information
is used for improving the subsequent design cycle and yiédald et al, 2003.

Diagnosis algorithms can be broadly categorized into tbierent types:

1. The effect-cause algorithm uses fault observing oupof(a circuit and isolates the logic
structures feeding those outputs for further analy&isrgmovici and Breuerl98Q Wu
and Rudnick 1999 Abramovici et al, 1998. In the effect-cause diagnosis algorithm,
the circuit is traced backwards i.e., from primary outputgptimary inputs, using the
fault observing output(s) found by failing patterns. As aulg a list of all possible fault
candidates is generated, Ief. denote this list. The algorithm further analyzes the fgilin
patterns by fault-simulating each pattern in the presehadault f € F'L. It compares the
output response of the tester with that of fault simulatiod anly in the case of a match,
a fault is added to a lisf'L’. This step further reduces the size of potential candidates
After analysing all failing patterns the list of potentiaralidates is further reduced by
solving a minimum set cover to determine common faults acatighe failing patterns in
the list 'L’ and the outcome is stored in a separateHiét’. Next, all the faults inf’L”
are fault-simulated using each of the passing patternstheralgorithm updates a counter
whenever a fault is detected by a passing pattern. Findllfawdts are sorted using the
mismatch count to represent the likelihood of each faultim®acause of IC failureZou
et al, 2007.

2. The cause-effect algorithm uses a database containigutput response of a circuit
in the presence of a specific fault, when certain test pgteare applied to the faulty
design. This database is referred to as a dictionary andhisrgied using a fault model
and a test set. The dictionary holds the test response ofaitcin the presence of a
fault, which is compared with the observed output and thismarison is used to reduce
the size of potential fault locations. For ease of comparead higher accuracy of fault
diagnosis, test patterns that detect the minimum numbexubtsfper test are desirable to
reduce the number of potential fault locations; such tetepss are referred to as high-
resolution test patterns. A test pattern is said to have S(S¥igle location at a time)
property if it propagates a single fault to the primary otspof the circuit Bartenstein
et al, 2001, Huisman 2004. High resolution tests for improving diagnosis accuracy
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is well researchedGamurati et al. 199Q Gruning et al. 1991 Agrawal et al, 2003
Veneris et al.2004 Bhatti and Blanton200qg. These techniques can alter the usual test
generation that produces a distinction between good anty feiucuits by producing a
distinction between two faults. This is achieved by activ@aand propagating each fault
through a different pathGamurati et al.199Q Gruning et al. 1991].

3. Adaptive diagnosis techniques simultaneously perfdagribsis and test generation. The
test response of a circuit under diagnosis is analyzed ttegeist generation and is used
to improve resolution of the subsequent test. This processiraies until acceptable
diagnosis resolution is achieved. Such diagnostic ATPG da¢ rely on pre-computed
fault dictionaries Gong and Chakravartyt995 Holst and Wunderlich2007.

1.6 Design for Testability

Testability analysis is different from fault modeling asvaluates the relative degree of difficulty
in testing each node in a design. Design for Testability (IDi€€hniques evaluate a circuit and
modify it to achieve higher test quality\illiams and Parker1983. The relative difficulty
in testing a node has two main components, i.e., Contréitialaind Observability Abramovici
etal, 1998. Controllability of a node represents the relative difftgun setting logic-1 or logic-

0 at a node, while observability measures the relative diffian observing the logic value of a
node at the primary output(s) of the design. A node is sai@tedsily testable if it can be easily
controlled and observed. A number of different testabéityorithms have been reported in the
literature which assign controllability and observakilib a node Chandra and Patel989.
These measures are used by designers to modify the desighigve higher testability of a
node and overall design, thus achieving high quality testr Eommonly-used DFT techniques
are discussed next:

1.6.1 Test Point Insertion

Test Point Insertion (TPI) is a DFT technique that adds |edgmnents (referred dest point$

to increase controllability or observability of a noddgyes and Friedmai974 Hayes 1974.
Controllability of a node can be improved by adding an AND/@dRe and connecting the other
input of the gate to the test input, which is connected withgban chain. In this way, an AND
gate is used to improve 0-controllability and an OR gate &dus improve 1-controllability of
a node. Traditionally, AND/OR gates have been used for inipgpcontrollability, but more
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FIGURE 1.9: Test Point Insertion

recently a scan cell feeding multiplexer has been used toavepogic-1 and logic-0 control-
lability at the same time. This is further shown in Figur®, where a multiplexer is added
to improve the controllability of a desired logic value, darly an observation point can be
added to improve observability of a node. Test points haes lised for improving fault cov-
erage and compactioipuzebroek et gl200q by accessing parts of logic that are otherwise
difficult to access, but they can violate timing if used irticél path of the designMranken

et al, 2004. TPI incurs an area and power overhead due to the additiogal inserted in the
design Pbramovici et al, 1999.
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1.6.2 Scan Chains

It is known that ATPG complexity for sequential circuits isialm higher than for combinational
circuits [Marchok et al. 1996 Cheng 1994. The presence of memory elements (flip-flops and
latches) in sequential circuits poses a challenge for mstmtion. It is because of these mem-
ory elements that the controllability and observabilityaofiode reduces in sequential circuits,
negatively affecting testability and test generation rffé\ test for a single stuck-at fault in a
sequential circuit may require a long sequence of test v@étw detection. This has negative
implications on test generation for highly complex seqiamtesigns with large numbers of
memory and logic elements, and therefore a very large nuoflqEsssible logic faults. On one
hand, logic faults may become untestable and on the otherdetectable logic faults may need
a large number of test vectors, which increases test agiplicéme thereby increasing test cost.
For these reasons, DFT techniques such as Scan Chaingadeiggd that convert flip-flops into
scan cells allowing easier access to all nodes by treatiopgeseial designs as combinational dur-
ing test mode. A typical scan cell and its conversion frommftop is shown in Figurd.10-A.

It works on the principle of converting flip-flops into scarpffiops (also called scan cells) and
connecting all scan cells together to construct a shiftstegi called a scan chain, that is used
to improve the testability of the sequential design. Scairctayouts, where all scan cells are
connected with one another are called “Full scan designd”saan chain layouts where some
of the flip-flops are converted to scan cells are called “BRlestian designs”. Scan chains operate
in three different modes: normal mode, shift mode and ceptuode. The circuit operates in
its original configuration during normal mode and uses shdtle and capture mode during test
mode. During test mode the test pattern is scanned-in amshedesout of the scan chain using
shift mode. The test pattern is then applied to the comhinatilogic using capture mode, i.e.
capturing the test response. The test pattern is clockdtkisdan chain using a scan-in input
port and then shifted from one scan cell to another using-eoaiand scan-in ports, until the
complete test pattern is loaded. The test response is edpyrscan cells and is scanned-out
using the shift mode of operation. The scan-in port of the ficen cell and scan-out port of
the last scan cell are connected to the primary input andgpyimutput of the design, which are
connected to the Automatic Test Equipment (ATE) or BuilSielf Test (BIST) engine during
test mode. Figuré.10-B shows scan configuration during test mode. Test appicdiime can
be reduced by shifting out the test response while shiftirgmew test pattern at the same time.

The scan chain has an area overhead but it simplifies thedestafion complexity of sequen-
tial designs to that of combinational logic blocks. Thisoals using combinational ATPG for
sequential designs.
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FIGURE 1.10: (A) Scan cell architecture showing a typical scanaetl (B) Scan chain con-
figuration during test mode
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FIGURE 1.11: BIST ArchitectureGirard et al, 2009
1.6.3 Built-in Self-Test

Conventional test uses Automatic Test Equipment (ATE) &st tapplications that requires
scanning-in test patterns through scan chains, captuestgésponse and finally scanning-out
test response, where it is further analyzed to ensure thati€lnder Test (CUT) is work-
ing properly. For complex designs with millions of gatesuigiqng very large number of test
patterns, the test application time becomes excessivetytwaking the overall test process ex-
pensive. Built-in Self-Test (BIST) is a DFT technique thatwidely employed to overcome
these issuesgrawal et al, 1993ab]. It is achieved by deploying test modules for test pat-
tern generation and response analysis along with the réal gtaking the test engine a part
of design. During test mode when the BIST engine is activeaetgst pattern generator starts
test generation and application, test response is thegzmtband the BIST engine generates a
Pass/Fail signal depending on the outcome. A typical BIShigcture is shown in Figure 11

As can be seen, a test pattern generator and an output respioalyzer (ORA) are part of de-
sign. Pseudo-random test patterns are generated usingaa faedback shift register (LFSR)
that generates test patterns for testing the CAIGradmovici et al, 1999. Test generation using
BIST has been an active area of research to achieve highclawdrage, which is not possible
using random test patterns alone. This includes techniggieg exhaustive, pseudo-exhaustive
test patterns, additional hardware to keep test pattembdial-to-detect faults as exhaustive
test are impractical for large designs with multi-millioatgs Chatterjee and Pradha2003.
BIST can be incorporated in a design using two differentiggctures: test-per-scan BIST and
test-per-clock BIST. Test-per-scan BIST follows the usaracedure of shifting the test pattern
in the scan chain before test application. Test-per-clokTBoads the test pattern in the scan
chain and captures the response in the same clock cycleafgasknown as at-speed test as it
executes test at the speed of system clock frequency arltsrigstnuch smaller test application
time than test-per-scan BIST). Test-per-clock BIST habdiigirea cost than test-per-scan BIST
due to the additional logic for the test application and tesponse analysis in the same clock
cycle [Girard et al, 2009.
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1.7 ThesisOrganization

Chapter2 - Literature Survey

This chapter presents a coherent overview of recently tepaesearch in testing strategies
for multi-voltage designs including defect modeling, tgeheration and DFT solutions. The
chapter also outlines a number of important research prabthat are addressed in this thesis
to develop high-quality and cost-effective test solutifrsmulti-V 4q designs.

Chapter3 - Test cost reduction using Test Points

This chapter presents a technique to achieve a cost-g#etetst method based on Test Point
Insertion (TPI) to test bridge defects in multijy/designs. It is motivated by experimental re-
sults that the majority of circuits (8 out of 12) require tegtat more than one voltage setting
to achieve 100% bridge fault coveradadelsson 2009, which means that the ATE (Auto-
matic Test Equipment) will have to switch between differeoltage settings to apply the test.
Switching between different )4 settings during test is not a trivial task, and thereforergela
number of {4 settings required during test can have a detrimental impatte overall cost of
test. Consequently it would be desirable to keep the numbéggsettings required during test
to a minimum. Chapte8 presents a technique to reduce the number of tggs¥ttings (and
therefore test cost) without compromising the fault cogeraf the original test.

Chapter4 - Test cost reduction using Gate Sizing

This chapter presents an improved technique over thatexsén ChapteB for reducing the
number of test Wy settings in multi-\4q designs with bridge defects. It targets resistive bridges
that cause faulty logic behaviour to appear at a non-detastd/yq settings and uses Gate Sizing
(GS) to expose the same physical resistance at the lowesepad) test yg. The number of
test voltages is then reduced, minimizing test cost. Thaptdr shows that it is possible to
achieve 100% fault coverage using a single tegtdétting unlike the case with TPI (Chap®r
This chapter also evaluates the timing, area and power €tisé gproposed GS technique and
comparison with the TPI technique shows that the propostsigizing technique achieves the
same objective at lower cost in terms of timing, area and powe

Chapter5 - Bridge Defect Diagnosis

This chapter presents a study on diagnosing resistive ddeéfects in the context of multiqy

designs. There is no reported work in the literature on diagy multiple-voltage enabled
ICs and the aim of this chapter to propose a technique fomdisigg bridge defects in such
ICs. Using synthesized ISCAS benchmarks, with realisticagted bridges and a parametric
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fault model, the chapter investigates the impact of vangogply voltage on the accuracy of
diagnosis and demonstrates how the additional voltagegettan be leveraged to improve the
diagnosis resolution through a novel multi-voltage dias@lgorithm. It also shows the most
useful voltage settings to reduce the diagnosis cost byir@itng tests at certain voltage setting
using the proposed multi-voltage diagnosis approacheblyeachieving high diagnosis accuracy
at reduced cost.

Chapter6 - Conclusions and Future Work

This chapter summarizes the contributions presented intki@sis and outlines a number of
research problems that merit further investigation to eahiefficient and cost-effective manu-
facturing test of future ICs.

1.8 Contributions

The contributions of the research work presented in thisisheave been published as follows:

Book Chapter

1. Khursheed, S., Al-Hashimi, B. M., Test Strategies for Multiple-Voltage Desig8gringer
book “Power-Aware Testing and Test Strategies for Low Pdwarices”, Patrick Girard,
Nicola Nicolici, and Xiaoging Wen (Editors), Nov. 200@vited Monograph

Journal Publications

2. Khursheed, S,, Ingelsson, U., Rosinger, P., Al-Hashimi, B. M., and HarldBridging
Fault Test Method with Adaptive Power Management AwarenB&E Transactions on
Computer-Aided Design of Integrated Circuits and Systérok,27, No. 6, June, 2008.

3. Khursheed, S., Al-Hashimi, B. M., Reddy, S. M., Harrod, FQiagnosis of Multiple-
Voltage design with bridge defedEEE Transactions on Computer-Aided Design of In-
tegrated Circuits and Systems, Vol. 28, No. 3, March 2009.

4. Ingelsson, U., Al-Hashimi, B. MKhursheed, S., Reddy, S. M., Harrod, PRrocess
Variation-Aware Test for Resistive BridgdEEE Transactions on Computer-Aided De-
sign of Integrated Circuits and Systems, Vol. 28, No. 8, A2Qf)9.
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5. Khursheed, S., Al-Hashimi, B. M., Chakrabarty, K., Harrod, F5ate-Sizing-Based Sin-
gle Vyq Test for Bridge Defects in Multi-Voltage Desigi@ibmitted to IEEE Transactions
on Computer-Aided Design of Integrated Circuits and Systeon 2&' Oct. 2009 and
revised on & Feb. 2010.

Conference Publications

6. Khursheed, S., Al-Hashimi, B. M., Harrod, P.Test Cost Reduction for Multiple-Voltage
Designs with Bridge Defects through Gate-Sizibgsign Automation and Test in Europe
(DATE), 20" to 24" April, 2009, Nice, France.

7. Khursheed, S., Rosinger, P., Al-Hashimi, B., Reddy, S. and Harrod,Bridge Defect
Diagnosis for Multiple-Voltage DesigrProceedings IEEE European Test Symposium,
25" to 29" May’ 08, Lago Maggiore, ItalyNominated for Best Paper Award

8. Ingelsson, U., Rosinger, K hursheed, S., Al-Hashimi, B. M., and Harrod, PResis-
tive bridging faults DFT with adaptive power management i@nass Proceedings IEEE
Asisn Test Symposium (ATS), pages 101-108,t® 11" Oct, 07.
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Literature Survey

Minimizing power consumption through the use of low poweside techniques has been an
active research area for nearly two decades, motivateddyydtiable and hand-held devices ap-
plication market. The operating voltages needed for susigds are generated either through
dedicated multiple power supplies on chipgmada et al.1998§ or through adaptive voltage
scaling circuitry consisting of DC-DC converters and vgétecontrolled oscillatorsLjee and
Sakuraj 200J. These techniques operate gates or circuits not on theatrfgath of a design
at lower operating voltage than those on the critical padnetby achieving low power with-
out compromising performance. Commercial CAD tools suppuulti-V4q design approach
(Synopsysjalazy’™) and for that reason it is normally employed in designs wipexeer con-
sumption is a key requirement. This chapter addresses Hogviiog general question, “Can
existing DFT techniques be used to test muliis\designs?” The simple answer is yes and to
ensure high defect coverage it is necessary to repeat that @l operating voltages of the de-
sign since some defects may show\dependency as demonstrated in SecBdn2 This may
not be viable in designs where cost is of great importancé@sdse with hand-held devices
market. Recently researchers have started to develodisgest solutions to multi-\y designs
where the aim is to improve defect coverage without the neegpeat the test at all operat-
ing voltages of the design. Testing multiy/designs is an orthogonal problem to Very Low
Voltage (VLV) testing Hao and McCluskey1993, which was proposed over a decade ago to
improve reliability. It was shown that testing betweélri and 2.9/, whereV; is the transistor
threshold voltage, achieves high fault coverage for rigsistridges. The differentiation is that
in multi-V g4q designs there are a number of operating Vdds, in practice fqut, and the aim of
multi-V gq test is to determine the minimum number of voltage settirggessary to ensure the
highest level of fault coverage.

26
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This chapter outlines recent work related to the presemisearch work undertaken in this thesis
for two major types of defects: resistive bridge and regstipen in the context of multi-34
designs. A non-resistive defect (e.g., a short) betweemi@nconnect line and power supply
(Vgg) or ground rail (Gnd) can be modeled using a stuck at faultehaghich represents per-
manent failure of the line in terms of stuck-at 1 (short witfyhor stuck-at O (short with Gnd)
respectively. Such type of failures do not showy\dependent detectabilityand therefore are
not discussed in this chapter. Sectidh& and2.2 discuss test techniques for resistive bridge
and resistive open defects in the context of mulii'designs. The DFT technique for devices
employing multi-Vyq is discussed in Sectiok 3, with the aim to achieve cost-effective test as
well as reducing power dissipation during test. Secfighprovides the motivation for the re-
search carried out in this thesis and outlines the objecfieach research problem addressed in
this thesis. SectioB.5provides a brief summary of emerging and new test reseaatiigms at
the time of compilation of this thesis, and finally, Secti6 concludes the chapter.

2.1 Test for Multi-Voltage Design: Bridge Defect

Resistive bridge represent a major class of defects for sidemicron (DSM) CMOS. Itis due to

an un-wanted metal connection between two lines of theitinghich deviates the circuit from

its ideal behavior. A typical resistive bridge is shown iglie2.1 A study on resistive bridge
distribution is reported inRodriguez-Montanes et all997 based on 14 wafers from different
batches and production lines. The study shows that aroutd &ebridges have a resistance
value which is less than 1€k On the other hand, a physical defect between an intercbnnec
line and power supply (¥) or ground rail (Gnd) is referred to as hard-short (bridgéhvai 2
resistance).

This section discusses modeling and test generation dftikesbridge for multi-\4q designs.
Section2.1.1describes the analog and digital behavior of resistivegeriat single voltage set-
ting. This is further extended by showingiMlependency of resistive bridge in Sectd.2

211 ResistiveBridge Behavior at SingleVqq Setting

The resistance of a bridge is a continuous parameter whidletiknown in advance. A re-
cent approach based on interval algeliagelke et al.2004, [Engelke et al.20064 allowed

1Stuck-at fault model does not capture physical complexiiethe fault site and therefore more complex fault
models have evolved to improve testability of the designr &acomprehensive discussion on evolution of fault
models seelelgadg 2009.
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FIGURE 2.1: Resistive Bridge{undu et al, 2007.

treating the whole continuum of bridge resistance valligs € [0 €2, co) by handling a finite
number of discrete intervals. The key observation whictblsathis method is that a resistive
bridge changes the voltages on the bridged lines from 0 Mdd®yor Vyq (logic-1) to some
intermediate values, which will be different for differeRt;, values. The logic behavior of the
physical defect can be expressed in terms of the logic vadeesived by the gate inputs driven
by the bridged nets based on their specific input threshdtdge.

A typical bridge fault scenario is illustrated in Figu2e2 D1 and D2 are the gates driving the
bridged nets, while S1, S2, S3 and S4 are successor gatemtes having inputs driven by one
of the bridged nets. The resistive bridge affects the logiecadvior only when the two bridged
nets are driven at opposite logic values. For example, denghe case when the output of D1
is driven high and the output of D2 is driven low. For illustom, we assume that the shown
bridge R, affects only the output of D1, i.e., S1, S2 and S3 are affeloyetthe resistive bridge.
The dependence of the voltage level on the output of IR;) bn the equivalent resistance of the
physical bridge is shown in Figu3. The deviation ol, from the ideal voltage level (M) is
highest for small values aR,;, and decreases for larger valuesityf,. To translate this analog
behavior into the digital domain, the input threshold vgétdevelsV;,., Vi,2 andVy,3 of the
successor gates S1, S2 and S3 have been added ¥ thwt. For each value of the bridge
resistanceR,y,, the logic values at inputs, I, and/s can be determined by compariig with
the input threshold voltage of the corresponding input. sEhealues are shown in the second
part of Figure2.3. Crosses are used to mark the faulty logic values and ticksaii the correct
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FIGURE 2.2: Example of a Resistive Bridge fault.

ones. It can be seen that, for bridge wRb, > Rs, the logic behavior at the fault site is fault-
free (all inputs interpret the correct value), while fordge with R,;, between 0 andks, one or
more of the successor inputs are interpreting a faulty legiae. TheR,;, value corresponding
to Rs is normally referred to as “critical resistance” as it reyanets the crossing point between
faulty and correct logic behavior. Methods for determinthg critical resistance have been
presented in several publicatior8dr-Dessai and Walket999, [Engelke et al.20064.

A number of bridge resistance intervals can be identifie@thas the corresponding logic be-
havior. For example, all bridges witR,;, € [0, R;] exhibit the same faulty behavior in the
digital domain (all successor inputs interpret faulty togalue). Similarly, for bridges with
R, € [R1, Ro], successor gates S2 and S3 interpret the faulty value, \Bhilmterprets the
correct value. Finally, for bridges witR,;, € [R2, R3] only S3 interprets a faulty value while
the other two successor gates interpret the correct logieevaConsequently, each interval
[R;, R;+1] corresponds to a distinct logic behavior occurring at theder fault site. The logic
behavior at the fault site can be captured using a data steufiirther referred to as logic state
configuration (LSC), which can be looked at as logic fault elgghursheed et al200§. This
data structure used to capture resistive bridge fault iernomplex than the one used for stuck-
at fault model, as it holds the details of four important paeters of a bridge fault site. These
four parameters include: boolean inputs to the driving gdtagic threshold of the driven gate
inputs, voltage setting, and resistance interval coveBedlean inputs to the driving gates (D1,
D2 as in Figure2.2) influence the voltage & on the bridged nets. This is because the boolean
inputs to the driving gates switches the PMOS transista{ghe pull-up network (for gate
driving high), and NMOS transistors of the pull-down netlw@for gate driving low) and the
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FIGURE 2.3: Behavior of a bridge fault at a singlgd/setting in analog and digital domains.

overall configuration of PMOS and NMOS transistors (inchgddrive strength of each) influ-
ence the voltage & on the bridged nets. The next two parameters (logic thrdsvellies and

V 4q Settings) are added in the LSC because logic threshold svalugates’ inputs driven by the
bridge varies across different voltage settings and affibet logic fault behaviér Section2.1.2
presents more details with illustrative example on the ghaf logic fault behavior with change
in supply voltage. Finally, the resistance interval forraxde, [0, R; | that exhibit the same faulty
behavior at the given inputs to the driving gates agg3éttings is also stored in the LSC. For all
experiments reported in this thesis, the resistance wmte'calculated by using nominal process
parameter values (of transistors) without consideringp@ocases, this assumption is also used
in other recently published dissertations on resistivddg®idefectsihgelsson 2009 Engelke
2009. It reduces computation complexity and acts as a simpigyassumption, however the
resistance interval may slightly vary at other process@&mmas discussed in Secti6r2

The union of the resistance intervals corresponding toctedée faults forms the Global Ana-
logue Detectability Interval (G-ADI)Engelke et a].20064. Basically, G-ADI represents the

2The tool flow showing the mechanism to generate logic thieshalues is presented in Appendi
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TABLE 2.1: Test set targeting resistance intervals

Test Set| Detectable Intervals
T1 [0, Ry]

T2 [R1, Re]

T3 0

T4 [R2, R3]

entire range of detectable physical defects. Given a tesi’Sethe Covered Analogue De-
tectability Interval (C-ADI) represents the range of plogsidefects detected lyS. The C-ADI

for a bridge defect is the union of one or more disjoint resise intervals, the union of intervals
corresponding to detectable faulgnovell et al.1996, [Engelke et al.2004, [Engelke et al.
20068, and [Engelke et al.20064. For example, considering the bridge fault shown in Fig-
ure 2.2 and corresponding resistance intervals in Fig2u® assume the test vectors for each
detectable interval are tabulated in TaBl&. The table shows four test vectors along with the
resistance interval covered by each of the test vectors CFA®I of test vectors T, To, and T3
can be given by the union of corresponding resistance ial®rie., [0, R] U [R1, Ro] U 0 =

[0, Ry]. The G-ADI is the union of all detectable resistance indsyi.e., [0, R] U [R1, Ro] U
[R2, R3] = [0, R3]. The quality of a test set is estimated by measuring how nafithe G-ADI
has been covered by the C-ADI. When the C-ADI of testB#tis identical to the G-ADI of
fault f, T'S is said to achieve full fault coverage f¢r

A number of studies have shown that the detectable resestamge of bridge defect increases
with lowering the supply voltageHao and McCluskeyl993 Zain Ali, 2009. A study reported

in [Mandava et a).1999 was conducted on a bridge fault to determine the impactsi$tance
range detection at three differengdéettings. For that purpose, various resistances werdéaser
at the bridge fault site and statiand path delay test were used for fault detection. The sesult
are tabulated in Tabl2.2, which can be used to highlight the following four findingssfiy, as
the supply voltage is reduced, the detectable resistamgg iacreases for both logic and delay
test techniques; secondly, at a given voltage setting dektyis able to cover higher resistance
range than covered by logic test; thirdly, by reducing tegt3étting, logic test is able to cover
some of the resistance range covered by delay test at highesetting; and finally, after a
certain bridge resistance range, the bridge fault can ndebexted by either logic or delay test
techniques.

Several test generation methods for resistive bridgeddRiBF have been proposed for a fixed
supply voltage settingJar-Dessai and Walket999, [Maeda and Kinoshita2004, [Shinogi

3Static test implies test pattern applied without timingsideration
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TABLE 2.2: Effect of voltage scaling on detectability of resistiwridges Mandava et a).1999

Resistance Range
Vg Settings| 500Q | 60002 | 8000 | 8502 | 9002 | 9509 | 10002

2.5V LE* LE TE* TE TE TE TE
2.2V LE LE LE TE TE TE TE
1.9v LE LE LE LE LE TE TE

Resistance Range
Vg Settings| 105092 | 110092 | 1150¢2 | 120012 | 14002 | 16602 | 180012

2.5V TE TE TE TE FF* FF FF
2.2V TE TE TE TE TE FF FF
1.9v TE TE TE TE TE TE TE

* LE — Logic Error, TE— Timing Error, FF— Fault Free

et al, 2001], [Chen et al.2005, and [Engelke et al.20064. The method presented iMpeda
and Kinoshita200( is to guarantee the application of all possible valuesabtiidge site with-
out detailed electrical analysis. IIi€hen et al. 2005, the effect of a bridge on a node with
fanout is modeled as a multiple line stuck-at fault. The gtind Sar-Dessai and Walket999,
identifies only the largest resistance interval and deteemihe corresponding test pattern. In
contrast to $ar-Dessai and Walket999, the sectioning approach fronshinogi et al. 2007
considers all the sections (resistance interv®) R;11]. For each section, the corresponding
LSC (and associated faulty logical behavior) is identifi€bis avoids the need for dealing with
the resistance intervals and improves the test quality emetpwith Sar-Dessai and Walker
1999, but the number of considered faults grows. Enfelke et a.20064, the authors com-
bined the advantages of the interval bas8dr{Dessai and Walket999 and the sectioning
approach $hinogi et al. 200] into a more efficient test generation procedure by targettie
section with the highest boundaries first. Interval basett &mulation is then used to identify
all other sections covered by the test pattern.

Prior research has analyzed the effect of varying the suagtage on the fault coverage using
pseudo random testEfgelke et al.2004. The reported experimental results show that the fault
coverage of a given test can vary both ways when the supplsig®is lowered, because not all
faults can be covered using a singlgy\8etting during test. HoweveEhgelke et al.2004 sug-
gests that applying the tests at a lower supply voltage iitiaddo the nominal can improve the
fault coverage. This finding is further elaborated by Fig2we It shows the number of defects
and respective resistance values, which cannot be det@estadscapes) atdy = 0.8 V (which
would be a preferred § for a 1.2 V process according tBgnovell et al.199q, [Engelke et al.
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FIGURE 2.4: Resistance values that cannot be detected at the Idygsetting [ngelsson
2009.

2004). The test escapes at 0.8 V, as shown in Figli¥ds based on seven of the medium and
large size ISCAS 85 and 89 benchmarks. The random spreaés# ttefects across the resis-
tance range suggests that to ensure high fault coverag# ienmecessary to test at more than
one Vyq setting for 100% fault coverage, as motivated mgelsson2009. In the next section
we explain why it may be necessary to use more than qpes&tting during test to ensure full
bridge fault coverage for multi-y§ designs.

2.1.2 Resistive Bridge Behavior at Multi-Vyq Settings

This section provides an analysis of the effect of varyingpby voltage on bridge fault be-
havior. Figure2.5 show the relation between the voltage on the output of gatéFiflire 2.2)
and the bridge resistance for two different supply voltagdd , and Vdds. The diagrams in
Figure 2.6 show how the analog behavior at the fault site translatestim digital domain.
In this example, three distinct logic faults LF1, LF2 and Lé&ld be identified for each §f
setting. However, because the voltage level on the outplltlofioes not scale linearly with
the input threshold voltages of S1, S2 and S3 when changagupply voltage (this has been
validated through SPICE simulations), the resistanceaviate corresponding to LF1, LF2 and
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Analog domain
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FIGURE 2.5: Effect of supply voltage on bridge fault behavior: Asgadomain.

LF3 differ from one supply voltage setting to another. Thisams that a test pattern targeting
a particular logic fault will detect different ranges of @igal defects when applied at different
supply voltage settings. For example, at idé test pattern targeting LF3 will detect bridge
with R, € [Rea, R3], while at Vdds it will detect a much wider range of physical bridge
(Rsh, € [R2p, R3p]). Analysing this from a different perspective, a bridgehwity, = Rsp will
cause a logic fault at Vdgl but not at Vdd,. To demonstrate the need for using multiplggV
settings during test we use the following two scenarios. &3eC1 (Figure.7) all three logic
faults LF1, LF2 and LF3 are non-redundant. Fig@ré shows the ranges of bridge resistance
corresponding to faulty logic behavior for the twgdbettings (basically the G-ADI sets corre-
sponding to the two Y settings). Previous work on test generation for bridget$aidngelke

et al, 20063 has used the concept of G-ADI assuming a fixeg Scenario. [ngelsson et a).
2007 has extended the concept of G-ADI to capture the dependwfribe bridge fault behavior
on the supply voltage by defining the multis/G-ADI as the union of y specific G-ADIs for

a given design.
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FIGURE 2.6: Effect of supply voltage on bridge fault behavior: Dégidomain.

G-ADI =|JG-ADI(Vdd;)

The overall G-ADI consists of the union of the twq/specific G-ADI sets. It can be seen
that G-AD1(Vdd4) represents about 45% of the overall G-ADI while ADI(V ddg) fully
covers the overall G-ADI. This means that a test set degditfil, LF2 and LF3 will achieve
full bridge fault coverage when applied at Vigdin Case 2 from Figur@.7, only LF2 and LF3
are non-redundant, which means that there is no test pattdom can detect LF1. In this case,
G-ADI(Vdda) represents about 30% of the overall G-ADI whileADI(V ddg) represents
about 90% of the overall G-ADI. This means that full bridgelfaoverage cannot be achieved
using a single ¥4 setting.

From this analysis it can be concluded that to achieve ful\l3-coverage in a variable ¥4
system, it may be necessary to apply tests at seveggdéttings. Instead of repeating the same
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FIGURE 2.7: Effect of supply voltage on bridge fault behavior: Otvadle bridge resistance
ranges.

test at all g settings, which would lead to long testing times and consetiy would increase
the manufacturing cost, it would be desirable to be able terdene for each \j settings only
the test patterns which effectively contribute to the ol@lefect coverage.

It has been shown irEngelke et al.2004 that the fault coverage of a test set targeting resistive
bridge faults RBF can vary with the supply voltage used dytast. This means that, depend-
ing on the operating ¥ setting, a given RBF may or may not affect the correct opemabif
the design. Consequently, to ensure high fault coverage fiesign that needs to operate at
a number of different Vdds, it may be necessary to perforringst more than one 4 to
detect faults which manifest themselves only at particMidals. A Multi-V4q Test Generation
(MVTG) methodology is presented injgelsson2009, which computes a number ofgy spe-
cific test sets to achieve 100% fault coverage. hgglsson 2009 experiments are conducted
using ISCAS-85’ and 89’ benchmark designs and fault lisoisipiled using coupling capaci-
tance between neighboring nodes, these are most likelyroddoridge. Three ¥ settings are
used for the experiment, i.e., 0.8V, 1.0 V and 1.2 V and theaut is tabulated in Tab 3.
The first two columns show the benchmark designs along weémtimber of faults extracted
for each design. In this experiment, Synop$ysraM AXTM is used to generate a test set for
each design, which is then fault simulated at 0.8 V (sincédrigesistive bridge fault coverage
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TABLE 2.3: Results of using Synopsys TetraMAX and Multi;\Mest Generation (MVTG) as
a combined test generation flow for RBIR¢elsson2009.

TMAX MVTG top-up

0.8V |08V 1.0V 1.2V| Tot.
Design| #of RBF | DC #tp | #tp #tp #p | #p
c1355 80 83 33| 32 65
c1908 98 98 42| 27 69
c2670 104 90 27| 50 77
c3540 363 9% 72| 126 6 1 | 205
c7552 577 95 44| 198 1 | 243
s838 34 88 17| 17 2 36
s1488 435 9% 82| 82 2 166
s5378 305 95 60| 123 183
s9234 223 89 48| 92 2 142
s13207| 358 95 60| 89 5 1 | 155
s15850| 943 98 56| 144 4 5 | 209
s35932| 1170 96 33| 89 36 66 | 224

is achieved at a lower )4). The fault coverage achieved and the number of test pattere
TetraMAX test-set are shown in the third main column of Téb Subsequently, MVTGIp-
gelsson2009 is used to generate top-up tests, targeting bridges teatarfully covered by the
TetraMAX test-set. It is therefore used to provide the remmg defect coverage up to 100%.
The sizes of the test sets generated by the MVTG top-up rugiega in the fourth column for
each \q setting. Finally, the total test pattern count is shown i ldst column of Tabl@.3,
marked as “Tot.”. From test flow point of view, it is therefosaggested to use MVTQTr(-
gelsson2009 as a post-processing step to cover resistance intenatisgmains uncovered by
commercial ATPG tools.

2.2 Test for Multi-Voltage Design: Open Defect

Section2.1 considered test techniques for bridge defect, this secligrusses test techniques
for open defects, which is another dominant defect type contynfound in deep-submicron

CMOS. It is due to unconnected nodes in a manufactured titicai were connected in the
original design and therefore deviates the circuit fromaideehavior. Open defects can be
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FIGURE 2.8: Resistive or Weak Open Defects: (a) Cross section odlmeen line; and (b) a
resistive via Montanes et a]2003.

classified as full or strong opens with resistance greatar 1) M and resistive or weak open
with resistance less than 10{M[Montanes et al.2003. Full open cause logic failures that
can be tested using static tests (test patterns appliedutitiming consideration). On the
other hand, resistive open show timing dependent effeacstarefore should be tested using
delay tests. Figur@.8 shows a cross-section of resistive open defect. In thisoseetectrical
characteristics of full open is discussed first, followedésistive open.

2.2.1 Testing Full Open Defect

Figure 2.9 shows open defect distribution in six different metal layeorresponding to 7440
dies from 12 lots, manufactured in 180 nm CMOS process. Asbeaseen, the majority of
open defects can be categorized as strong or full open def&imilar trend is reported for
contact or via openNlontanes et al.2003. The occurrence frequency of full-open defects is
expected to increase in future technologiBseedhar et 312009, [Arumi et al, 20084. Two
fault models are available in literature for modeling fofjen defects, which can be categorized
as capacitance based full-open fault moditiderson et 311991, [Johnson1994, [Choud-
hury and Sangiovanni-Vincentelll995, [Rafiq et al, 1999 and leakage-aware full-open fault
model [Lo et al, 1997, [Guindi and Najm2003, [Sreedhar et 12008, [Arumi et al, 20084.
Several recent studies have used capacitance based m@detef et al.2009, [Zou et al,
2004, [Rodriguez-Montanes et aR007, [Spinner et al.2008, [Arumi et al, 20084 for test-
ing full-open defects, which uses the following electricalaracteristics: 1) the capacitance
between floating line (disconnected from the driver node) & neighboring line(s), 2) the
parasitic capacitance due to transistors (PMOS and NMOBembed to floating line) driven by
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FIGURE 2.9: Distribution of metal open resistancéédntanes et a]2003.

the floating net, and 3) the trapped charge on the floatinglihét.represents a floating net that
is disconnected from its driver, then voltaje is given by EZou et al, 200G, and Ingelsson
2009:

CHigh Vi + Qtrap

V= ——+—Vu
CHz'gh + C’Low CGnd

2.1)

where,Vr is voltage on the floating net{x;4, andC1,,, is capacitance due to neighboring lines
driving high and low respectively (including capacitancedoV,;; andGnd), V4 is the supply
voltage,% represents the trapped charge on the floating net. Feotj {t can be noticed
that for detecting full-open defect®x can be induced such that voltage on the floating net is
higher than the logic thresholfl;;, voltage of the gate input, i.eVrz > L,;, thereby exciting a
stuck-at 1 fault. Voltage on the floating net can be induceddigg test patterns that result in
setting the neighboring nets to desired logic value, themetreasing the fractio%,

as shown inZ.1). Similarly a stuck-at 0 fault can be induced on the floatieg he fault effect
can then be propagated to any of the primary outputs for tieteZou et al, 2004.
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FIGURE 2.10: Change in logic value due to gate tunneling leakageri et al, 20083.

In nanometer CMOS< 90 nm), since the thickness of gate oxide is few tend oit does not
act as a strong insulator. This results in higher gate-timméeakage current in comparison
to previous technologiesSfeedhar et gl2009, [Arumi et al, 20083, [Ingelsson 2009, and
therefore affects the voltage on the floating net causirgpfugn defect. A floating net connected
to a gate has a bi-stable input staSgdedhar et 812004, [Arumi et al, 20083. In [Sreedhar
et al, 2009 an inverter synthesized using 45 nm technology was siredlaith a floating input
and the change in input voltage was observed. It was fourtdthieavoltage on the floating
net increased from OV to 0.17 V (due to gate leakage throughPtMOS, as inverter output
goes to logic high) and the input voltage reduced from 0.8 0.8 V (due to gate leakage
through the NMOS, as inverter output goes to logic low). Remtnore, in Arumi et al, 20083

an experiment is conducted using 0,18 technology with an open defect. It is shown that an
interconnect open initially set to behave as stuck-at h{ué@.1) and procedure described above
to set a particular logic value on an interconnect) changstutk-at 0 in approx. 2 seconds, due
to gate tunneling leakage currents. Voltage behavior oflttading net is shown in Figur2.10

It is therefore concluded that for nanometer CMOS, gatedling leakage is a dominant player
in setting the voltage on the floating net and the final stedalg value is independent of the
initial state. Furthermore, it is predicted that the timeaqgato reach the steady state will reduce
in future technologies and will be in the order of hundredgf

The Vyq dependent detectability of full-open defects is investidan a study presented itnf
gelsson2009 using static test and leakage-aware fault model. The @xpaits utilize ISCAS
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TABLE 2.4: Fault coverage at thregyy/settings using 1000 pseudo random test pattdms |

gelsson2009.
# of Fault Coverage at three Voltage Settings
Design| Full-opens 1.2v 1.0v 0.8V
c432 123 98.4 98.4 98.4
c499 197 99.5 99.5 99.5
c880 222 99.6 99.6 99.6
c1355 236 97.4 97 97.9
c1908 214 99.1 99.5 99.1
c2670 472 86.7 86.7 86.7
c3540 468 99.3 98.9 99.1
c5315 623 100 100 100
c7552 887 97.1 97.3 97.3
s641 107 98.1 98.1 98.1
$1488 290 99.3 99.3 99.7
s5378 634 96.5 97.3 97.2
$9234 483 92.5 90.5 90.3

benchmarks that are tested at threg ¥ettings. The results are presented in Tabkefor
leakage-aware fault model. As can be seen, the fault cosetags not vary acrossgysettings,

and it has very small impact for some designs, for exampleage of c1355 the fault coverage
varies by less than 1% across threg ¥ettings. This is because the fault detection is indepen-
dent of the logic value at the input of the gate driving thetftaanet and irrespective of the
logic value at the inputs of gate driving the net, a test mdlydstect the fault. This provides
extra flexibility in terms of fault detection for this claskdefect. Therefore, it is concluded that

V 4q Setting does not affect detectability of full-open defeatsl any test Y setting can be used
for testing full-open defects. It also shows results forazfive fault model that does not take
leakage current into account, and draws similar conclesaafor leakage-aware fault model.

2.2.2 Testing Resistive Open Defect

This section summarizes recent research on test techrfigquesistive interconnect open defect
and the impact of voltage setting on their testability. Big open can be modeled as a resistor
between two unconnected nodes, since it shows small ingcaipacitive component, which
can be neglected for simplicity as used Krjiseman and Heiligey200§, and [Zain Ali and
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FIGURE 2.11: Circuit Model of Resistive Open Defect.

Zwolinski, 200§. Figure 2.11shows a typical resistive open fault model, where “D” and “S”
represent the driver and successor gate respectively.

Resistive open shows timing dependent effects and thersfavuld be tested using delay tests.
Delay fault testing is used to catch defects that creatdiaddl than expected delay and thereby
cause a malfunction of the I&®fuseman and Heiligey2004. Using delay fault testing, a defect
is detectable only when it causes longer delay than thatdbiingest path in a fault free design.
It was shown in Kruseman et al.2004 that majority of tested paths show less than one-third
delay in comparison to that of the longest path. Thereforefaad in any of these shorter paths
can only be detected if it causes higher delay than that dbtigest path in the design.

In [Kruseman and Heiliger200§ the optimal test conditions for testing resistive openris a
alyzed for non-speed-binned ICs, which are designed to timitg under worst process and
working conditions and typically have a logic depth of 30géles. It is argued that for designs
operating at few hundred MHz, one can expect to detect defeith resistance of 100¢k or
more, while delay caused by smaller resistance defectsfdine order of gate delays and does
not cause additional delay even if they occur at the longatt. prhe paper analyses two major
sources of open defects, i.e., incompletely filled vias antigd breaks in the poly of the transis-
tor (due to salicidation). Furthermore, it is argued thatstive open shows better detectability
on silicon at elevated ¥4 settings. This phenomenon is elaborated using two exatgites/n

in Figure2.12and Figure2.13and discussed next. FiguBel2 shows the delay caused by two
different resistive opens (due to 1{Mand 3 M) while considering these defects in the longest
path and using different supply voltage settings (1.8 V ¢e&iominal supply voltage). The fig-
ure also shows the delay of the longest path in fault freegde@ising solid gray line) and at
various voltage settings. As can be seen, the defect indextea delay added to the expected
delay is highest at elevated supply voltaged ¥ 2.0 V) for both resistive open defects. Also, as
expected, higher delay is observed at @ khan 1 M. Figure2.13shows the effect of resistive
open in a shorter path, with half the delay as the longestipathault-free design. Defects with
same resistance values as Fig2rE2are inserted in the shorter path, and the delay is compared
with that of the longest path (shown by solid gray line). As t& seen, delay due to 1{M
resistance show marginal detectability only at elevatgg Sétting (2.0 V), by causing higher
delay than that of the longest path. It becomes undetectabtaver Vg4 settings, as it shows
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FIGURE 2.12: Comparison of path delays due to resistive open defabe longest path at

different supply voltage settings. Solid gray line shows fault free design, while dotted

and dashed lines show path delays usingQ &hd 3 M2 in the longest path{ruseman and
Heiligers 2004.

lesser delay than that of the longest path. On the other [3al) defect resistance is best de-
tectable at elevatedgd (2.0 V) and becomes undetectable ag Setting is reduced further from
0.9 V. The behavior shown by these two examples (illustraielligure2.12and Figure2.13) is
commonly observed on silicon and is generalized using Eigurd As can be seen from Fig-
ure2.14 resistive open in general show better detectability atetdsl \jq setting and becomes
undetectable at reduced;y Finally [Kruseman and Heiligey20064 shows some cases where
resistive open defects are better detectable at reduggsketting.

[Zain Ali and Zwolinski 2004 has also studied delay behavior for devices operating dti-mu
V 4q Settings. Two types of defects are examined, i.e., trarssomigate open and resistive open.
Experiments are conducted using 0,35 using five (3.3, 3.0, 2.7, 2.5 and 2.0 V) discrete volt-
age settings on a 4 level carry save adder (shown in F@®. Each unit of carry save adder
(for e.g., CSA-01) is made up of 5 transmission gates. Theanpf transmission gate open
is studied first, by inserting two NMOS open defects (one ama)tas shown in Figur@.15
(marked as “Fault A’ and “Fault B"). The fault site and sigpabpagation path of inserted de-
fects is shown in Tablg.5. Gate Delay Ratio (GDR) and Path Delay Ratio (PHR)alculated
and results indicate that higher gate/path delay ratio $&oted as \j setting is reduced and
the two faults (transmission gate open) behaves as stuickHaSF) at lower \q settings. As

“In [zain Ali and Zwolinskj 200§ GDR (PDR) is calculated as a delay ratio between faulty anttfree signal
propagating gate (path) of a design.
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FIGURE 2.13: Comparison of path delays due to resistive open diefacthort path at different

supply voltage settings. The longest path is shown by a gadidline (for the fault free design),

while dotted and dashed lines show path delays usinglaid 3 M? resistances in a shorter
path Kruseman and Heiliger20084.

expected, increased GDRs for both the faults result in higXRs at respective paths as well.
Similar observations were reported DHjang and McCluskey 9964 using 0.6m and 0.8:m
technology and similar experimental setup. Study reparig€hang and McCluskey1 9964
has suggested usindg’2to 2.5V; (Very Low Voltage (VLV) testing) for detecting defects due t
transmission gate open, threshold voltage shift and dghad-drive strength. This explains the
SF behavior of transmission gate open at reducggsettings.

TABLE 2.5: Signal Propagating Path for Faults A andZih Ali and Zwolinskij 200§.

Fault Site Signal Propagating Path

A | CSA-11 NMOS| CSA-01(A) — CSA-11(B) — CSA-21(B) —
Open CSA-32(Cin)— CSA-32(Cout)

B | CSA-22 NMOS| CSA-01(A) — CSA-11(B) — CSA-22(Cin)—
Open CSA-32(B)— CSA-32(Cout)

The impact of interconnect resistive open is also studiefiZzain Ali and Zwolinski 20049
by inserting two defects separately in the circuit, markedrault C” and “Fault D” as shown
in Figure2.15 For this experiment, three different resistance valubX2, 250 K2 and 1 M?2)
are used on both locations and results show that Path Dekiy (R®R) due to these two faults
increases with higher 4 setting. As expected, PDR is more prominent for Q késistance at
elevated \q setting than the other two resistance values. These findimgs that interconnect
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FIGURE 2.14: Delay behavior of fault-free design (marked as “Ggad’tomparison to delay
defect behavior due to three different defeétsjseman and Heiliger2008§.
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FIGURE 2.15: 4-Level Carry-Save Adder, each adder cell is made &f fimnsmission
gates Fain Ali and Zwolinskj 200§.

resistive opens are better detectable at elevatgdsetting by delay test techniques. On the
other hand, transmission gate opens are better detectdbiges Vyq settings. The application
of delay test at single y setting reduces test cost by avoiding repetitive tests terotyq
settings.

In brief, interconnect-open defects have attracted a fiogit research effort world-wide to
reduce test cost without affecting the fault coverage —énadbntext of multi-\4q designs. Re-
cent studies have shown that full-open defects can be tesiag static test techniques at any
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V4q Setting, as they do not exhibitgy dependent detectabilityrgelsson 2009. On the other
hand, resistive-open defects are better detectable atetb¥;qy setting using delay test tech-
nigues Kruseman and Heiligey2006 Zain Ali, 2009. For these reasons, interconnect-open
defects are not further investigated in this thesis, as didate defect for reducing test cost.

2.3 DFT for Low Power Design

Sections one and two outlined test techniques for resibtidge and resistive open for multiple-
voltage designs. In this section, a summary of recent low scan techniques for reducing
power dissipation during test mode is givéfigolici and Al-Hashimj 2003. These techniques
are developed for devices employing multiple-voltageirsgst

2.3.1 Multi-Voltage Aware Scan

Designs that employ multiple voltage settings are divided various voltage domains during
physical placement of the design. Each voltage domain feadsus logic blocks and level

shifters are used to communicate logic values across légik$® operating under different volt-

age settings$hi and Kapur2004. The insertion of scan chains across logic block poses
challenge for scan chain ordering in multiple voltage desigue to two main reasons. Firstly,
it is desirable to reduce the number of level shifters reguio transmit voltage levels from one
scan chain to another, placed across different voltage mhem&econdly, power consumption
during test can be reduced by fewer voltage domain crossirthebscan cells.

These challenges are met by multi-voltage aware scan dgtiog [Colle et al, 2005. The pro-
posed methodology arranges scan cells based on respegitizgeszdomains. This is achieved
by scan cells ordering in such a way that scan cells operatidgr the same voltage levels are
connected together. This in turn minimizes the number déllshifters that are otherwise re-
quired if scan cells are ordered without consideration oftisvaltage designs. Furthermore, it
reduces power dissipation by minimizing signal transroisén fewer voltage domain crossing.
Experiments are conducted using industrial design withltage domains and it is shown that
multi-voltage aware scan chain ordering shows 93% reduatithe number of level shifters, in
comparison to scan chain ordering technique, which cosrn@utsically closer scan cells with-
out considering its operating voltage. The proposed schHaadeen implemented in Synopsys
EDA tools and the DFT flow is shown in Figug&16 As can be seen, DFT Compiler recog-
nizes the voltage/power domains and clusters the scanschaihin the respective domains.
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FIGURE 2.16: DFT Synthesis flow for Multi-\y design using Synopsys Design Com-
piler [Baby and SarathP00g.

The number of level shifters in the design are minimized Isalling voltage/power domain
mixing, which is managed by “set scan configuration”.

Recently a power-aware scan chain method is present&hinfermane et gl200§ for multi-
V4q designs. The method is implemented using daisy-chainiag spproach to efficiently
utilize expensive tester resources (bandwidth) and retkstecost. The method avoids signal
integrity issues during test by employing bypass multiptex which allows bypassing signals
from power domains that are switched off during test. Daisgin implementation along with
bypass multiplexers (1, 2, 3 and 4) and four different powmnadins (A, B, C and D) is shown
in Figure2.17. As can be seen, bypass multiplexers allow testing of spguifiver domains in
multi-V4q environment. As an example, in a particular power mode, @/pewer domains C
and D are ON, while A and B are OFF, muxes 1 and 2 goes in bypads,mdiile 3 and 4 are in
pass-thru mode. This forms a scan chain between Sl, 3, 4 andil®&bypass multiplexers are
placed on always-on power domain. This approach is implésdein Cadencé&ncounter’™
test tools.
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FIGURE 2.17: Power-Aware Daisy-chaining scan pdaithjckermane et al200§.

2.3.2 Power-Managed Scan Using Adaptive Voltage Scaling

Reducing power dissipation during test has been an actaafrresearch for nearly a decade
and numerous techniques have been repo®dhfd 2007, [Bhunia et al. 2005. Recently

an interesting technigue that reduces both dynamic anédgagower during test through the
use of adaptive voltage scaling PMScan (Power Managed 8earf)een reportedpvanathan

et al, 20078. The presented methodology is motivated by three facferstly, it is known that
dynamic power is proportional tg? [Weste and Eshraghiaf994 and gate leakage power is
proportional toV* [Krishnarnurthy et a).2003, whereV is the operating voltage of the de-
vice. Therefore, reduction in supply voltage can signifisareduce total power (dynamic plus
leakage) during test. Secondly, infrastructure for adaptbltage scaling is widely deployed
in modern microprocessors to reduce power consumptiomglduinctional mode. Therefore,
it is suggested inevanathan et gl20074 to reuse voltage scaling infrastructure to reduce
implementation (due to physical design and area) overhe@lsdly, scan shift frequency is
usually much slower than the operational frequency of thvicdetherefore scan shift operation
is ideal for voltage scaling during té€sfTherefore PMScan proposes voltage scaling during test
to provide a trade-off between test application time antdgeser. This is achieved by modify-
ing voltage regulation circuitry (used for adaptive voeiaggaling) such that scan shift operation

S\oltage scaling is widely used to reduce power consumptidiile ensuring that timing requirements are met.
It is therefore more effective for tasks that are less coatpurially intensive, i.e., tasks that can be completed at a
slower speed.
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meets acceptable timing, while supply voltage during stéfhis reduced. The voltage regula-
tion circuitry changes the supply voltage to nominal dusngn capture mode to ensure at-speed
testing.

The conventional voltage scaling circuitry and the one psag in Pevanathan et gl20074
are shown in Figur®.18 Figure2.18a) shows the conventional adaptive supply voltage cir-
cuitry showing the voltage regulation component in the ddshox. It uses feedback control
and adjusts the supply voltage ‘V’ using a dc-dc convertehghat the delay of the circuit fits
in one clock cycle of the desired clock frequengy, fwhich is usually generated using on-chip
PLL. The reference circuit is made of a ring oscillator angkdaines the maximum delay of the
design over process, voltage and temperature variatibdstdrmines the maximum frequency
‘f* corresponding to the voltage V' provided to it. IrDevanathan et al20078 the conven-
tional voltage regulation design is modified for voltageliscaduring scan shift operation, as
shown in Figure2.18Db). It is designed such that when the signalLsdan = 1, the supply volt-
age ‘V'is lowered by ‘p’. On the other hand when L&an = 0, the output ‘U’ is applied to the
multiplexer as in conventional design. Refer Bepanathan et gl2007l for more details on
design of such regulator.

Experiments are conducted using 90 nm library with nominaM supply voltage using Syn-
opsysPrimePower™™ for power analysis. The first experiment is conducted usawgss dif-
ferent ISCAS 89 benchmarks using reduced {0.77 V) and at 25 MHz scan shift frequency.
Average dynamic, peak dynamic and leakage power is compgme®edeen proposed PMScan
technique with that of conventional scan (unaware of veltagaling). It is shown that on av-
erage PMScan reduces average dynamic power by about 44%oclyeamic by 42%, leakage
power by 91% contributing to overall total power by 64% in gaarison to conventional scan.
Moreover, it is shown that these results can be further ingmdoy 5%, by using NOR-Gating
scheme Girard, 2002° along with PMScan. The second experiment analyses testiithéest
power trade-off. It is conducted using an industrial degwgith 9 million gates and 7 unwrapped
cores), at three different voltage (1.1 'V, 1.0 V and 0.77 \§ sacan shift frequency (25 MHz, 75
MHz, and 125 MHZz) settings. It is shown that for test applaatat 0.77 V and 125 MHz scan
shift frequency, test time reduces by 80%, while total poinereases by 16%, in comparison
to test application at 0.77 V with 25 MHz scan shift frequency

Another effective technique for reducing leakage poweyisroploying state retention logi&gat-
ing et al, 2007. Recently a method to test state retention logic is propas¢Chakravadhanula
et al, 200§. State retention logic is tested by scanning in test pagtefollowed by powering

SNOR gate is used to halt unnecessary toggling of combinaltimgic (fed by scan flip-flop) during scan shift
operation.
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FIGURE 2.18: Block diagram of Adaptive Supply Voltage Regulation {a) Conventional
design, (b) PMScarJevanathan et al20074.

down the logic block containing state retention logic anehtipowering up again. This is fol-
lowed by scanning out the test patterns, and is matchedstgaescanned in data for coherency.

2.4 Motivation and Objectives

From the detailed literature review, it is clear that to addrvarious challenges brought forward
by the deep submicron defects, a significant effort has bemierby researchers around the
world on modeling and test generation of such defects. Agétir battery powered, low-power
devices add a new dimension to DFT techniques used for geiese defects. Low power
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(DVS-enabled) systems can run at different voltage anduéreqy (V/F) settings during nor-
mal operation, it is therefore necessary to ensure thatyters will function correctly at any
possible V/F setting. Research on very low voltage (VLVjites[Hao and McCluskey1993
and more recentlygngelke et al.2004 Ingelsson et al 2007, Engelke 2009 Ingelsson2009
has shown that while some faults cannot be observed at thinabpower supply voltage, they
become apparent in different operating conditions, sudowasr supply voltage. This means
that traditional test methodologies assuming a fixed/naimpower supply voltage and clock
frequency, cannot guarantee fault-free operation for systems. This is because traditional
DFT techniques have been developed assuming a fixed V/Rgetthich means that whilst
DVS-enabled ICs may pass production tests, they can fdildarield at different operating V/F
conditions, causing problems with reliability. A possilgution to this problem is to perform
production tests at various V/F settings, improving relighat the expense of increased manu-
facturing test cost. The semiconductor industry is higlignpetitive, particularly for consumer
products pricing and hence this is not a viable option. Thesuns that the application of DVS to
reduce energy consumption may have a detrimental impadteoquality of the manufacturing
test employed to detect permanent faults.

The objectives of the research reported in this thesis dialag/s:

1. Through simulations, investigate the behavior of defestiowing \4g dependent de-
tectability and in the context of multi-)4 designs analyse the detrimental impact of repet-
itive tests on test cost.

2. Develop effective and low-cost DFT techniques to addiessbove mentioned challenge
brought forward by defects exhibitingqydependent detectability.

3. Investigate the impact of multiQy designs on diagnosis accuracy, and develop low-cost
diagnosis technique to achieve high resolution diagnagide targeting such defects.

4. Validate the developed techniques through extensivelations using advanced paramet-
ric fault model, state of the art DFT tools and benchmarksgdeswidely used in both
academic and industrial research.

The main focus of this thesis is to develop DVS-aware DFT dadrabsis techniques. This re-
quires a careful evaluation of the impact of the availableéS2Avare DFT techniques on the sys-
tem manufacturing cost, which can increase due to testaghigh at more than onegy setting.
Similarly, traditional diagnosis techniques using a fixeffr \éetting needs to be re-evaluated
to ensure high diagnosis accuracy at low cost. The two mgectwes of this thesis include:
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reducing manufacturing test cost for DVS-enabled deviaed,proposing a cost-effective diag-
nosis technigue to improve diagnosis accuracy for suctcdsvyi

It has been shown irgngelke et al.2004 and more recently inlhgelsson et a).2007 that
the fault coverage of a test set targeting resistive brgl¢anilts (RBF) can vary with the supply
voltage used during test. This means that, depending ongbrmting 4y setting, a given
RBF may or may not affect correct operation of the design.Sgquoently, to ensure high fault
coverage for a design that needs to operate at a number efetfiff\jiy settings, it is necessary
to perform testing at more than ongto detect faults that manifest themselves only at a
particular Vgg. It was shown in [ngelsson 2009 that the majority of circuits (8 out of 12)
require testing at more than one voltage setting to achi®@&alfault coverage, which means
that the ATE (Automatic Test Equipment) will have to switatween different voltage settings
to apply the test. Switching between differentg\éettings during test is not desirable and can
impact the cost of test. The switching overhead is also tinkéh test compactiongl-Maleh
and Khursheed2007, which aims to reduce test size without reducing fault cage of a test.
For DVS-enabled designs, test compaction is confined te testingle voltage domain as test
vectors from different Wy settings cannot be merged as each test has to be appliedeatificsp
voltage setting. This may negatively affect test compactiad increase test application time
thereby aggravating test cost. Therefore it is importamétiice the number of tesiyysettings

to reduce test cost.

There is no reported work on minimizing the number of tegt 8éttings for multi-\4q designs.
The first part of this thesis addresses it and proposes tvwectei# techniques to reduce the
number of \jq settings without compromising the fault coverage of thgiagl test employing
multiple Vqq settings. First, this thesis demonstrates that test pasetiion (TPI) can be used to
reduce the number of )4 settings during test, without affecting the fault coveragthe original
test, thereby reducing test cost. Experiments conducied UBCAS and ITC benchmarks show
that test \4q settings are reduced minimizing test cost. A drawback WithTPI technique is
that it does not guarantee a singlgg¥est and usually results in more than one tegf 3étting.
Therefore, this thesis proposes a more effective techrigueeducing test cost of multi-y4
designs, through gate-sizing (GS). It targets defectsahase faulty logic behavior to appear
at more than one testgy setting, and uses gate sizing (GS) to expose the defect iagle $est
Vgg- The number of test voltages is then reduced, minimizingdest. We show that unlike
TPI, it is possible to achieve singlegytest without affecting the fault coverage of the original
test.

The second part of this thesis deals with the diagnosis ofiMgy designs in the presence of
resistive bridge defects that manifest themselves (as)eatanore than one ¥4 setting. All
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existing diagnosis techniques use a singig Setting for fault localization and therefore diag-
nosis for multi-Vyg designs imposes a challenge for defects exhibiting supptage dependent
behavior. Single \y diagnosis for multi-\jq designs may lead to imprecise diagnosis affecting
failure analysis. This means new and cost-effective diaignstrategies are required for efficient
diagnosis of multi-\jg designs in the presence of bridge defects. The developnfenich a
novel diagnosis technique can be devised by answering tlwsving questions: 1) Is diagno-
sis resolution affected by different voltage settings?f2pl what voltage setting achieves the
best level of diagnosis? 3) Is it possible to improve diagnossolution further by carrying out
diagnosis at more than one voltage setting? 4) For desigastipg at more than one voltage
setting, it is desirable to reduce diagnosis cost by aamggthie minimum possible Test Applica-
tion Time, without affecting diagnosis accuracy. Therefdtis important to determine the most
useful Vyq settings or combination of Vdds, which may yield the desiwattome by omitting
tests at some voltage settings.

This is the first investigation that considers diagnosindde defects in multi-\y designs and
present results to show the following four findings: 1) Thedst supply voltage provides the
best resolution for single voltage diagnosis. It is howedifferent for hard-shorts (bridges
with O €2 resistance) as experimental results show that diagnosigasy has little variation
across different voltage settings and therefore agySétting can be used without a negative
implication on diagnosis accuracy of hard-shorts. 2) Tlagdsis resolution can be improved
by carrying it out at more than onegysetting. 3) This work exploits the additional information
from other voltage settings to improve the diagnosis aayutg to 72% over single voltage
diagnosis. 4) Finally, we show experimental results usiifigrént Vyq pairs and identify the
most useful \q pair, such that high diagnosis accuracy is achieved usithgcesl TAT, thereby
reducing diagnosis cost without affecting its accuracy.

2.5 Reevant Contemporary Research

Low power design techniques present potential challengésst and reliability of digital de-
signs. At the time of thesis compilation, there are contiguiesearch efforts world-wide fo-
cusing on addressing these challenges. In the followingemerging research problems are
highlighted that need to be addressed, to generate higitygaad cost effective test solutions
for reliable low power designs.
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25.1 Impact of Voltage and Process Variation on Test Quality

Previous sections have examined the impact of power sugpisition on the behavior of man-
ufacturing defects. It appears that test quality is alsopromised due to another type of varia-
tion, i.e., due to fabrication process. Whilst the impagbmicess variation on timing and power
performance has been extensively investigated in thalitez Bhunia et al. 20074, its effect
on test quality is an emerging area of research. In this@eete summarize two recent studies
that take process variation into account using static atelydest techniques and motivate the
need for joint voltage and process variation test.

In [Ingelsson et al.2008 and [Ingelsson 2009, the impact of process variation on static test
guality has been investigated for resistive bridge. It @saithat process variation has a negative
impact on test quality of such defects leading to test escap®&obustness matrix is developed
to quantize the impact of process variation on test quatityatest generation method is devel-
oped to mitigate the impact of process variation and redeskeeiscapes. Experiments are con-
ducted using ISCAS 85’ and 89’ benchmarks and synthesizied 46 nm CMOS technology.
Results show that test generation method covers up to 18% pnocess variation induced logic
faults than tests generated without consideration of poeariation. InlLu et al, 2003 the
influence of process variation on the longest path of thegdesis been investigated, while con-
sidering structural elements of the design (logic elemantkinterconnects). The method aims
to reduce test cost without compromising on test qualigy, fault coverage. This is achieved
by identifying minimum number of longest path candidatepatynomial time. Experiments
conducted on ISCAS 85’ and 89’ circuits show that the numibeestable paths are up to 6%
of those found by Tani et al, 1998. In addition it is 300-3000 times faster than the method
proposed inTani et al, 1998§.

High quality test for next generation Multiqy devices require improved static and delay test
techniques capable of mitigating the impact of power supplg fabrication process variation.
Such test techniques will need to be developed that willireqealistic fault models, for both
resistive bridge and resistive open, that mimic actual biehat the physical level in the pres-
ence of voltage and process variation. Such fault modelsbeilised for voltage and process
variation aware test generation leading to higher testityuaid therefore improve in-field prod-
uct reliability of future Multi-Vyq devices.
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2.5.2 Voltage Scaling for Nanoscale SRAM

The above open problem is related to test for low-power @sviRecent research indicates that
low-power design also affects reliability of the device.eXuch work that determines optimal
voltage setting to operate SRAMs in the presence of softeand gate oxide degradation is
presented inChandra and Aitker2009. Nanoscale SRAMs are vulnerable to soft errors and
suffer from progressive gate oxide degradation. Soft srewe faults induced by particle hit
(alpha patrticle or neutrons), which can flip the stored détaThese events are called Single
Event Upsets (SEU) and requires data content to be re-wri@&AMs are especially vulner-
able to SEU due to small node capacitance and small bit @fl.siOn the other hand, gate
oxide thickness is continuously decreasing with technplsgaling in CMOS devices, which
has resulted in increased gate tunneling currents. Inedegate tunneling currents result in
progressive degradation of gate oxide, which is one of thstingportant reliability concern in
current and future technologies. I6kandra and Aitker2009, the optimal voltage setting to
operate nanoscale SRAM in the presence of soft errors istigegged. This work has shown
following three findings: For a given technology node (65 nnd® nm), higher voltage level
results in higher immunity of SRAM cells against soft errior¢he absence of gate oxide degra-
dation. On the other hand, gate tunneling currents incredébethe increase in supply voltage,
which in turn contributes to gate oxide degradation. Traeefn optimal voltage is formulated
by an equation, for operating nanoscale SRAMs in the presehgate oxide degradation and
soft errors. The optimal voltage reduces with increasingllef gate oxide degradation for
nanoscale SRAMs.

It is expected that analytical models will be developed thi@e highest immunity against
soft-errors for a given voltage setting value and gate-@xielgradation level, thereby improving
reliability of nanoscale SRAMs in future technologies.

2.6 Concluding Remarks

This chapter has presented an overview of recently repoesehlrch in testing strategies for
multi-voltage designs. Such strategies aim to reduce ¢sstand improve fault coverage ofy
dependent defects. The cost reduction has been obtainesirgythe least number (i.e., one) of
voltage test setting for ¥4 dependent defects (resistive bridge and resistive opeaybiging

"Refer to Baumann2009 for further reading on the effect of technology scaling aoét errors on memory and
logic components of the circuit.
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repetitive tests at severalgysettings. For resistive open interconnect defect, eldvedtg set-
ting achieves better detectability using delay test ancethee repetitive tests at other voltage
settings can be avoided. However, full-open interconnefgals do not show 4 dependent de-
tectability and therefore can be tested at ay $&tting using static test techniquésdelsson
2009. Resistive bridge defects (RBDs) showigMlependent detectability and recent research
shows that the lowest ) setting achieves highest fault coverage, nevertheles<lidss of de-
fects requires more than ongjd/setting to achieve 100% fault coverage. Thg dependent
detectability of RBDs represent multitude of problems feiseng DFT and diagnosis solu-
tions. This means that there is no available DFT techniqueehdeve single Y test for RBDs
without affecting the fault coverage. This thesis propdsascost-effective DFT techniques in
Chapter3 and Chapte# to achieve single ¥y test targeting resistive bridges.

The Vyq dependent detectability of resistive bridge defects jquesthe completeness of exist-
ing diagnosis techniques, as all existing techniques umgesVyq setting for diagnosing such
defects. This may lead to reduced diagnosis accuracy wghtive affect on failure analysis,
which is key to improving subsequent design cycle and yi€lis means that novel diagnosis
solutions are required for accurate and cost-effectivgratiais of bridge defects in multiqy
designs. This issue is also dealt with in this thesis andldetee available in Chaptér.

This chapter has also outlined existing low cost scan tegtas for multi-voltage design, and in

this thesis, the scan architecture is assumed to be fagt-frow cost scan is possible through
various techniques. Some techniques focus on reducingeimgitation cost of scan chains
in multi-voltage environment through clustering scan nkaccording to their respective volt-

age domain thereby reducing the number of level shiftersadsw by employing power-aware

scan that efficiently utilize expensive tester resourcesdividth) and reduce test cost. Other
technique achieves low power test for multi-voltage deviog reusing the existing functional

infrastructure for voltage scaling to reduce power condiongeading to reduced cost.

The chapter also outlines a number of worthy research prablbat need to be addressed to
develop high quality and cost effective test solutions &jable low power devices. A detailed
description of the proposed future work is presented in @r&p



Chapter 3

Test Cost Reduction Using Test Points

This chapter discusses the motivation, methodology, taonts experimental results to reduce
test cost by a novel DFT (Design for Testability) techniquéhaut affecting test quality. The
negative impact of multi-\ testing on test cost is discussed in Sectoh followed by Sec-
tion 3.2 that shows how test point insertion (TPI) can be used to edest cost. The details
of the proposed TPI technique are presented in Se&ti@rwhich is followed by experimental
results in Sectio3.4. Finally, Sectior3.5 concludes the chapter.

3.1 Introduction

Multi-V 4q designs operate at more than one voltage setting, it wasrshojingelsson 2009
Ingelsson et al.2007 that testing such devices for resistive bridging fauliguiees test appli-
cation at different voltage settings to ensure 100% fautecage. Table.1 shows the number
of test patterns to be applied at three different voltagénge(0.8V, 1.0V and 1.2V) to achieve
100% fault coveragelfigelsson 2009*. In Table3.1, first column shows various benchmark
circuits, the second column marked with # RBF shows the eedifack resistive bridges that
were considered for each design. Column 3-5 shows the nuafliest patterns generated at
each voltage setting i.e., 0.8V, 1.0V and 1.2V respectiv€ipally the last column shows the
total number of test patterns generated at all three vokatjings to achieve 100% fault cov-
erage. As can be seen from TaBld that majority of circuits (16 out of 22) require testing at
more than one voltage setting. This means that the ATE (AatianTest Equipment) will have

Litis different from Table2.3, which shows the need for additional test vectors (aftergigicommercial ATPG) at
different voltage settings in order to achieve 100% fauiecage. Tabl&.1shows the results without any commercial
ATPG and presents results for ITC-99 benchmarks as well.

57
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to switch between different voltage settings to apply thédtMdgg test, incurring test cost due to
switching overhead and degradation of test compactiontgud@he loss of compaction quality
is illustrated by Figur@.1, which shows relaxed test vectors (also called atomic compis) for
seven different fault and the outcome of test merging allgriEl-Maleh and Khurshee@007

on two sets of test vectors to be applied’aandV;, separately. As can be seen from Fig8rg

(a) the test merging algorithm results in reducing four westors to two al’;. No reduction in
test size al% is possible because of conflict at each bit position of atltestors in the test set,
resulting in overall five test vectors to be applied at twgy ¥ettings separately. FiguBel-(b)
shows the same set of test vectors but in contrast to thersocehawn in Figure3.1-(a), all test
vectors have to be applied at singlgg\setting, thus providing higher flexibility to reduce test
set size, resulting in more compact test set. As can be ddeas resulted in three test vectors
thereby achieving higher compaction in comparison to tvgbWgq settings.

An experiment is conducted to investigate the loss of cotmacuality due to repetitive tests
at multiple Vyq settings; this experiment also quantize the detrimenfakcebn compaction
quality due to multiple voltage settings. For this experiméest merging algorithm for static
test compaction proposed iklfMaleh and Khurshee®007 is used with 13 ISCAS-85 and
full-scanned ISCAS-89 benchmarks. For each design, aaest generated using HITEC test
generator [Niermann and Patell99] targeting stuck-at faults in the design, to achieve 100%
fault coverage. These test vectors are then divided intoamebthree partitions of equal size,
where each partition mimic a test at a particulay getting. The loss in compaction quality
is primarily because of test partitioning into differentitage settings, where test vectors can
not be combined from a different partition. The purpose i gxperiment is to evaluate and
demonstrate the detrimental affect of partitioning testees and its impact on test compaction.
Test compaction is applied for each voltage setting indigily and total test count is the sum of
test vectors at all voltage settings. In this way, test castipa algorithm is applied at a single
partition (representing singledy test), two partitions (representing twgd/settings) and three
partitions (representing threegysettings). For example a certain design requires 1500 test
vectors to achieve 100% fault coverage at a single tggt Mor this design, while considering
two Vqyq test, each partition gets 750 test vectors and, 500 tesbrgeper partition in case
of three test g settings. Compaction algorithm is applied individuallyeaich test Wy and
results are tabulated in TabB2 The first column of Tabl&.2 shows the benchmark design,
followed by total number of test vectors generated by HITE: next three columns show the
number of test vectors generated by using test mergingitdgoat single test \, two test Vjg
settings, and three testyysettings (including individual test sizes at eacly getting in case
of more than one Y setting). As can be seen, for all designs the test count ileshan case

of single Vyq test and it increases with each additionaly\getting. This is further illustrated
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TABLE 3.1: Multi-Vyq4 test generation resultingelsson2009

# Test Patterns
Design| #RBF | @ 0.8V | @ 1.0V | @ 1.2V | Sum
ISCAS-85, ISCAS-89 Benchmarks
c1355 80 39 39
€1908 98 57 57
c2670 104 67 67
c3540 363 184 6 1 191
c7552 577 281 1 282
s838 34 26 2 28
s1488 435 144 2 146
s5378 305 214 214
s9234 223 132 2 134
s13207| 358 192 5 1 198
s15850| 943 324 4 5 333
s$35932| 1170 547 50 63 660
ITC-99 Benchmarks
b01 142 23 1 1 25
b02 33 11 1 12
b03 350 122 122
b04 7,228 1117 17 15 1149
b05 10,000| 465 9 10 484
b06 203 16 16
b07 6,447 757 5 11 773
b08 1,350 176 6 2 184
b09 729 86 3 89
b10 1,923 224 1 5 230
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FIGURE 3.1: Test compaction for multi-)4 test in comparison with compaction for singlgqsvV
test.
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TABLE 3.2: Impact of Multi-Vjq test settings on compaction.

Original | SingleVvdd Two Vdd test ThreeVdd test
Circuit test test V1l V2 Total | V1 V2 V3 Tota
c2670 154 98 43 69 112 | 30 41 46 117
c3540 350 75 61 21 82 | 48 22 29 99
c5315 193 80 52 44 96 | 46 36 32 114
13207 633 238 55 191 246| 44 64 156 264
$15850 657 144 63 103 166 | 54 87 54 195
s38417| 1472 130 100 97 197|62 89 56 207
s38584 | 1174 138 95 107 202|79 51 103 233
s4863 132 47 39 20 50 | 30 19 13 62
s5378 359 119 70 79 149 |46 61 66 173
6669 138 36 32 17 49 | 23 16 13 52
s9234 620 170 64 156 220 | 48 72 120 240

by Figure3.2, which shows the comparison of test sizes for all designgach of the three
cases. Higher test reduction with lower number of tegt 8éttings is because test compaction
algorithm gets higher flexibility when combining test vastoesulting in overall smaller test
sizes. In comparison to singlegytest, the percentage increase in test size with two and three
test Vyq settings is tabulated in Tab&3. It can be seen that the test size is lowest at single test
V4g and highest at three tesyysettings. In case of s38584 the increase in test size is as muc
as 69% in comparison to single tesggywhile considering two test 34 settings the test size
has increased by up to 52% as in case of s38417. This expérateany shows the detrimental
affect of multi-Vyq setting on test compaction thereby increasing test cost.

Test cost constitutes a substantial percentage of totalifacturing costBedsole et a].2001.
Switching between supply voltage settings during test isartavial task and increases the cost
of test, mainly due to the switching time overhead and lo$sshcompaction quality. Therefore
it is important to reduce the number of tegig\settings to reduce test cost, which is the aim of
this chapter.
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TABLE 3.3: Impact of Multi-Vyq settings on test compaction.

200

150

100 A

50 A

2670 ¢3540 5315

%incr. at Two | %incr. at Three

Circuit | Vdd settings Vdd settings
c2670 14% 19%
c3540 9% 32%
c5315 20% 43%
s13207 3% 11%
s$15850 15% 35%
$38417 52% 59%
s$38584 46% 69%
54863 26% 32%
s5378 25% 45%
s6669 36% 44%
$9234 29% 41%

300

m SingleVdd test B TwoVddTest M ThreeVdd Test
250

s13207 15850 38417 38584 s4863  s5378

s6669

s9234

FIGURE 3.2: Impact on test compaction.
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FIGURE 3.3: Resistive Bridge

Figure 3.3 and 3.4 are used to explain why MVTGQrgelsson et al.2007, Khursheed et al.
2008 generates tests at more than ong ¥etting. Figure3.3 shows a resistive bridge feeding
two different gates of a circuit, which is assumed to be dpagaat three voltage settings. By
analysing the analog behavior of the bridge (using the sameedure as explained for Fig-
ure2.5 2.6, 2.7) at three different voltage settings we can determine thistance intervals de-
tected at each one of the three voltage settings. The covesedance intervals at three voltage
settings are shown in FiguB4. Figure3.4marks the redundant (gray bars) and non-redundant
(black bars) intervals of a resistive bridge at three differvoltage settings. For a certain bridge
Essential \q setting is the one at which the highest resistance inteswdgtected, which i3 in
this case. From test generation point of view, essentjglids to be included in test generation
as highest resistance interval exists at essential vokatisng(s). This means that any of the
resistance intervals targeted at non-essential tggs&tting(s) by the test generation algorithm
can be detected at one of the essential tggtsétting(s), subject to suitable controllability and
observability at the bridge site. On the other hand nonrgsdesoltage settings are included
in test generation only because some non-redundant itgeava detectable at non-essential
voltage setting(s), these intervals are referred as NRINIEd-Redundant Intervals at Non-
Essential jg). Two such NRINEYV intervals, marked by and B are shown in Figur8.4. It
should be observed that these two NRINEV intervals are mahmnatl; (essential Vdd) and
require additional controllability and observability fdetection at essentialgy. The additional
controllability and observability is achieved by the hefpt@st point insertion that uses addi-
tional test points to detect logic fault corresponding ig&nce intervals “A’ and “B” at’z, as
shown in Figure3.4. The need of test generation at eithgror V5 is then reduced resulting in
test cost reduction.

Previously, test point insertion (TPI) has been used foreasing the fault coverag@quba
and McCluskey1997 and test compactiondeuzebroek et al2004J. The next section shows
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FIGURE 3.4: Reasons for test generation at more than ques#tting

how TPI can be used to reduce the number of differgptséttings required during test without
affecting the fault coverage.

3.2 Motivation

Test point insertion (TPI) is a well-known design for testHD technique to provide addi-
tional controllability and observabilityHayes and Friedmari974 Hayes 1974; test points
are added in a design to achieve higher fault coverage amddemn used for test compaction as
well [Geuzebroek et gl200Q Touba and McCluskeyl997. The principle of using test points
is discussed in detail in Sectidn6.1 Figure 3.5 shows how test points are used for reducing
the number of test ¥ settings. A bridge location has a number of logic faultsginefd as
“Logic State Configuration” LSC) that comprises of the fallng four parameters: 1) inputs
to the gates feeding the bridge, 2) resistance range cqvgjdibolean values interpreted by
the gates fed by the bridge and 4)4\setting at which the fault appears. For a given bridge,
the test generatotrjgelsson 2009 targets minimum number of logic faults to cover maximum
detectable resistance of the bridge and selects test amtercordingly. Test points are used
where an un-detectable logic fault at the loweg Setting (preferred ¥y) covers higher bridge
resistance than detectable logic faults at highgy 8étting(s). This is explained in FiguBe5
that shows two logic faults, LF1 and LF2. Logic fault (LF1)skown in Figure3.5-(a), the
resistance range is detected at 1.2V by fault propagatiaugih the inverter. The other logic
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(c) Additional test point to achieve desired controllability

FIGURE 3.5: Use of test points for additional controllability areditiction in test Wy settings
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TABLE 3.4: Proof of concept: test point insertion to reduce the Inemof test voltage settings

V 4q Settings Control | Observation Total
Design bf TPI af TPI Points Points Test Points
c432 0.8V, 1.2V 0.8V 2 2 4
c499 0.8v 0.8v 0 0 0
c880 | 0.8V, 1.0V, 1.2Vv| 0.8V, 1.0V 2 0 2
c1355 0.8V, 1.2V 0.8V 10 3 13
c1908 0.8V, 1.2v 0.8V 8 1 9
Total 22 6 28

fault (LF2) is shown in Figur&.5-(b), it covers higher resistance range but as can be sdsen, it
undetectable due to a conflict on the net feeding the twordyigates. As can be seen, logic-0 is
required at the output of nand gate, which is only possiblagplying logic-1 at both the inputs
of nand gate. At the same time, logic-0 is required at thetiopinverter to activate the bridge.
This conflict is resolved by an additional test point at thiglit and the resultant circuit is shown
in Figure3.5-(c). The added test point at the input of nand gate allowdgeriactivatiof and
fault effect is propagated through the nor gate.

This idea is further investigated by conducting an expenintg using ISCAS-85 benchmarks
and three test voltage settings, 0.8V, 1.0V, and 1.2V. Thedithis experiment is to identify
bridge locations that need a test at more than one voltatiegsetor these bridge locations, test
point insertion (TPI) is then used to target redundant (etectable) faults to cover the same
resistance interval at the lowesgsetting, which is followed by test generation to ensure that
a test pattern can be generated at the lowgg¥tting. Thus this experiment serves as a proof
of concept that TPI can be used to reduce the number of tgsettings.

For this experiment, the benchmarks are synthesised udiritPam ST Microelectronics gate
library using Synopsys design compiler and for each desigg non-feedback bridges are
consideredl. Test patterns are generated using Multi-Voltage testrgéore(MVTG) proposed
in [Ingelsson 2009, the details of which are given by Appendi For each design, MVTG
aims to achieve 100% fault coverage using minimum numbeesifgatterns. The results are
tabulated in Tabl&.4, which shows benchmark designs in the first column, follolwethe test
Vg Settings to achieve 100% fault coverage, as generated by®IWhird column shows the
impact of TPI on each of the design in reducing the numbersif\fgq settings. The next two
columns show the number of control points and observatiantpased by the TPI, and finally

2 resistive bridge is activated by setting opposite logikiga on the two nets.
3AppendixD shows SPICE description of three gates from the gate library
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the last column shows the total number of control and obgervaoints. As can be seen, TPI
is able to reduce the number of tesig\éettings for all designs requiring more than one tegt V
setting. In case of ¢880, test voltage 1.0V has a detectabistance interval, which can not be
covered at the lowest ) setting resulting in two test )4 settings. This experiment provides
initial results to show that TPI can be effective for redgcihe number of test ¥4 settings. The
next section provides implementation details of the predoBPI technique with emphasis on
reducing the number of control and observation points.

3.3 Proposed Test Point I nsertion Technique

The algorithmic flow for reducing the number ofidsettings during test is outlined in Figuses.
The key steps of this technique are further detailed in @9, 3.10 3.11and3.12

The algorithm starts (Figurg.6) by computing the set of essential tesig\setting(s) for the
given voltage settings and bridge list. To achieve this,gach bridge B, the algorithm deter-
mines the highest detectable bridge resistance valuesaglicsvailable \jq settings and marks
the Vyq setting corresponding to the highest resistance valuesasial Vjyq. In line 2, the al-
gorithm determines for each bridge the set of resistanesvials which cause faulty behavior at
a non-essential ¥4, but are fully or partially undetectable at any of the esseiMyy setting(s)
due to lack of suitable controllability or observability.h&se resistance intervals are referred
to as Non Redundant Interval at Non-Essential Voltage (NRIN Next, in lines 3 to 6, for
each NRINEYV, the algorithm determines a set of test poinésled to make the resistance inter-
val detectable at an essentiajd\setting. For this purpose, a set of LSC which fully cover the
NRINEV interval is identified. Since in most cases, more thaa set of LSCs can be used to
cover the same NRINEYV, the algorithm selects the LSC sethwisidikely to require the least
number of test points to become detectable. The LSC seteatimrithm used for this purpose
is detailed in the following section. Once all NRINEV intals have been covered, in lines 7
and 8 an attempt is made to reduce the number of requireddieds by identifying test points
which can be shared among two or more selected LSCs. Theathlgdhen inserts the resulting
set of test points into the original netlist and invokes MVTIGgelsson 2009 to generate the
test sets corresponding to the set of essentjglsétting(s). The flow chart of this procedure is
shown in Figures.7.
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Compute set of Essential Tesgdsetting(s) Vess)
Compute set of NRINEV
for all NRINEV do
LSC Selection(NRINEVYV .,,)
Determine a preliminary set of test points at the defectsitendary for detecting the
selected LSCs
end for
Minimize set of observation points
Control Point Minimization ()
Generate Essentialgy Test Sets for the modified netlist
10: return (netlist, Test Sets)

FIGURE 3.6: Test Point Insertion

Compute Ay
Essential vVdd Inimize

» Observation

Compute All
NRINEV
intervals Minimize

Control Points

LSC selection for Processed All

next NRINEV NRINEV?
Generate New
Test set
Determine i
preliminary Test
points Return
(Netlist, Test set)

FIGURE 3.7: Algorithmic flow of the proposed TPI technique
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FIGURE 3.8: Observability calculation
3.3.1 LSC Sdlection

LSC selection aims to determine a set of LSC covering a givRiNEV which is likely to
require the least number of test pothtsThe algorithm, illustrated in Figurd.9, uses signal
probabilities to quantify the effort required to controktlogic values required by a LSC on
the corresponding nets. In our experiments, signal préibabiwere determined by simulating
5000 pseudo random patterns, however other analyticaladetfor estimating signal proba-
bility could be used for this purpose just as well. The aldpon continues by identifying all
LSCs which expose resistance intervals fully or partialhgrtapping with the target NRINEV
interval. A probabilistic estimate of the controllabilignd observability (PECO) is computed
for each candidate LSC (steps 3 to 5) as follows:

PECO(LSC) = C(LSC) - O(LSC) (3.1)

where C(LSC) is a probabilistic measure of the LSC conthdityg and O(LSC) is a probabilistic
measure of the observability of the defect at the outputhebttes fed by the bridge.

C(LSC) = [ [(Prob(i)) (3.2)
=1
wheren is the cumulated number of inputs of the two gates drivingatfigged nets anérob(i)
is the probability of logic value required by the LSC on input

m

O(LSC) = > (f(X)) (3.3)

i=1

4Section2.1.1provides details of LSC data structure, which is also reféas logic fault.



Chapter 3 Test Cost Reduction Using Test Points 70

Input: NRINEV interval
Essential \{q settingsV, s
Output: Set of LSCs covering NRINEV with minimum number of requiredttpoints
1: Compute signal probabilities on all nets
2: Generate a list of LSC candidates sets which cover partalompletely the NRINEV at
‘/ess
for all LSC candidateslo
Compute PECO(LSC)
end for
Determine the set of LSC covering NRINEV with maximum oveRECO
return LSC selection

N o aRAw

FIGURE 3.9: LSC Selection

wherem is the number of gates fed by the bridged nets which propdfati&ulty value to their
outputs andf (X) is the probability that the fault effect is propagated tlylogateX, computed
as follows:

k !
fx) = 2=l 5P
wherek is the number of input combinations which propagate thet faffiéct to the output
of successor gat, [ is the number of inputs of gat& which are not fed by the bridge,
andSP; ; is the probability of having the value corresponding to inpembination; on input
1. For example, for a 3-input AND gate fed by the bridge (as shawFigure3.8) there is
one input configuration which will propagate the fault (0fd)its output out of the 4 possible
combinations on the two inputs which are not fed by the bridgesuming the “1” probabilities
of the inputs which are not driven by the bridge to be 0.4 add&spectively, the probability of
this gate propagating the fault to its output@s‘TJ = 0.07. In this way O(LSC) provides a
probabilistic estimate to help compare various LSCs andrfihe one which is likely to require
lesser number of observation points.

(3.4)

PECO(LSC) is then used as weight in a set covering linearranagning formulation to deter-
mine the LSC set covering NRINEV which is likely to requirestlewest number of test points.

At this point, the selected LSCs can be made controllablecsdrvable by inserting appropri-
ate test points at the defect site boundary.
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3.3.2 Preliminary Test Point Insertion at the Defect Site Boundary

The method proposed for determining the preliminary se¢sifpoints at the defect site bound-
ary for a given LSC is shown in Figurg 10 The algorithm starts by checking whether the
driving gates’ input assignments required by the LSC caralisfied. If the required input as-
signments can be satisfied, it means there is at least onpatiéstn which activates the fault.
Otherwise the algorithm attempts to determine a set of obptrints necessary for activating
the fault (lines 2-15). This is achieved by using incremkebiiaflipping on the driving gates’
input assignments until a satisfiable combination is fourtte input nets corresponding to the
bit-flips in the LSC represent control point candidates amdaaded to the Exclusive Control
Point Candidate list (ECL). At this point (stely), the algorithm attempts to generate a test
pattern which detects LSC and returns on successful gémefta test pattern. If a test pattern
detecting the LSC could not be found, it means that althobghfault can be activated, it is
not observable at the primary outputs. At this point, théofeing two scenarios are possible:
the faulty behavior can be observed at the output of at lezestod the successor gates, or, the
faulty behavior does not propagate through any of the ssocemtes. In order to differentiate
between these two issues, a stimulus is generated for fetivadon. This stimulus is applied
to the circuit and all the successor gates are checked td geefaulty behavior is observable
at the output of any of these gates. If the fault is observablbe output of these gates, then
the algorithm structurally traverses the circuit and maakghe nets that observes the faulty
behavior as potential observation point candidates @2eplf the fault effect is not observable
at the output of any of the successor gates, the algoriths thgelogic values on all the nets,
set by the stimulus generated in sgpof the algorithm, and identifies the successor gate which
observes the faulty value and requires the least numbemdfaigoints in order to propagate it
to its output. The nets corresponding to these control paire then added to ECL. In lines 28
to 34 the algorithm repeats steps 17 to 23 to mark all the hatsobserve the faulty values for
later observation point minimization, if a test patternmatrdetect the defect even after inserting
control points for observability.

3.3.3 Test Points Minimization

The TPl algorithm (Figur@.6) minimizes the number of observation points, after praogsall
the NRINEV intervals. The optimum set of observation point be the minimum set cover
of the nets marked as observation point candidates in B2emnd 33 of Figure3.1Q This is
similar to the method proposed ifiduba and McCluskey1994.
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Input: LSC Candidate
Bridgeb
1: for all Gates driving the bridgdo

2. if LSC input assignment not satisfiatbieen
3 CPCount =1;
4: SATISFIED = FALSE;
5: while NOT SATISFIEDdo
6: for all LSCIA = LSC input assignment with CPCount bit-flige
7 if LSCIA is satisfiableghen
8: SATISFIED = TRUE;
9: add nets corresponding to bit-flips in LSCIA to ECL
10: BREAK;
11 end if
12: end for
13: CPCount=CPCount + 1
14: end while
15:  end if
16: end for
17: if LSC non-redundartthen
18 return (success)
19: end if
20: Generate a stimulus to activate the fault
21: if Fault is observable at the output of the gates fed by the btiden
22:  Mark all the nets which observe the fault effect as OP caneida
23: ese
24.  Use the logic values set by the stimulus at the inputs of the ga
25:  Identify a gate, from all the gates which see a fault, thatimegmin. no. of CPs to

propagate the fault
26: add control point candidates to ECL
27: end if
28: if LSC non-redundarthen
29:  return (success)
30: end if
31: Generate a stimulus to activate the fault
32: if Fault is observable at the output of the gates fed by the étitgn
33:  Mark all the nets which observe the fault effect as OP caneida
34: end if

FIGURE 3.10: Preliminary test point identification at the defets §ioundary
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for all NRINEV do

for all ece ECLdo

Compute FIC(ec)

end for
end for
for all pair (ec;, ecj) whereec;, ec; € ECLdo

CN(ec;, ec;) = FIC(ec;) () FIC(ecy)

VC(ec;, ec;) = Find Valid CP Candidates (CN¢;, ec;))
end for
: Find minimum number of CPs as a minimum set cove{ ¥ (ec;, ec;)}
. Insert CPs into netlist

el
[N =)

FIGURE 3.11: Control Point Minimization

The TPI algorithm calls control point minimization algdwin in step 8 of Figur&.6, to reduce
the number of control points in the modified circuit. This ¢hieved by finding pairs of control
point candidate nets which can be replaced by a single dgmdiot while still achieving the
required controllability. The algorithm (shown in Figuell) starts by determining the fan-in
cone (FIC) sets for each net added to the ECL set in Ithead 26 of Figure3.1Q FIC(ec)
consists of all nets in the fan-in logic cone af, starting from the primary inputs. Basically,
FIC(ec) contains all nets which may affect the logic valueaan Next, the algorithm finds the
Common Nets (CN) for the FIC of all possible pairs of nets inLEic., CNfec;, ec;) holds the
nets which appear in both Fl&() and FICgc;). For every set of common nets G, ec;),
the algorithm attempts to determine a list of valid candiddl/C) shown in liné8, where every
valid candidate is able to provide the required controligbon (ec; andec;), thus reducing two
control points to one. These valid candidates are genetedgorithm shown in Figur8.12
(Find Valid CP Candidates) for every pair of control poims5CL. The algorithm then deter-
mines the minimum set of control points as a minimum set ctiveall VC sets. The resulting
set of control points are then inserted in the netlist.

The algorithm shown in Figur8.12starts by creating a copy of the netlist without any control
points, but with the optimized observation points at thespective locations. For every pair
of control point candidatese¢4 andecg) the algorithm inserts all control points necessary to
detect LSC(A) (using information stored in ECL), with theception ofec4 andecg, where
LSC(A) is the LSC corresponding t@ 4. It then tries all the common nets C(, ecp), one-
by-one and attempts to generate a stimulus using both tyfjpeantrol points CP-1 and CP-0.
For all candidates that detect LSC(A) a tuple consistindnefrtet, fanout and CP-type is placed
in First Valid Candidates, FVCThe algorithm then moves to LSC(B) and repeats the above
procedure but this time it uses the member&dEC instead of common nets’ members. It then
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Input: eca,ecg, CN(eca, ecp), LSC(A), LSC(B)
. Create a copy of the original circuit

=

2: Insert all the CPs required by LSC(A) with the exceptioreof, ecp
3: for all cne CN(ecy, ecp) do
4. for all cptypee CP-0, CP-Ido
5: Insert a control point (cptype) at cn
6: if LSC(A) is non-redundartthen
7 FVC =FVClJ {cn}
8: end if
9: end for
10: end for
11: if FVC # () then
12:  Insert all the CPs required by LSC(B) with the exceptior®f, ecp
13:  for all fvc € FVCdo
14: Insert a control point of type cptype(fvc)
15: if LSC(B) is non-redundarthen
16: VC=VC Jfvc
17: end if
18:  end for
19: end if
20: return VC

FIGURE 3.12: Find Valid CP Candidates

adds all those members BVC which are able to detect LSC(B) ¥alid Candidates, Vdist
and returns the list to the calling Algorithm (Figusell).

3.4 Experimental Results

The TPI algorithm (Figur&.6) has been validated using a experimental set up, utiliZB@AS-
85, ISCAS-89, and ITC-99 benchmark circuits, see Appeifrr detailed description of all
benchmark designs. The sequential circuits are treatedmabinational by assuming full-scan
design and only non-feedback bridges are targeted. Thehber& circuits are synthesised
using a 0.12m ST Microelectronics gate library. Synopsys Design Coerpil is used for
synthesis, as well as, to evaluate timing, area and powefaueptions of DC are used for
synthesis without specifying any time constraints on arsigte The generated netlist is then
used for test point insertion to reduce the number of tegtSéttings. All experiments are
conducted using threegysettings: 0.8V, 1.0V, and 1.2V. The selection gf;\¢ettings is similar
to a commercial microprocessor (TransMeta Crusoe TM580B)5] 2009, that varies \q
settings from 0.9V to 1.3V and is synthesized using QuAB8cell library. The test point insertion
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flow on the layout extracted bridge list required only a vemat number of test points, only
3 out of 12 circuits required test points. This is why, an etize bridge list is generated by
considering all possible pairs of nets in the netlist, up tmaximum of 10,000 pairs. This
increases the total number of bridges for all the circuits thierefore, creates more challenging
test cases than coupling capacitance based post-layaacext bridge list. The number of
bridge locations using coupling capacitance based eidrafrir ISCAS designs vary from 47 to
943, for c432 and s15850 respectively using the same gagg\lifsee Tabl®.4 on pagel29).

It should be noted that the number of extracted bridges akparthe type of gates available
in the gate library that are used during synthesis. The usmwipound gates (with upto 9
inputs) reduces the gate count (in comparison to 2 input ANgates) resulting in reducing the
number of extracted bridge locations. For the same reas@rgcent study reported Engelke
et al.[2009 the experimental setup uses the number of gates multipletd to determine the
total number of random bridges to be considered.

All benchmarks along with their respective number of gated #tal number of bridges are
shown in Table3.5. The experimental data is available at (TPI: Experimenas)d[TPI, 2007

to enable fair comparison with this work. This setup is usecoinduct two sets of experiments.
The first set of experiment shows the impact of the propossgtent insertion (TPI) technique
in reducing the number of testgy settings and the second set of experiment demonstrate the
impact of TPI on timing, area and power (dynamic and leak&gepmparison to the original
design. The tool flow for reducing the number of tegf; ¥ettings, using the proposed test point
insertion technique, is shown in FiguBel3 It should be noted that a new list of bridges is
generated to take in to account the additional bridge lonatafter inserting test points in the
original design. These additional bridge locations havesaoint(s) as a driving/driven gate(s)
and should be taken in to account before generating finalstdsto ensure that they do not
require higher Wy test.

34.1 Test Vy4q Reduction Using TPI

The objective of this experiment is to show the impact of tteppsed test point insertion (TPI)
technique to reduce testgysettings. It also shows the benefit of using control point aind
servation point minimization algorithm to reduce the numdietest points by comparing the
number of test points with the preliminary version of thisrlwpublished in [ngelsson et a).
2007.

Table 3.6 shows the number of testqy setting(s) required to achieve 100% fault coverage in
the original design and after inserting test points usirggtoposed TPI technique. As can be
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TABLE 3.5: Benchmarks

ISCAS-85 and ISCAS-89

CKT. | # Gates| Total Bridges
c1355 226 6,563
c1908 205 7,986
c2670 269 10,000
c3540 439 10,000
c7552 731 9,998
s344 62 469
s382 74 1,146
s386 63 1,625
s838 149 5,737
s5378 578 9,933
s9234 434 10,000
s13207| 1064 10,000
s15850| 1578 10,000
ITC-99

Ckt | # Gates| # Bridges
b01 26 142
b02 15 33
b03 63 350
b0o4 208 7,228
b05 315 10,000
b06 33 203
b07 170 6,447
b08 86 1,350
b09 75 729
b10 88 1,923
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FIGURE 3.13: Tool flow of the proposed TPI technique

seen, the proposed TPI technique has reduced the numbet dtesettings to single Y for

10 designs and two )4 settings for 10 designs. This is achieved without affectimg fault
coverage of the original test. It is only for s9234 where thmher of test g settings could not
be reduced, this is because it has bridges with highestalritesistance at all three test voltages,
i.e., they are all essential. The number of control and elsien points added to each design is
also shown in Tabl8.6. It should be noted that total number of test points (incigdDPs and
CPs) are ten or less for a large majority of circuits, it isyanlcase of c2670, s838 and b05 that
additional test points are used. For all designs, on aver&ydas added 6.7% additional gates.

The number of test points used by the proposed TPI technigoexit compared with an earlier
TPI implementation that was published imdelsson et al.2007. The TPI implementation
in [Ingelsson et al.2007 does not use any minimization algorithm for control andeskation
points. This comparison is shown in Tal3€ for all the circuits presented inrjgelsson et a).
2007. It can be noticed that the number of control points haveiced by more than 40% and
this effect is even more pronounced for c1908. Similarlchiaves more than 66% reduction in
the number of observation points, for the same set of cs@nt bridge list. This clearly shows
the effectiveness of test point minimization algorithmewsh in Figure3.6.
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TABLE 3.6: Results of Test Point Insertion algorithm

ISCAS-85 and ISCAS-89 Benchmarks
V4d(S) V4d(S) Total
Design| bf TPI af TPl | CP(s)| OP(s)| Test Point(s)
c1355 | 0.8v,1.2v| 0.8v 6 0 6
c1908 *All 0.8v, 1.2v 2 1 3
c2670 All 0.8v,1.2v| 19 0 19
c3540 All 0.8v,1.0v| 6 1 7
c7552 | 0.8v, 1.2v 0.8v 0 1 1
s344 All 0.8v 5 0 5
s382 All 0.8v,1.2v| 7 2 9
s386 All 0.8v, 1.0v 9 1 10
s838 All 0.8v, 1.0v| 26 11 37
s5378 All 0.8v,1.0v| 5 1 6
$9234 All All 0 0 0
s13207 All 0.8v, 1.0v 3 0 3
s$15850 All 0.8v,1.0v| 3 0 3
ITC-99 Benchmarks
V4d(S) V4d(S) Total

Design| bf TPI af TPl | CP(s)| OP(s)| Test Point(s)
b0O1 All 0.8v 1 0 1
b02 1.2v,0.8v| 0.8v 2 0 2
b03 0.8v 0.8v 0 0 0
b04 All 0.8v 1 3 4
b05 All 0.8v 30 12 42
b06 0.8v 0.8v 0 0 0
b07 All 1.2v0.8v| 10 0 10
b08 All 0.8V 2

b09 1.2v, 0.8v 0.8v 0 2
b10 All 0.8V 0

*All = 0.8v, 1.0v, 1.2v
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TABLE 3.7: Comparison of the number of test points

Total CP(s) Total OP(s)
Design| TPI* | TPIAlg.3.6 | TPI | TPI Alg. 3.6
c432 2 3 2 1
c499 0 0 0 0
c880 2 2 0 0
cl355 | 10 6 3 0
c1908 8 2 1 1
Total 22 13 6 2

*TPI technique presented in an earlier version of
this work in Ingelsson et al2007

The fault coverage achieved at single voltage setting (Di8\¢hown in Table3.8, which can
be used to understand the trade-off between test cost alid¢daerage. The table shows fault
coverage at 0.8V after inserting test points for all theuwitec As can be seen, the TPI achieves
very high fault coverage at 0.8V for a large majority of desigwhich means that small number
of test patterns are generated at other voltage settin@¢ éhd 1.2V) after inserting test points.
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TABLE 3.8: Fault coverage at 0.8V after inserting Test Points

ISCAS-85 and ISCAS-89 Benchmarks
CKT. Fault coverage at 0.8V
c1355 100%

c1908 99.99%

c2670 99.99%

c3540 99.37%

c7552 100%

s344 100%

$382 99.99%

s386 99.69%

s838 99.99%

s5378 99.99%

$9234 90%

13207 84.62%
$15850 89.54%

ITC-99 Benchmarks

CKT. Fault coverage at 0.8V
b0O1 100%

b02 100%

b03 100%

b04 100%

b05 100%

b06 100%

b08 100%

b09 100%

b10 100%




Chapter 3 Test Cost Reduction Using Test Points 81

m Orig mTPI

s386 ¢c1355 838 b08 b07 b05

FIGURE 3.14: Impact of TPI on timing in comparison with the origiuiasign.
3.4.2 Impact on Timing, Area and Power

The second set of experiment compares timing, area and gdweamic and leakage) of the
proposed TPI technique with the original design. Figguet shows the timing comparison. As
can be seen, the proposed TPI technigue has a negative@ifdnting when compared to the
original design. This is because of the test points insdrtede critical path. For example, in
case of s386, TPI has inserted 1 test point, and converted-aritwal path into a critical path
resulting in increased timing. Similarly, comparison ad@pverhead is shown in Figusel5for
the two designs. The proposed TPI technique results in @hmlea overhead in comparison to
original designs for all circuits, which is because of aiddial test points. Finally, comparison
of dynamic and leakage power is shown in Fig8r&6and Figure3.17 respectively. It can be
seen that the proposed TPI technique increases the powgetiimdcomparison to the original
design. High power consumption of the TPI is because of mddit switching activity, load
capacitance and leakage power of added test points.
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FIGURE 3.15: Impact of TPI on area in comparison with the originaige.
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FIGURE 3.16: Impact of TPl on dynamic power in comparison with thigioal design.
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FIGURE 3.17: Impact of TPl on leakage power in comparison with thegioal design.

3.5 Concluding Remarks

Low power consumption and low cost manufacturing test ayedamstraints in today’s com-

petitive microelectronics industry. The employment of tiMlyg design presents a number of
challenges that need to be addressed to achieve high tdisy @idow cost. This chapter has

addressed one of these challenges through test pointiamstgthnique which can be employed
to reduce the number of yf settings required during test without affecting the testligy

This is the first investigation that addresses test costctemuthrough minimizing the number
of test Vyq settings for multi-\4g designs. It demonstrates that test point insertion (TR1)a=a
used to reduce the number ofidsettings during test, without affecting the fault coverafthe
original test, thereby reducing test cost. Test points aeel tio provide additional controllability
and observability at the fault-site to detect NRINEV intdsvat essential 34, which are other-
wise redundant (at essentialidy and therefore help reducing the number of tegj Settings.

A drawback with the TPI technique is that it does not guamsingle \iq test and resulted
in more than one test ) setting for many designs. Other than that TPI has some welvk
limitations (not limited to the proposed work) that to inase the fault coverage and to reduce
test cost it may be necessary to introduce extra overheathomt area and power as is the case
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with [Abramovici et al, 1998 Touba and McCluskey1996 Pomeranz and Redd$99g and
demonstrated by the second experiment discussed in thiechkigure3.14to 3.17.

This chapter sets what is possible in terms of reducing testtaf multi-Vyq designs with bridge
defects, by using a novel test point insertion techniquee fiéxt chapter aims to improve it
further by targeting resistive bridges that cause faulgyddehavior, to appear at more than one
test Vyq setting, and uses gate sizing (GS) to expose the same phnesitsiance of the bridge
to minimize test cost.



Chapter 4

Test Cost Reduction Using Gate Sizing

4.1 Introduction

Resistive bridging faults (RBF) represent a major classedécts for deep submicron CMOS
and can constitute 50% or more, of total defect cotraruson and Shet98g. A bridge is
defined as an un-wanted metal connection between two linggedircuit, which may deviate
the circuit from its ideal behavior. Resistive bridges haaeeived increased attention on model-
ing, simulation and test generatidRgnovell et al.1996 Sar-Dessai and Walket999 Engelke
etal, 2004 2006h Renovell et al.1999 Maeda and Kinoshit&200Q Chen et al.2005 Engelke

et al, 2006a Ingelsson2009. Typically, a multi-Vyq design has a set of discrete supply voltage
settings it can switch between depending on the currentlaadiand power saving modkégat-

ing et al, 2007. Manufacturing test needs to ensure that such a desigmtgsecorrectly over
the entire set of supply voltage settings, while keepingotrexall cost of test low.

It has been shown irgngelke et al.2004 and more recently inlfgelsson 2009 that the fault
coverage of a test set targeting RBF can vary with the suppltage used during test. This
means that, depending on the operating $&tting, a given RBF may or may not affect correct
operation of the design. Consequently, to ensure high tawitrage for a design that needs to
operate at a number of differenyysettings, it is necessary to perform testing at more than one
V 4q to detect faults that manifest themselves only at particdla. It was shown inlhgelsson
2009 that the majority of circuits (8 out of 12) require testingnaore than one voltage setting

to achieve 100% fault coverage, which means that the ATEqwatic Test Equipment) will
have to switch between different voltage settings to agpiytést. Switching between different

85
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V 4q Settings during test is not desirable and can impact theofdsst. Therefore it is important
to reduce the number of testysettings to one Y leading to reduction in test cost.

The only investigation that addresses test cost redudti@mugh minimizing the number of test
V 4q Settings for multi-\4q designs has been presented in Chaptand published inkhursheed
et al, 200§. It demonstrates that test point insertion (TPI) can belusgeduce the number of
V qq Settings during test, without affecting the fault coverafjihe original test, thereby reducing
test cost. A drawback with the TPI technique (Cha@eis that it does not guarantee a single
Vqq test and usually results in more than one tegt 8étting. In this chapter, a more effective
technique is proposed for reducing test cost of mujfi-sfesigns with bridge defects. It targets
resistive bridges that cause faulty logic behavior, to ap¢ more than one testgysetting,
and uses gate sizing (GS) to expose the same physical negisththe bridge at a single test
Vgg- The number of test voltages is then reduced, minimizingdest. This chapter provides
experimental results to show that unlike TPI, it is possiole@chieve single ¥ test without
affecting the fault coverage of the original test.

In this chapter, a gate sizing technique is presented withdifferent algorithms to identify
bridges requiring multiple ¥ settings for detection. The first algorithm Deterministicthat
utilizes only SAT-based test generation procedimgdlsson 2009 to identify bridges that re-
quire multiple Vyq settings for detection and marks their driving gates fotasgment. The
second algorithm i®robabilistic that is motivated by an observation discussedimgélsson
2009 that SAT-based test generation can take up to 71% of toted thside SAT engine and
attempts to reduce the number of times SAT engine is invoketeby reducing computation
time. These two algorithms present a trade-off betweenracglwand speed; experimental re-
sults show an improvement of up to 50% in computation timeis Thapter also evaluates,
the impact on timing, area and power of the proposed tecknigind comparison with the TPI
shows that the proposed gate sizing technique performearlieterms of these three parameters.
In comparison to the original design, the proposed teclanltas minimal impact on area and
power, while timing has improved for many designs.

The chapter is organized as follows: SectdbbRAgives an overview of resistive bridge behaviour
in multi-V 44 design. The motivation for using gate sizing to reduce theber of test Vg
settings is discussed in SectidiB. Section4.4 presents the proposed gate sizing technique.
Experimental results are reported in Sectof and Sectiort.6 concludes the chapter.
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FIGURE 4.1: Bridge fault example and its behaviour in analog andaligomain

4.2 Preiminaries

To explain the proposed gate sizing technique, it is necgs$saliscuss some concepts related
to resistive bridging faults and their behavior in the cahtéd multi-V 4 designs. In this section,
the behaviour of resistive bridge is briefly discussedpfe##d by an example to show, why TPI
may not achieve single ) test for all designs, as demonstrated by the experimensaltse

presented in Chapt&
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A typical bridge fault behavior is illustrated in Figudel Figure4.1-A shows a resistive bridge,
D1 and D2 are the gates driving the bridged nets, while S1n8258 are successor gates; the
output of D1 is driven high and the output of D2 is driven lowheldependence of the voltage
level on the output of D1Y(p) on the equivalent resistance of the physical bridge is shiow
Figure4.1-B (based on Spice simulation with 0,42 library). To translate this analog behavior
into the digital domain, the input threshold voltage leViéls, and 1}, of the successor gates
S1 and S2 have been added to ¢ plot. Each intervalR;, R;.1] shown in Figure4.1-B,
corresponds to a distinct logic behavior occurring at thHddar fault site. This distinct logic
behavior at the fault site is referred to lasgic Fault (or LSC as discussed in Sez.1.1) and
constitutes the following: boolean input to driving gatesistance range coverageyg\éetting
and boolean values interpreted by driven inputs of succegsses.

Next, an explanation is provided to understand why testtpogertion (TPI) does not guarantee
single Vyq test for all designs, as demonstrated by experimentalteegrésented in Chaptér
Test points are used to provide additional controllabiityd observability at the fault-site to
detect NRINEV} (Non-Redundant Intervals at Non-EssentigjqVintervals at essential M,
which are otherwise redundant (at essentig)\and therefore help reducing the number of
test Vyq settings. TPI has shown reduction in the number of tegtsétting(s) but it has some
limitations. Experimental results presented ikh{irsheed et al.2008 show that the TPI is
unable to reduce to single tesgdMfor the majority of circuits (10 out of 13 circuits require neo
than one test ). This is because TPI cannot reduce the number of tggt®tting(s) below
the number of essentialgy setting(s). This can be understood from the following exatan.

In Figure4.1-A, the gates used for driving the bridge (D1, D2) and theadrigates (S1, S2, S3)
influence the number of essentiajdvsetting(s) in a circuit. For the same circuit, assume that
D1 is driving high and D2 is driving low, the output of D®7() on the equivalent resistance of
the physical bridge is shown in Figude2, which shows that higher resistance range is covered
at 1.2V (non-preferred testgy) than at 0.8V (preferred testgy) asR1.2v > Ro.sy. This means
that 1.2V becomes essential tesig\dnd TPI has to include it for 100% fault coverage, as the
resistance range covered at 1.2V cannot be covered at Ol8VIFP| has some limitations (not
limited to the technique proposed in Chap@gthat to increase the fault coverage and to reduce
test cost it may be necessary to introduce extra overhedthorgt area and power as is the case
with [Abramovici et al, 1998 Touba and McCluskeyl996 Pomeranz and Redd$99§.

The concept of NRINEYV is discussed in detail in Sectioh
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FIGURE 4.2: Resistance range detection at different voltagengsstti

4.3 Impact of Gate Sizing on Test V49 Reduction

Gate sizing has been used to enhance timing performancsighdeand more recently to tackle
soft error rate in logic circuitsghou and Mohanram200§. It was shown in Rodriguez-
Montanes et al.200§ that bridges driven by gates with equal drive strength éelyl to be
detected at higher )4 settings. We investigate the effect of gate sizing on thexbieh of re-
sistive bridging faults, and how it can be used to propagauéyf behavior, such that a higher
physical resistance is exposed at a singlg 3étting (thereby reducing the number of essential
test Vyq settings to one). The limitations of TPI can be addressedlysting the driving gates
(D1, D2) or driven gates (S1, S2, S3) at the fault-site. Thdrdy/driven gates can be adjusted
by two approaches, which include the following:

e Modifying logic threshold of driven gates,

e Modifying drive strength of driving gates.

4.3.1 Modifying Logic Threshold of Driven Gates

In this case, the logic threshold of the driven gate is adplistich that a higher resistance range
is detectable at the lowesyysetting. This observation is further elaborated in FiguB2where
the logic threshold of the same gate inputs as for Figugs reduced by gate-sizing. Therefore,
the highest resistance interval is exposed at the lowgssétting sinceRg s,y > Ri.2y, Which
facilitates test generation at the lowesiy\8etting.
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FIGURE 4.3: Resistance range detection after adjusting logistiolels of the driven gates
The logic threshold can be adjusted by altering the widtighle of the PMOS/NMOS transistor

connected to the particular gate input, or by using the baaly &ffect. For an inverter it is given
by [Weste and Eshraghiah994:

Vpop + Vip + ‘/tn\/g_z
1+,/2
D

where,V;, is the voltage at the input of the gaté; p is the supply voltagey, is the threshold
voltage of the PMOS transistdry,, is the threshold voltage of the NMOS transistor.

w
5= nCor () 4.2)

where, 3 is the MOS transistor gain factoy, is the effective surface mobility of the carriers,
Coz is the gate oxide capacitance. Froflj, it can be seen that a variation i, and IV,
can alter the logic thresholds of a given gate input. Thigolaion was used to conduct some
experiments using 0.12n ST Microelectronics library. The transistor widths (ceoted to the
gate input of interest) are varied to reduce the logic tholestwhile operating at 0.8V . For

all the considered cases, the targeted change in logidibices/as -80 mV or less to detect the
fault at the lowest Y4 setting, as that exposes higher resistance at the lowgsteiting. The
resultant widths for some of the transistors are shown imelé&ll, where the first column shows
the gate for which the logic threshold is varied, followedtbg (17, /1V,,) ratios of the original
design and that of the re-designed gates. The last colunwsshe difference in logic thresholds
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TABLE 4.1: Transistor width modification for altering logic thhedd

Gate (Input) Wy /W, * Logic Th. Diff.
Original | Re-designed @ 0.8V Vyq
4 Input NAND (C) 0.64/0.46| 3.09/0.24 -80 mV
4 Input NAND (B) 0.64/0.46| 5.22/0.24 -100 mv
5Input AND-NOR (B) | 0.94/0.64| 6.79/0.24 -140 mV
* Width is in pm

as a result of gate-sizing. It can be seen that for all thestaseratio betwee(iV, /W, ) is much
higher than usually suggested design rule ratid@f/1W,,) ~ 1.5—2.5 [Weste and Eshraghian
1994. The ratios (in Tablet.1) result in unbalanced charging/discharging timg,;(and¢,;,)
and violate design rules. For these reasons, modificatitmgaf thresholds of the driven gates
is not further considered to achieve singlgg\Yest. Body biasing to vary the logic threshold
was also examined but preliminary examination did not mte\sufficient variations. For the
cases considered, it resulteds4n20 mV variation in logic threshold (operating at 0.8\4gY
at the targeted gate input. Therefore logic threshold naatitin either by changing (width,
length) ratios or by body biasing did not provide sufficiehtege in logic threshold voltages,
and therefore these two methods are not pursued furthehtevacsingle \jq test.

4.3.2 Modifying Drive Strength of Driving Gates

The drive strength of the gates driving the bridged nets eaadjusted to increase the voltage
on the bridged nets\§ Figure4.1-A, where D1 is driving high and D2 is driving low). This
increase in voltage level can help expose higher resistahtiee lowest Vg setting thereby
reducing the number of essentiajdsettings; additionally it can also be used to cover NRINEV
(Non-Redundant Interval at Non-Essentigljvintervals at the lowest § setting. This concept

is illustrated in Figured.4, which shows the same pair of bridged nets as Figugei.e., the
logic thresholds of the driven gates remain the same. It easelen that the voltage levE]

has increased such th&f sy > Ry, as a result of increasing the drive strength of the gates
driving the bridge. This means that during test pattern geioa, logic fault at 0.8V will be
targeted leading to singlegy'test.

The drive current of an NMOS transistor operatingaativeregion is Weste and Eshraghian
1994.
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FIGURE 4.4: Resistance range detection after adjusting the diieagth of the gates driving
the bridge
Vids
Ids = ﬁ (Vgs - V%) Vds - 7 (43)

where, I, is the drain-source current,is the gain factor expressed 4.2, V,; represents the
gate-source voltage and is the transistor threshold voltage.

From4.3 it can be observed that the drive currént is directly proportional to the gain factor
3 (in saturation and active modes), which in turn is directiygortional to thé?’/ L of the tran-
sistor. Thus replacing a gate with another having higheawevalf 5 (for transistors feeding the
output) results in higher drive strength. This is feasilitee, different versions of functionally
equivalent gates are usually available in the gate library.

An experiment is conducted to analyze the impact of incngadrive strength of gates driving
the bridged nets on resistance coverage of bridge defeasthis purpose 10 circuits were
synthesized using 0.12m STMicroelectronics gate library and Synopsys design dempA
fault simulator and test pattern generator frdmgglsson 2009 is used to determine the de-
tectable resistance range at threg gettings, i.e., 0.8V, 1.0V, and 1.2V. For each design, a
bridge is inserted at a location that requires one or mqygsétting for complete resistance
coverage; unigue resistance range at eaghs¥tting is recorded that is not detectable at other
Vqq settings. This is followed by replacing the gate with anoth&ving higher drive strength
and repeating the procedure to determine the change itaesiscoverage at eachdsetting.
The results are shown in Tabde2 As can be seen, the resistance range for all the circuits has
increased and for each design, 0.8Y;¢etting alone covers maximum resistance range, which
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TABLE 4.2: Resistance range coverage at 3 differept 8éttings by increasing the drive
strength of gates driving the bridge

Before Gate Sizing After Gate Sizing
Ckt | 1.2Vv() | 1.0v () | 0.8V (Q) 0.8V ()
ISCAS-85 Benchmarks

c432 0-1 kQ 0-4.3 K2

c1355| 0.9-1.3 K2 0-1.2 kK2 0-4.5 K2

c1908| 0-1.8 K2 0-6.3 K2

c2670| 0.2-0.5K2 | 0-0.4 K2 0-3.4 K2

c3540| 0-0.6 K2 0-3.3 K2
ITC-99 Benchmarks

b0l | 0.9-1.1K2| 0.8-1K2 | 0-0.9K2 0-4.3 K2

b02 | 0.5-1.5K2 0-1.3 K2 0-4.6 K2

b03 0-7.3 K2 0-7.9 K2

b04 1.8-2.2K2 | 2.2-26 K2 | 0-1.3K2 0-8.3 K2
2.9-3.3 K2

b05 0-0.8 K2 0-1.7 K2

is not covered at any othergy setting. For instance, a bridge in the design c2670 coveos O t
0.4kK2at1.0Vand0.2to 0.5k at 1.2V in original design. After increasing the drive styimof

the driving gate the resistance range at 0.8V increasedasladly from 0 to 3.4 K2; resistance
coverage at 1.2V is covered completely at 0.8V and this is ivlsynot shown in the table. A
similar trend is observed for the rest of the benchmarks stiowable4.2

From this experiment two key observations are made:

e The detectable resistance range of a bridge defect canteaged by increasing the drive
strength of driving gate. This is further shown in Figdr&, which shows higher defect
resistance range is covered by replacing a gate (driving, 4. as in Figureb.1) with
higher drive strength gatg;., which is greater thaif,,

e This increase is much higher at 0.8V than other voltagerggttand for all the cases 0.8V
alone captures the unique detectable resistance range.

These observations are exploited by the proposed gateyseamnique to achieve singlegy
test.
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FIGURE 4.5: Higher drive strength results in increasing the covegsistance range of a bridge
defect at same )4 setting

4.4 Proposed Techniquefor Single Vyq Test

This section presents two gate sizing algorithms to redoeetimber of test ¥ setting(s) for
resistive bridge defect. Both algorithms consist of twoggsa gate(s) identification and re-
placement, during which they identify the gates that shdnddeplaced (for single 4 test),
followed by test generation phase on the modified circuittoeve single Wq test set. The pro-
cess of gate identification for replacement distinguishestwo proposed algorithms. The first
algorithm capitalizes on test generation method frimg¢lsson 2009 to identify bridges that
require more than one gy setting for complete fault coverage and is referred to aDiter-
ministic Algorithm The second algorithm is based on a probabilistic methodentify bridge
location(s) that may need more than ong ¥etting and is referred to as tReobabilistic Al-
gorithm The two algorithms show a trade-off between accuracy aegds@s discussed in
Section4.5.

4.4.1 Deterministic Algorithm

TheDeterministic Algorithrf (DA) is briefly described. It is included because Brebabilistic
Algorithm (PA) uses the same flow and the two algorithms are compareediio&4.5demon-
strating the trade-off between accuracy and speed.

2This algorithm was presented in our earlier publication IATE 2009 and can be downloaded from
http://eprints.ecs.soton.ac.uk/17047.
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The algorithm (Figuret.6) starts by test generation (test generation follows thehatkpre-
sented in [ngelsson 2009) and marks all the bridges, which require test generatidmgher
than the lowest Yy setting. All such bridges are placed Turget BridgeList and all the
driving gates of the respective bridges are marked as pateandidates for gate replacement.
The algorithm then solves a minimum set covering problenhitlentifies the minimum num-
ber of driving gates, such that all the bridges are coveredde Selected gates are placed in
minGatesList (step2). The algorithm then takes each selected gatevinGatesList and
replaces it with another having higher drive strength frown gate library (stef-5). After up-
dating the netlist, the algorithm generates a test set derisg complete bridge list and finally
returns with an updated netlist and a new test set.

Input: Netlist
Output: Test Set, Modified Netlist
1. ComputeT arget BridgeList by running test generation using the netlist
/I Mark the bridges that require test at additional
I/ voltage setting(s)
2: Compute minimum number of driving gatesninGatesList across complete
TargetBridgeList by solving a minimum set cover
for all minGatesList do
Replace the selected gate with another having higher drigagth.
end for
Generate Test Set for the modified netlist using completigbriist.
return (Modified netlist, Test set)

N o g

FIGURE 4.6: Deterministic Algorithm

4.4.2 Probabilistic Algorithm

This algorithm reduces run time to identify bridge locatidor gate replacement. An experi-
ment conducted using 12 different ISCAS-85 and ISCAS-8¢herarks and the SAT-based test
generator ngelsson2009 used in this work show that on average, 49% of total time sgen
ing test generation is taken by the SAT engirn€laff 2007, and it can take as much as 71%
of total time [Ingelsson 2009. The SAT-solver has exponential worst-case compleXity [
gelsson 2009 and therefore the purpose of tlReobabilistic algorithm is to restrict its usage
thereby reducing run time. In tigeterministic Algorithnbridge locations for gate replacement
are identified by invoking test generatdngdelsson 2009 in step-1, as shown in Figuré.6.
The Probabilistic Algorithm(PA) aims at reducing run time by selectively using the test-g
erator (and therefore SAT-solver) and does not use it byuttefdhe PA is invoked as step-1
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of gate sizing technique (to compuferget Bridge List) without affecting rest of algorithmic
flow, shown in Figuret.6.

As discussed in Sectiofh.2, a bridge defect consists of a number of logic faults at eagh V
setting; all logic faults per bridge constitute its faulthdain. Since bridges requiring highegy/
settings for detection are only targeted for gate replacgéntiee probabilistic algorithm catego-
rizes the \4q setting of each bridge location, which is used to decide dregate replacement
is required or not. Each bridge location is categorized gpating the probability of detecting
logic faults at higher g settings in comparison to those at the loweg setting. Therefore, a
bridge with higher probability of fault detection at the lest \jq Setting is not targeted for gate
replacement. Probability based categorization and casgranf logic faults reduces the need
of invoking test generator, thereby speeding up the gailegsizchnique.

This is achieved by assigning a detection value (DV) to eagltlfault in the fault domain that
represents the probability of fault detection. It is assijipy computing probability of fault
activation and fault effect observation at the output oegdéed by the bridge. It also takes into
account the observability of a net by measuring minimumadist of each net from primary out-
put(s) [Chandra and Patel989. The categorization of bridge defect to a specifig 6 shown

in Figure4.7. It shows \4q specific logic faults, with respective resistance rangedgtdction
value, whereDV € [0, 1]. Figure4.7-a shows all logic faults of a bridge, including one at the
highest \jq setting (black bar) and the lowesgy/setting (gray bar) with their respective DV. As
can be seen, the resistance range covered at the highesetting has lower DV than 3 over-
lapping logic faults at the lowestqd setting. It means that the probability of this bridge to be
detected at the highestyysetting is 3 times lower than that of the lowesly\8etting. Similarly,

a bridge resistance at the highesfy\s shown in Figuret.7-b, which shows the complete resis-
tance range overlap by 2 logic faults, each with higher angtdV, at the lowest Wy setting.
The Probabilistic algorithm uses this type of comparisoease bridge identification (requiring
gate replacement) without invoking computationally exgpemtest generatotrjgelsson2009.

Since logic circuits have different depths, topologies @esign styles, a challenge is to establish
a generic set of criteria to categorize bridges accordirtheo Vyq setting — more importantly
the criteria should hold on a wide variety of benchmarks amekc the worst case scenario
for each design. For this reason, we performed a detailelgsamaising 23 benchmarks, with
various gate counts, design styles (ISCAS 85, 89 and ITC 8d)iratotal more than 110,000
bridge locations. After detailed analysis, a set of crésiformulated to categorize a bridge to
the lowest \4q test setting. A bridge is referred to Bsw Vyq Bridge if its resistance ranges
across all logic faults at highergy settings are completely overlapped by those at the lowest
V 4q Setting, using one of the following criteria:
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FIGURE 4.7: Logic faults comparison using probability based détecsalue

1. Resistance range at higheggMs covered by at least 3 logic faults, at the lowest V
setting, with higher detection value, as shown in Figuiga.

2. Resistance range is covered by 2 logic faults with higle¢eation value, AND at least 2
logic faults with lower detection value, as shown in Figdréb.

3. Resistance range covered by 1 logic fault with higherdiete value, AND at least 15
logic faults with lower detection value.

4. Resistance range covered by at least 20 logic faults witlkei detection value.

The above listed criteria is developed after detailed erpartation using benchmarks shown
in Table4.3. The number of overlapping logic faults represent the weaise scenario over all
bridges per design. It is used by the algorithm to cover aetulifsbridges requiring the lowest
V4q test. Such bridge locations do not need gate replacemertharefore reduce the number
of calls to the SAT-solver made by the test generator. Thieafethe bridges are categorized
as Gray Zonebridges as they may need gate replacement to achieve sipgléest. Only
for these bridges, the algorithm uses test generation ®rrdéte the exact ¥ test setting
for detection of each such bridge. As a result of test gelmerathe Gray Zone bridges are
categorized as either requiring Highydor Low V4 test for detection. The above list of criteria
serves as a useful filter to distinguish the bridges requiidigh Vyq test and results in speeding
up the process of gate identification for replacement byaieduthe use of test generator.
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To further evaluate the above criteria, experiments werglgated, using benchmarks shown
in Table4.3, with higher limits on the number of overlapping logic faultin all cases, the ex-
periments resulted in only converting Lowgy/bridges to Gray Zone bridges, without affecting
those requiring High \{ test. This and the above mentioned reasons indicate thdetieoped
set of criteria for bridge identification, employed by fRmbabilistic algorithm, is expected to
hold on other benchmarks just as well. However, there isastilon-zero probability of miss-
ing out a bridge (Gray Zone bridge identified as lowyMin another experimental setup. Such
corner cases will be identified by step-6 of the algorithmspreeed in Figurd.6 resulting in an
additional iteration of the algorithm.

The Probabilistic Algorithm (PA) is shown in Figu#e8. It uses signal probabilities to quantify
the effort required by a logic fault for detection. In our exnents, signal probabilities are cal-
culated by simulating pseudo-random patterns, however atfialytical methods for estimating
signal probability can be used for this purpose just as welh given circuit, signal probabil-
ity per net is found by assigning a probability of 1(0) by garg out logic simulations on the
circuit using pseudo-random test patterns, until the goihibaof 1(0) do not change in last 200
iterations on any net. The number of iterations (200) is bbp experimenting with different
number of iterations from 50 to 300, and with 200 iteratiom®bability values are stable for
all benchmarks. In step-3 of PA (Figuded), the algorithm generates all logic faults per bridge
and in step-4, it removes non-unique logic faults that arepietely covered by identical logic
fault at another Yy setting. Two logic faults at different }¢ settings are identical if the input
assignments to gates feeding the bridge are same alonghwithdic values interpreted by gates
driven by the bridge. Such logic faults are distinguisheddsjistance range andyysetting at
which it appears. This step reduces total candidate logitsfand is used to speed up the search
and bridge categorization process. A probabilistic edenad controllability and observability,
referred to as detection value DV(LF), is computed for eaniddate logic fault (steps 5 to 7)
as follows:

DV(LF) = C(LF) - O(LF) (4.4)

where C(LF) is a probabilistic measure of the logic faulttecoltability, O(LF) is a probabilistic
measure of observability of the fault at the outputs of gigddy the bridge

n

C(LF) = [ [(Prob(i)) (4.5)

i=1
wheren is the cumulative number of inputs of the two gates drivirgglthidged nets anErob(i)
is the signal probability of logic value required by the LFioputi
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Input: Netlist, Bridge locations
Output: Categorize all bridge locations to either of the two cataggorLow Vyg, High Vgq

1:

Compute signal probabilities on all nets

2: for all Bridge locationgdo
3: Generate a list of logic faults candidates at eagh3étting
4:  Retain unigue logic faults at all ) settings
5. for all LF candidateslo
6: Compute DV(LF)
7. end for
8:  Sort all logic faults using their respective DV(LF)
9:  Categorize bridge location to either Lows)or Gray Zone
10:  Invoke test generator for Gray Zone Bridge and categorias #ither High \q or Low
Vg Bridge
11:  Update(T'arget BridgeList)
12: end for
13: return (TargetBridgeList)

FIGURE 4.8: LF Ranking and Bridge Categorization of PA

0/1

0 1

FIGURE 4.9: Observability calculation

O(LF) = Z} % (4.6)

wherem is the number of gates fed by the bridged nets, which propabatfaulty value to their
outputs,G is the number of gates fed by each such gate,l2a0BO) is the minimum distance
of fault observing gate fed by the bridge from primary oufput f(X) is the probability that
the fault effect is propagated through gatecomputed as follows:
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FIGURE 4.10: Fault Redundancy due to gate selection by minimumasetrc

k l
F(X) = Zj:l 1_[2il1 SPj
wherek is the number of input combinations which propagate the fff:ct to the output of
successor gaté, [ is the number of inputs of gat& which are not fed by the bridge, and
SP; ; is the probability of having the value corresponding to inpombination; on inputs.
For example, a 3-input AND gate fed by the bridge (as showridnre 4.9) there is one input
configuration which will propagate the fault (0/1) to its put out of the 4 possible combinations
on the two inputs which are not fed by the bridge. Assuming‘tfig@robabilities of the inputs
which are not driven by the bridge to be 0.4 and 0.7 respdgtittee probability of this gate
propagating the fault to its outputf@‘iﬂ = 0.07.

4.7)

Logic faults are sorted using their respectDetection ValugDV), and are then categorized
into two different categories (Low y4 or Gray Zone) using the above mentioned set of criteria
(Figure4.7). For bridges that falls into “Gray Zone”, test generatogglsson2009 is invoked,
which identifies exact Yy setting of each bridge location in Gray Zone. Bridges reqgir
higher Vyq test are marked by arget BridgeList, and this process is repeated for all bridge
locations. Finally the PA returns to step-2 of the algoritehown in Figure4.6 with updated
TargetBridgeList that is used to compute minimum number of gates for replanénmsng

set covering technique.

It should be noted that the minimum set covering technigtep{8, Figuret.6) is useful for area
minimization and has shown positive results for almosttadl ¢ases considered. However, in a
few cases (less than 10), increasing the drive strength atexrgay make the fault redundant
(un-detectable) at all } settings. This is explained using FigutelQ which shows a fault-site
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with driving gates D1 (driving high), D2 (driving low) whil&1 and S2 are successor gates.
Consider Figuret.10-A and assume that the output of D1 is a weak “1” and the outpltZo

is a strong “0”. This results in S1 reading a faulty logic \&ahit its input (shown as 1/0), while
S2 reads the correct logic value in both good/faulty cicuurthermore, assume that the fault
effect is propagated to the primary output via S1 and regultsst generation at a non-desired
voltage setting. Now consider Figurel0B, which shows that gate D1 is selected by the
minimum set cover and is replaced by a gate with higher dtiength. Due to this change in
drive strength, D1 outputs a strong “1” and D2 outputs a w&dkwhich results in S2 reading a
faulty logic value (shown as 0/1) but this faulty logic valimes not reach the primary output and
therefore the fault becomes un-detectable. In such cdseslrive strength of both the driving
gates (D1 and D2) is adjusted, such that higher resistareeizsed at the lowestgy setting
(Figure4.4) while ensuring that the fault is detectable. Therefors Wworth mentioning that for

a few bridges, gate replacement and test generation maypkeatesl for fault detection at the
lowest Vyq setting.

45 Experimental Results

The experimental setup used to validate the proposed gatg $echnique is similar to the one
used to validate TPI (Chapt8}, which is briefly discussed next.

The proposed technique for reducing tegy $ettings is validated using ISCAS’85, 89 and ITC
99 full scan circuits, see Append® for detailed description of all benchmark designs. The
benchmark circuits are synthesized using ST Microelesof.12,:m cell library. Synopsys
Design Compilet™ (DC) is used for synthesis, as well as, to evaluate timinga and power.
Default options of DC are used for synthesis without spa@aifyany time constraints on any de-
sign. The generated netlist is then used for gate identica@nd replacement to achieve single
Vqq test. The setup uses non-feedback bridges only and an éxealisdge list is generated
by considering all possible pairs of nets in the netlist, @@ tmaximum of 10,000 pairs. All
experiments are conducted using threg %ettings: 0.8V, 1.0V, and 1.2V. The test generation
flow used by the proposed gate sizing technique is shown ir&#y11 It should be noted that
in case of TPI, as dicussed in S&d, a list of additional bridges is generated after insertes] t
points in the original design. However, this is not requiredase of the GS technique because
of the following two reasons: 1) the set up uses exhaustidgérist, instead of coupling ca-
pacitance based extraction using physical layout; 2) thesgare only replaced and not added
(as in case of TPI) by the proposed GS technique. The benkksmaed, total number of gates
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FIGURE 4.11: Test generation flow

and extracted bridges for each circuit are tabulated in€l4ld This setup is used to conduct
two sets of experiments.

451 Test V49 Reduction Using GS

These experiments have two objectives: firstly, to show tiygaict of the proposed gate siz-
ing (GS) algorithmsDeterministicand Probabilistic, to achieve single ¥; test. Secondly, to
compare the two proposed algorithms in terms of the numbgatas replaced and respective
runtimes. Tablet.4 tabulates the total number of tesyg/setting(s) required by the original
design (labeled as Orig.) and compares it with those gesgbiat TPl Khursheed et a12009
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TABLE 4.3: Benchmarks

ISCAS 85, ISCAS 89
Ckt | # Gates| # Bridges
c432 93 1,094
c1355 226 6,563
c1908 205 7,986
c2670 269 10,000
c3540 439 10,000
c7552 731 9,998
s344 62 469
s382 74 1,146
s386 63 1,625
s838 149 5,737
s5378 578 9,933
s9234 434 10,000
s15850| 1578 10,000
ITC 99
Ckt | # Gates| # Bridges

b01 26 142
b02 15 33
b03 63 350
b04 208 7,228
b05 315 10,000
b06 33 203
b07 170 6,447
b08 86 1,350
b09 75 729
b10 88 1,923
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(labeled, TPH, and the proposed gate sizing algorithms (labeled DA, P&)c#n be seen, the
proposed algorithms (DA, PA) are able to achieve 100% falerage at a single testyy This

is unlike TPI, which requires two or more tesgdsettings for a large number of circuits. Fur-
thermore, TPI is unable to reduce any tegt,Mn case of c432 and ¢1908. The last column
of Table4.4 shows the number of gates replaced by the proposed algarifp, PA) and the
number of test points (control/observation points) addgethe TPF. The number of gates re-
placed by the two algorithms ranges from 1-18, while the Tdlddded up to 42 test points. The
total number of gates replaced by the two GS algorithms (deddby the TPI) is shown in the
last row of Table4.4. The computation time of the proposed gate sizing algostisriess than
the TPI as it uses a simple set covering algorithm (Stepgreé.6) for reducing the number
of gates to be replaced, while the TPl uses a complex contint piinimization algorithm. The
number of gates replaced by the PA is higher for certain itg¢han the DA, as in case of c432.
This is because of step-4 of tirobabilistic algorithm (PA) (Figure4.8) that removes non-
unique logic faults to speedup the algorithm. To invesdgae increased gate count, a bridge
in c432 is analyzed that is marked for gate replacement bipAh& he bridge has the following
three logic faults: LF1@1.2V (0-1000Q), LF2@0.8V (0-80Q?2) and LF3@0.8V (800-120Q).
Furthermore, LF1 and LF2 are identical in terms of input@ssients to the gates feeding the
bridge and the logic values interpreted by the gates fed &ytiuge. Since LF1 covers higher
resistance than LF2, the algorithm removes LF2. With theoreihof LF2, the bridge is marked
for gate replacement, as 1.2\jdsetting is required for complete resistance coverage.

The detectable resistance of neighboring nets (potentidfyés) that may be affected by re-
sizing of gates was analyzed by comparing the detectaliltarse range before and after gate
sizing. It was found that around 75% of the bridges shariegnt driven by the re-sized gates
has their detectable resistance range increased, whilesistance range has reduced for the
rest of 25% bridges, however it is always1K(2 of detectable resistance after re-sizing. These
bridges are not further re-sized because it was reportd&Rbuiriguez-Montanes et g11997
that around 96% of the bridges have their resistance rangjk(2, however the proposed gate
sizing technique can be repeated for such bridge locatibhigher detectability is required.
The detectable resistance range is increased for a largwitpaf bridges because a bridge
location consists of a large number of logic faults, whetaltoumber of logic faults depends
on the number of possible combinations to activate the bratgd the number of gates fed by
the bridge. For each bridge location, the test generaterniates the total detectable resistance
range using all possible logic faults. Therefore resigaiange covered by an individual logic
fault is less important than the total detectable resigtasansidering all logic faults. From

3TPI results may vary from those reported ihursheed et al200g because of using different logic threshold
values
“The number of test points is the sum of control and obsemvatiints
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the experimental results, it is evident that the proposée gjaing technique guarantees single
V qq test for all designs, while increasing the detectable tast® range for a large majority of
bridges.

Table4.5shows the categorization of bridgesliow Vyq andGray Zoneby step-9 of théProb-
abilistic algorithm (Figure4.8). As can be seen, for all the circuits, on average 45% and up
to 71.6% of total bridges are identified as “LowV without using computationally expensive
(SAT-solver based) test generator. These bridges areaetuidentified by using probability
based bridge identification criteria (Figu€r).

To get an insight into the computation time of the proposemrithms (Probabilistic, Deter-
ministic), see Tablel.6, which shows the comparison of total number of SAT calls amdtime

of the two algorithms. Thé&robabilistic algorithm has significantly reduced the total number
of computationally expensive SAT calls, for all benchmaesidns, and on average it achieves
2.6X reduction in the total number of SAT calls in comparisorthe Deterministicalgorithm.
The run-time (of PA and DA) is shown in column 3 of Talle, and the last column shows
the relative run-time by the PA in comparison to the DA. Th& tavo rows show the sum and
average of the number of SAT calls and run-time for all design

As can be seen, the PA results in a significant speed up foiga tagjority of circuits (upto
50% time reduction, in case of c2670), this is especiallyceable for larger circuits for e.g.,
b04, c2670, c3540, c7552, s9234, and s15850 that show saymti§peed up. However, because
of the setup time of PA (step-1 and steps 5-7 shown in FigwBg it is more time efficient for
larger designs and smaller designs do not show improverasrig the case with s382, s386,
b01, b08, and b10. The results presented in TdlBdras shown encouraging results in terms
of reducing SAT calls and minimizing run-time, which is tuet elaborated by Figure 12that
shows the comparison of the number of SAT calls made by thatgarithms (PA and DA).
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TABLE 4.4: Results of the proposed Gate Sizing algorithms (DA, 8J comparison with
TPI presented in Chapt&r

Test Vyq settings No. of Gates
Ckt Orig. TPI(Chp3) | DA, PA | DA | PA | TPI(Chp3)
c432 All* All 0.8v 2 3 0
c1355 All 0.8v 0.8v 4 4 10
c1908 | 1.2v, 0.8V | 1.2V, 0.8V 0.8v 3 3 0
c2670 All 1.2v, 0.8V 0.8v 6 6 19
c3540 All 1.0v, 0.8v 0.8v 7 8 7
c7552 All 0.8v 0.8v 1 1 1
s344 1.2v, 0.8V 0.8v 0.8v 1 1 1
s382 1.2v, 0.8V 0.8v 0.8v 2 2 5
s386 All 1.2v, 0.8V 0.8v 7 7 4
s838 All 0.8v 08v | 14 | 14 28
s5378 All 1.0v,0.8v | 0.8V 9 | 12 9
s9234 All 1.0v,0.8vV | 0.8V 6 | 13 2
s15850 All 0.8v 0.8v 8 9 3
b01 All 0.8v 0.8v 1 1 1
b02 1.2V, 0.8V 0.8v 0.8v 1 1 2
b03 0.8v 0.8v 0.8v 0 0 0
b04 All 0.8v 0.8v 8 8 4
b05 All 0.8v 0.8v | 18 | 18 42
b06 0.8v 0.8v 0.8v 0 0 0
b07 All 1.2v, 0.8V 0.8v 9 10 10
b08 All 0.8v 0.8v 4
b09 1.2v, 0.8V 0.8v 0.8v 2
b10 All 0.8v 0.8v 4
Total No. of Gates 117 132 163

*All = 0.8V, 1.0V, 1.2V

PA — Probabilistic Algorithm, DA— Deterministic Algorithm
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TABLE 4.5: Bridge categorization by the Probabilistic algorithm

Prob. Search Space
Ckt. | # Bridges| Gray Zone| Low Vyq
c432 1,094 339 755
c1355 6,563 3762 2,801
c1908 7,986 4776 3,210
c2670 | 10,000 2842 7,158
c3540 | 10,000 3282 6,718
c7552 9,998 6203 3795
s344 469 234 235
$382 1,146 803 343
s386 1,625 751 874
s838 5,737 3916 1821
s5378 9,933 4886 5047
s9234 | 10,000 5363 4637
15850 10,000 5899 4101
b01 142 78 64
b02 33 21 12
b03 350 195 155
b04 7,228 3497 3,731
b05 10,000 4468 5,532
b06 203 148 55
b07 6,447 3489 2,958
b08 1,350 860 490
b09 729 542 187
b10 1,923 1189 734
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TABLE 4.6: Timing Comparison of Deterministic and Probabiligtigorithms

Total SAT runs Time (min)
Ckt. | PA DA PA DA 4
c432 | 1816 7379 | 152  1.93 0.78
c1355 | 5821 19128 | 24.37  28.88 0.84
c1908 | 8940 13766 | 23.83  25.52 0.93
c2670 | 7416 50488 | 117.68 237.33|  0.50
c3540 | 10790 44908 | 75.62 135.75|  0.56
c7552 | 18454 32877 | 22525 396.95  0.57
s382 | 1363 2119 | 165  1.28 1.29
s386 | 2190 7770 | 235 227 1.04
s838 | 6187 14586 | 19.82  22.28 0.89
s5378 | 9450 31269 | 310.00 336.20|  0.92
$9234 | 12669 37064 | 723.60 947.60|  0.76
s15850| 12580 20598 | 4513.1 5896.1§  0.77
b01 166 338 | 005  0.02 3.0
b02 44 63 | 002  0.02 1.0
b04 6884 13803 | 33.78  41.15 0.82
b07 8527 25631 | 29.32 3145 0.93
b08 3697 9883 | 2.08  1.93 1.08
b10 4601 8258 | 2.03 155 1.31
Total | 121595 339928 6106.1 8108.3|  0.75
Avg. | 67553 18884.9 339.2  450.5 0.75

PA — Probabilistic Algorithm, DA— Deterministic Algorithm
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FIGURE 4.12: Total number of SAT calls: DA v PA.
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45.2 Impact on Timing, Area and Power

The second set of experiments compares timing, area and gdwemic and leakage) of the
original design, the proposed Gate Sizing, and the TPI.rEiguL3 shows the timing perfor-
mance. As can be seen, the proposed GS technique has fitle @f timing when compared to
the original design. This is because it replaces small nurobgates. On average, for circuits
shown in Tablet.4, it has replaced only 3% of the total number of gates. For stmaits the
proposed GS technique has improved timing due to larger astdrfgates. This is unlike the
case with the TPI, where the timing was negatively affectechhse of the test points inserted
in the critical path. For example, in case of s386, TPI hasried 1 test point, and converted a
non-critical path into a critical path, while the GS techrédhas replaced a gate with a bigger
gate, in the critical path, resulting in reduced timing. @mparing the delay of the longest path
in the original and the GS modified designs, it was found thatlbngest path in the original
design has a delay of 0.85 ns. On the other hand, the GS hased gate in the longest path
with a bigger gate thereby reducing the delay of the longatt o 0.78 ns (from 0.85 ns in the
original design). As a result the second longest path in thggnal design with a delay of 0.82
ns, became the longest path in the GS modified design.

Similarly, comparison of area overhead is shown in Figudelfor the three designs. The pro-
posed GS technique results in a slightly higher area ovdrimeomparison to original designs;
however, it is less than the TPI for all circuits. Finally,ngparison of dynamic and leakage
power is shown in Figurd.15and Figure4.16 respectively. It can be seen that the proposed
gate sizing technique slightly increases the power budgebmparison to the original design;
however, it is less than the TPl in all cases. High power condion of the TPl is because of ad-
ditional switching activity and leakage power of added pesnts. In case of the GS, switching
activity does not change in comparison to the original dedigt load capacitance and leakage
power increases due to bigger gates, leading to higher dgnamd leakage power. The im-
pact on leakage power can be reduced by using higtnansistors in non-critical paths of the
design Keating et al. 2007.
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FIGURE 4.13: Impact of Gate Sizing on timing performance and colsparwith the original
and the TPI presented in Chapg&r

4000 HM?

= TPl mQOrig mGS

3500
3000

2500

2000
1500

1000
500

0

s386 1355 s838 b08 b07 b05

FIGURE 4.14: Impact of Gate Sizing on area overhead and comparigbritve original and
the TPI presented in Chapt@r



Chapter 4 Test Cost Reduction Using Gate Sizing

112

800
700
600

Uw

TPl ®Orig #GS

500 -
400 -
300 -
200 -
100 -

$386

c1355 838 b08

b07

b05

FIGURE 4.15: Impact of Gate Sizing on dynamic power and comparistimtive original and

the TPI presented in Chapter

TPl ®Orig ®GS

$386

c1355 s838 b08

b07

b05

FIGURE 4.16: Impact of Gate Sizing on leakage power and comparistntie original and

the TPI presented in Chaptar



Chapter 4 Test Cost Reduction Using Gate Sizing 113

4.6 Concluding Remarks

Resistive bridge defects (RBDs) show Vdd dependent ddtiéittaand research studies con-
ducted across the world show that the lowest Vdd settingeaehihighest fault coverage. Nev-
ertheless this class of defects requires more than one Viitugse achieve 100% fault coverage.
The Vdd dependent detectability of RBDs represent new problfor existing DFT solutions,
i.e., it may be necessary to repeat the test at more than dagecetting to achieve 100% fault
coverage. Test repetition at more than one voltage seting-desirable because of its negative
implication on test co8t This chapter has addressed this problem by achievingesigltest
for RBDs without affecting the fault coverage of the origitest set.

In this chapter, gate sizing technique is proposed to retkstecost of multi-\iq designs with
bridge defects, by reducing the number of test voltagenggiti It has been shown, that it is
possible to achieve 100% fault coverage using a singjg t¥st setting. This represents an
improvement on the TPI technique (presented in Chaptard published inKhursheed et al.
2008) which mostly requires two or more tesgysettings to achieve complete fault coverage.
In this chapter, two algorithms are presented to identifiegidor replacement and to achieve
single Vyq test, these algorithms show a trade-off between accurat\sjpeed. The proposed
gate sizing technique has little effect on timing, area anwlgy when compared with the original
design (prior to gatesizing) and performs better than themfrms of these three parameters.

The Vdd dependent detectability of resistive bridge defect only affects existing DFT solu-
tions but also questions the existing diagnosis technjcagesll existing diagnosis techniques
use single Vdd test setting for diagnosing such defectss filaly lead to reduced diagnosis accu-
racy with negative affect on failure analysis, which is keyrhproving subsequent design cycle
and yield. This means that novel diagnosis solutions angned|for accurate and cost-effective
diagnosis of bridge defects in multi-Vdd designs, whichis &im of the next chapter.

5See Section. 1 for illustrative example and more details on the impact oftirWdd testing on test cost.
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Bridge Defect Diagnosis

5.1 Introduction

Diagnosis is a systematic way to uniquely identify the def@rising malfunction in the cir-
cuit. It is critical to silicon debugging, yield analysisdafor improving subsequent manufac-
turing cycle. There has been extensive work on modelingatien and diagnosis of bridge de-
fects JAbramovici and Breuerl98Q Waicukauski and Lindblooni989 Millman et al, 199Q
Pomeranz and Redd$992 Wu and Rudnick 1999 Arslan and Orailoglu2003 Zou et al,
2005 Rousset et al2007 Holst and Wunderlich2007, Gattiker, 2008 Pomeranz and Reddy
2008. However these works implicitly consider only designsngsa single supply voltage .
Many modern processors allow use of multiplg,gettings, which can be dynamically selected
to reduce power consumed and still meet the computationairements [Martin et al, 2003
and [ntel, 2007. Thus it is important to investigate the effect and potndidvantage of using
multiple Vyq settings to improve diagnosis accuracy for such designs.

A bridge is defined as an un-wanted metal connection betweertirtes of the circuit, which
may deviate the circuit from its ideal behavior. In considgrdiagnosis of bridge defects we
used a cause-effect diagnosis procedure which uses didgsrjAbramovici et al, 1999*. The
amount of information stored in a dictionary is a trade offd®®en storage space and diagnostic
resolution. A study reported irNfarayanan et gl.1997 compares these parameters for full
response dictionary (that holds the detailed output respfor each fault per test vector), pass-
fail dictionary (which stores one bit, indicating pass oit t a test, per test per fault) and
frequency based dictionary (that holds the detection cofieach fault over the entire test set).

1Sectionl.5 provides more details on different diagnosis techniquierdhan cause-effect diagnosis technique.

114
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The study shows that pass-fail dictionary provides higlgugstic power (much higher than
frequency based dictionary but slightly lower than fullgesse dictionary) and higher space
compaction (much higher space compaction than full respdictionary). Therefore in order
to conserve storage requirements for the dictionaries wd aass-fail dictionaryPlomeranz
and Reddy1993. However conclusions drawn through the experiments tedan this work
are expected to hold if other diagnosis procedures are uiseldding full response dictionary
or effect-cause diagnosis procedutdfamovici and Breuerl98Q Abramovici et al, 199§).

A study comparing between better fault models or betterrdiaig algorithms revealed that
using a simple diagnosis algorithm on a better fault modeieses higher diagnosis accu-
racy [Aitken and Maxwell 1995. It was shown by Zotet al. [Zou et al, 2005 that using an
advanced parametric bridge fault modekhovell et al. 1995 1996, diagnosis resolution can
improve over algorithms that use simpler fault models. sk also uses the same parametric
fault model Renovell et al.1994.

The nature of bridge defects in multigydesigns is such that they manifest themselves at one
or more voltage setting€£hgelke et al.2004 Ingelsson2009. Existing diagnosis techniques
use a single Y setting and therefore diagnosis for multizMdesigns imposes a challenge as
bridge defects exhibit supply voltage dependent behaBdangle Vyq diagnosis for multi-\q
designs may lead to imprecise diagnosis as shown by expaahresults (Sectiob.5) of this
work. Furthermore, it raises the following questions: 1diagnosis resolution affected by
different voltage settings? 2) If so, what voltage settinbieves the best level of diagnosis?
3) Is it possible to improve diagnosis resolution furtherdayrying out diagnosis at more than
one voltage setting? 4) For designs operating at more thawvaltage setting, it is desirable to
reduce diagnosis cost by achieving the minimum possibleAfgsication Time (TAT), without
affecting diagnosis accuracy. Therefore, it is importardetermine the most usefulysettings

or combination of \q settings, which may yield the desired outcome by omittirsgstat some
voltage settings.

This is the first reported work to consider diagnosing bridgéects in multi-\4g designs and
present results to show that the lowest supply voltage gesvihe best resolution for single
voltage diagnosis. This work further exploits the addiébmformation from other voltage
settings to improve the diagnosis accuracy up to 72% ovelesivoltage diagnosis. We also
analyse hard-shorts (bridges witlf0resistance) and experimental results show that diagnosis
accuracy has little variation across different voltagdirsgs for this class of defects. Finally, we
show experimental results using differenig\pairs and identify the most usefulgypair, such

that high diagnosis accuracy is achieved using reducedth&feby reducing diagnosis cost.
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FIGURE 5.1: Resistive bridge

The chapter is organized as follows: Sect®m@ gives an overview of resistive bridge defects
and their behavior in the context of multigydesign. The motivation for multi-y4 diagnosis is
discussed in Sectiob.3. In Section5.4 we present a multi-\y diagnosis algorithm for bridge
defects. Experimental setup and results are reported itioGeg.5, and finally Sectiorb.6
concludes the chapter.

5.2 Preiminaries

Figure 5.1 shows a resistive bridge, D1 and D2 are the gates driving tticgdd nets, while
S1 and S2 are successor gates, i.e., gates having inputgs tsvone of the bridged nets. Let
us consider the case when the output of D1 is driven high amaulput of D2 is driven low.
The dependence of the voltage level on the output of ) ©n the equivalent resistance of
the physical bridge is shown in Figute2 for two supply voltage settings (based on Spice
simulation with 0.12m library). Figure5.2-A show the relation between the voltage on the
output of gate D1 (Figuré.1) and the bridge resistance for two different supply volsaigéd 4
andVddp. Figure5.2-A also shows how the analog behavior at the fault site ted@slinto the
digital domain. We can see that two distinct Logic Faults Bl LF2 can be identified for each
V qq Setting. Figures.2-B shows the Total Detectable Resistance (TDR) for the Lsatied at
two voltage settings separately and combined as well. Thisdo®havior of defect also means
that a test pattern targeting a particular logic fault wétett different ranges of physical defects
when applied at different supply voltage settings. For glamatl dd 4, a test pattern targeting
LF2 will detect bridges withR,;, € [R14, Ro4], While atVddp it will detect a much wider
range of physical bridges?, € [R15, R2p]). Furthermore, this means that same defect can be
covered at more than one voltage setting.
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FIGURE 5.2: Effect of supply voltage on bridge fault: Analog/Dejilomain

A sub-class of resistive bridging faults is hard-short, ahhis observed when the nets connected
with one another are at Q. The behavior of hard-shorts in the context of multiple agé
settings can be understood from Figbr&and Figureb.2 In Figure5.1, since the value oRyy,

is 0 Ohms, the logic behavior at the fault site does not vatyatdifferent Vyq settings (LF1

at both Vjq settings). In general, this similarity in logic behaviortab Vg4 settings suggests
that fault detection (for hard-shorts) may have lesser wiggece on voltage setting used, in
comparison to bridges with higher resistance values.

From a diagnosis point of view it is interesting to analyze impact of covering the same

defect (specially, bridges with higher resistance valaéshore than one voltage setting and to
analyze its effect on diagnosis resolution, i.e., can jp beimprove the diagnosis resolution over
single voltage diagnosis? The next section uses illugg@&kamples to show that combining the
information gathered by diagnosing at different voltagitirsgs may help improve the diagnosis

accuracy over single voltage diagnosis.
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5.3 Motivationsfor Multi-V 44 diagnosis

The last two chapters (Chaptgrand Chapte#) have shown how existing DFT solutions are
affected by the \y dependent behaviour of resistive bridges. It gives the vattin to re-
evaluate existing diagnosis strategies as all of them usgesVyq test setting for diagnosis.
This may lead to reduced diagnosis accuracy and negativacinop failure analysis.

This section presents two illustrative examples to hidtlitne possible improvement in diag-
nosis by carrying it out at multiple voltage settings, usingimple pass/fail test. As discussed
in section5.2, defects caused by a resistive bridge consists of resestiaterval(s) detectable
at one or more voltage settings. The resistance range (atve#tage setting) corresponds to a
faulty logic behavior in digital domain. Total detectabésistance for the bridge comprises of
union of resistance intervals detectable at each voltatjegeThis is further elaborated in Fig-
ure5.3, which shows two bridge locations (BL-A and BL-B) in a circsfructure similar to the
one shown in Figur&.1and is found by using the same mechanism as for Figi&asing three
voltage settings. Figurg.3 shows thel/, behavior of bridges at three different voltage settings
in analog domain and corresponding logic faults marked bR{IR), TDR(V%), and TDR{3)
respectively. It should be noted that two logic faults efasteach bridge at each voltage setting
(shown by TDRV;) etc), but only one is assumed to be detectable. Logic fahksvn in Fig-
ure5.3are magnified and re-drawn in Figused, which shows the total detectable resistance for
the two bridges by combining information from all three @gjé settings. For instance, in case
of BL-A, resistance range marked by interval-A is detedadl \, only, similarly resistance
range marked by interval-B is detectable at bothavid V5.

The illustrative examples show the possible improvemeniniojtiple voltage diagnosis over
single voltage diagnosis. The two examples inject two dhffé defects and are based on the
following assumptions: 1) Single defect can be active atvargtime. 2) There is only one
Failing Pattern (FP) in the diagnostic test set, which dettte two defects. Figurg.4 shows

all the intervals that are detectable at different supplages by the same FP. Taliiel maps
the Detected/Not-Detected (D/ND) status of all intervaisven in Figureb.4for the two bridges.

5.3.1 Combining Diagnosis | nformation

In the first case, we inject a defect consisting of resistaradee from intervalC of bridge-A
(Figure5.4). In this scenario the diagnostic test applied at each geltetting would result in
the following response: (M V», V3) = (D, D, D), i.e., the defect is detected at all three voltage
settings.
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FIGURE 5.4: Two bridges detected by the same test pattern

TABLE 5.1: Resistance intervals exposed by single failing tegifgrent voltage settings

Bridge Location-A Bridge Location-B

A B |C| D E A B C D E

Vi| D D |[D|ND|ND| D D | ND | ND | ND

Vo |ND| D |D| D |[ND||ND| D | D | D |ND

V3||ND|ND | D| D | D|ND|ND|ND| D | D

We first carry out diagnosis at each voltage setting seggratel then at all three voltage set-
tings, using the information provided by Talilel and the tester response. As mentioned earlier
Table5.1 shows the (D/ND) status of each interval of the two bridgesijetected by the only
FP. The tester response a i “D”, which means that the diagnosis callout at ig: bridge-A
(intervals A, B, C) and bridge-B (intervals A, B). Ati\the tester response is “D”, which means
that the diagnosis callout at\is: bridge-A (intervals B, C, D) and bridge-B (intervals B, Q)
and finally at \4 the tester response is “D”, and the diagnosis callout igigerA (intervals C,
D, E) and bridge-B (intervals D, E). Next, we take into acdoine tester response at all three
voltage settings, which is (D, D, D) and by combining the diagjs callout at each voltage set-
ting, we can identify the bridge and resistance interval ihaommon across all three voltage
settings, i.e., bridge-A (interval C), which is indeed tlotual inserted defect.
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From this example, we can see that it is possible to improgelidgnosis callout by combining
the information obtained from diagnosing the defect atditifferent voltage settings.

5.3.2 Passing Resistance Interval

This step further exploits the additional information, watnis only available by diagnosing the
design using multiple voltage settings. The diagnostitdpplied at multiple voltage settings
may detect a defect at one voltage setting but it may not tiétat another voltage setting.
This concept is shown in Figuie2-B, a resistance range,;, € [R24, Rop| of Total Detectable
Resistance (TDR){dd4 & Vddg) can only be covered & ddpz. This means that a test pattern
can detect this defect &tddp only and will not be able to detect it &dd 4. Such test patterns
that show a Detected “D” status at one voltage setting anelMtected “ND” status at other(s)
are referred to as Partially Passing (PP) patterns.

The following example shows the effect of using PP patteonisnprove diagnosis resolution.
For this example we assume that inter@adf bridge-B is causing malfunction and only one test
pattern is a failing test pattern (FP). In this case, thestassponse at three voltage settings, (V
V5, V3)is (ND, D, ND). The diagnosis is carried out using the infation available in Tablé.1
and the tester response. Tabl2shows the progressive reduction in the list of suspectalijbs

as a result of each diagnosis step. The left most column shmvsoltage setting, the next
column shows the Bridges (Resistance Intervals) detegtéldeb=P at the particular voltage (as
shown in Tablé.1) and the last column shows the D/ND status, using the Testgpdhise (TR).
We first carry out diagnosis at)\as that has the detected status alone. The tester response at
V5 is “D”, which means that the diagnosis callout at ig: BL-A (intervals B, C, D) and BL-B
(intervals B, C, D). Next, we take into account the resistaimtervals for the two bridges that
are detectable at other voltage settings, i.g.aNd V5. At V4, the detected bridges (resistance
intervals) by the FP are: BL-A (intervals A, B, C) and BL-Bténvals A, B), but since the
tester response is “ND”, this means that all these intefealthe two bridges can not be causing
malfunction in the circuit, and therefore the common inéés\(for each bridge) can be removed
from the suspected bridge list. As shown in Tabl2 after removing the common intervals, the
remaining intervals for the two bridges are: BL-A (interi@l and BL-B (interval C, D). Next,
we carry out the same procedure atahd remove the common interval for the two bridges from
the suspected bridge list, i.e, interval D for both BL-A and-B. This gives BL-B (interval C)
alone as the suspected candidate list, which in turn is thetekagnosis. Furthermore it is an
improvement over single-)4 diagnosis (at Y. BL-A (intervals B, C, D) and BL-B (intervals B,
C, D)).
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TABLE 5.2: Improvement by removal of passing resistance intsrval
Vdd Bridges (Resistance Intervals)| TR

V, | BL-A(B,C,D) | BL-B(B,C,D)| D
Vi, | BL-A(A,B,C) | BL-B(A,B) | ND
Suspected Bridges: BL-A (D), BL-B (C, D)
Vi | BL-A(C,D,E) | BL-B(D,E) | ND
Suspected Bridges: BL-A4), BL-B (C)

The above example shows the usefulness of Partially Papaitgrns in improving diagnosis,
which are not available at single voltage setting.

5.4 Multi-Vy4q Diagnosis Algorithm

This section presents the diagnosis algorithm that castiediagnosis at single/multiple voltage
settings using a simple pass/fail (D/ND) test. The algarmitises dictionary and tester response;
the flow is shown in Figur&.5. The dictionary holds the resistance range of each bridgeshw

is detected by a Test Pattern (TP) when it is applied at ainertdtage setting/;, whereV;
could beVq, V5, or V3. From now onwards, we will refer to it as (TF;) pair. Every bridge
with its complete resistance range is fault-simulated isgply by each one of the (TF;) pair.
The detected resistance interval(s) of each bridge isdiarthe dictionary, against the (TF)
pair that detects it. Fault simulation is performed using pinocedure outlined inrgelsson
2009. The tool flow for generating dictionaries is shown by Fig6r8 and further explained
in section5.5. The diagnosis algorithm also uses emulated tester resp@isg the fault sim-
ulator presented inlfigelsson 2009. It provides all the Failing Patterns (FP), corresponding
voltage settingl; on which the defect is detected, and the observed primaubuésponse
of the design, i.e., all (FR/;, PO) tuple(s). This diagnosis algorithm consists of thyges of
intersection and primary output matching scheme, whictegpéained next:

5.4.1 BridgeIntersection (Bl)

The diagnosis algorithm starts by reading all the (EPpairs generated by the tester. Using the
dictionary and each (F®;) pair, it retrieves all the bridges along with their resista intervals
that are detected by the particular (FP), pair. It then identifies the common bridges that each
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FIGURE 5.5: Flow of the proposed Multi-y4 Diagnosis Algorithm

one of the (FPY;) pair detects. The list of common bridges across all the{PRairs gives the
“first suspected candidates list”.

5.4.2 Resistance Range Intersection (RRI)

The size of “first suspected candidates list” can be furtbéuced by using the fact that resistive
bridge defects manifests themselves at a single resistaheoe. This means that a defect should
show a common resistance interval across all the failintepa, otherwise it can be removed
from the suspected candidate list. This idea is illustrdgdable5.3. The table lists the two
bridges (BL-A and BL-B) and their respective resistancervdls, detected by each one of the
(FP, V;) pair. It can be seen that only resistance interval “C” of Blis common to all three
(FP,V;) pairs and there is no resistance interval of BL-B that is iwmm across all FPs. This
means BL-B can be removed from the suspected candidateRRdtremoves the bridges with
inconsistent resistance intervals and returns the “sesogpected candidates list”.

5.4.3 Passing Resistance I ntersection (PRI)

The purpose of Passing Resistance Intersection (PRI) @atove the resistance interval(s) (for
each bridge in the “second suspected candidate list”), wisioot causing malfunction in the
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TABLE 5.3: Diagnosis improvement by resistance range intecsecti
Suspected Bridges (Resistance Intervals)

(FP,V;) | BL-A(A, B, C) BL-B (C, D, E)

(FP, \») | BL-A (B, C, D) BL-B (A, B, F)

(FP, \k) | BL-A (A, C, D) BL-B (A, E)
RRI | BL-A (C)

circuit, thereby narrowing the suspected list of bridgdsisTs achieved by using the PP Patterns
(test patterns that pass at one voltage setting but fail @har), dictionaries and the “second
suspected candidate list”. Dictionaries hold the detéetadsistance interval(s) of all bridge
locations, detected by a test pattern when applied at aicextiage setting. Test patterns that
pass at a certain voltage setting are referred asl(PBair. This means that (PF;) pair holds
the resistance interval(s) (for respective bridges) thatot causing malfunction in the circuit
and can be safely removed from the resistance range of sadpaidges. Bridges with empty
list of resistance intervals can be removed from the suspecandidates, thereby improving
diagnosis accuracy. The algorithm for this diagnosis feqitlined in Figuré.6.

The algorithm starts by first finding the passing voltagegs)all the (FP,V;) pairs and storing
the corresponding (PR;) pairs. It then fetches the list of all detected bridges \liir corre-
sponding resistance interval(s), for all the (PP, pairs, from the dictionary. These two steps
are shown in line4-4. In line 5, the algorithm compiles the “PP Bridge List” by combiningth
resistance interval(s) of each bridge, detected by {PRair, i.e., “PP Bridge List” holds the
non-faulty resistance interval(s) of each bridge.

The algorithm goes over each bridge in Suspected Bridgédist-by-one) and identifies the
overlapping resistance interval(s) of the same bridge iBReRye list. This overlapping resis-
tance interval(s), marked as ORI, is removed from the lisesistance interval(s) of the partic-
ular bridge in Suspected Bridge list. This process is regokfdr all the bridges in Suspected
Bridge list and is shown by line&-14. Next, it removes bridges with empty list of resistance
intervals, from Suspected Bridge list. This step is showilings 15-17. Finally, the algorithm
returns the “Final Bridge List”, which holds all the bridge#h their resistance intervals.

5.4.4 Primary Output Matching (POM)

Primary Output Matching (POM) improves diagnosis accutfacther by removing resistance
intervals (for each suspected bridge), which produce armdifft output response than produced
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Input: List of (FP,V;) pairs, Suspected Bridge List
1: Using the (FP);) pair, compile the list of (PRy;) pair.
for all (PP,V;) pairsdo
Fetch the detected resistance interval for each bridge tinendictionary.
end for
PP Bridge List = Compute the overall passing resistanceviai{@) for each bridge in all of
(PP,V;) pairs.
for all BL; € Suspected Bridgeso
RI; = Resistance Interval(s) @ L;
for all BL; € PP Bridge Listdo
10: RI; = Resistance Interval(s) d? L;
11: ORI = RI; ﬂ RI]‘
12: RI; = RI; — ORI
13: end if
14:  end for
15.  if RI; = 0 then
16: RemoveBL; from Suspected Bridge List
17:  endif
18: end for
19: return Suspected Bridge List

FIGURE 5.6: Passing Resistance Intersection

by the defect. The improvements achieved by this step arexsmnated by experimental re-
sults, as discussed in sectibrb. As mentioned earlier, the emulated tester response dtuges
primary output values for each failing pattern in the forn{ie®,V;, PO) tuple. POM is accom-

plished by applying failing pattern(s) in presence of eagdistance interval (of every bridge)
and comparing the observed output response with the onedextby the tester for the particu-
lar (FP,V;, PO) tuple. The resistance intervals, which deviate froeretkpected output response
(stored in the tuple) are removed from the resistance iatemf the suspected bridge. In this
way suspected resistance intervals are reduced (fromat@spbridges); finally bridges without

any suspected resistance interval are completely remawved the suspected bridge list. The
procedure is outlined in Figui®7.

The algorithm starts by fault simulating (using the progedn [Ingelsson 2009) each resis-

tance interval of the suspected bridge list using the TFA20) tuple and compares the output
response of the DUT (marked by OR on liBpwith PO member of the tuple. It removes re-
sistance interval from suspected bridge in case of a misnatd moves to the next resistance
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Input: List of (FP,V;, PO) tuple, Suspected Bridge List
Output: Final Bridge List

1: for all BL,; € Suspected Bridgedo

2. for all RI; € Resistance Interval dBL; do

3 for all FP; € (FP,V;, PO) tupledo

4 fault simulateR;, using P}, V;)

5: OR = Output of DUT in presence aRly

6: if OR# PO of F P then

7: RemoveRI; from BL;

8 Move to nextRI of BL; (k=k+1)

9: break /* go to line3 */

10: end if

11: end for

12:  end for

13:  if BL; = ( then

14: RemoveBL; from Suspected Bridge List
15:  end if

16: end for

17: Final Bridge List= Suspected Bridge List
18: return Final Bridge List

FIGURE 5.7: Primary Output Matching

interval, otherwise it applies next failing pattern, thésshown by line$-10. Finally the algo-
rithm removes those bridges from the suspected bridge higthwhave no resistance interval, as
shown by linel3-15. This process is repeated for all the suspected bridges.

It should be noted that proposed diagnostic flow outlinediguie 5.5 applies POM as the

last step. The suspected bridge list is greatly reduced by tfiree intersection procedures
(Bl, RRI, PRI) and POM is applied on reduced number of suggkebtidges, which restricts

the computation time of the algorithm, as fault simulatisnapplied only on the remaining
resistance intervals of suspected bridges.



Chapter 5 Bridge Defect Diagnosis 127

55 Experimental Results

Five experiments are conducted to analyze and validatertipoped Multi-\yy diagnosis al-
gorithm and to analyse the trade-offs between diagnostsarmsaccuracy. These experiments
use ISCAS’85 and 89 full scan circuits, details of which danfound in AppendixC. The
benchmark circuits are synthesized using ST Microeleitsof.12:m cell library. The tool
flow to generate dictionaries is shown by Figbt8. For each design, non-feedback bridges are
identified from the circuit layout. The “extractRC” tool froCadence is used to get all the pairs
of nets that are capacitively coupled. These pairs of netshar most likely bridge locations.
Feedback bridges are identified and removed. Tableshows different circuits used, along
with total number of gates and extracted bridges for eaduitirThe dictionaries are generated
by fault-simulating 500 pseudo-random test pattemtsthree different voltage settings (0.8
1.0V, 1.2V) against each bridge, as discussed in sedidn Same test patterns are applied at
each voltage setting for fair comparison between diagraisiifferent voltage settings. The
tester is emulated using the fault simulator describedrigdlsson 2009. A study presented

in [Rodriguez-Montanes et all997 on 14 wafers from different batches and different produc-
tion lines concluded that 98.3% of resistive bridges<are kS2, while considering upper bound
of uncertainty. Therefore to mimic the real scenario, disface injected by randomly selecting
a resistance value between 0-8 kor a randomly selected bridge. The tester applies all 500
TPs at different voltage settings and outputs the TFRR0) tuples for the diagnosis algorithm.
For each circuit, 500 such random defects are injected (badime). A set of parameters are
defined as follows to categorise the diagnosis callout fohéest case.

1. Exact (EXT): The test case for which the diagnosis procedure returnsgiesimidge
location and that bridge matches with the injected randddybr

2. Contains (CNT): The test case for which the diagnosis procedure returns thareone
bridge location and one of them matches with the injectedoanbridge.

3. Empty (EMT): The test case for which the diagnosis procedure does nob @ty bridge
location.

This setup is used to conduct five experiments. The first @xget analyses the voltage set-
ting that achieves best level of diagnosis, second showpdbsible improvement in diagnosis
accuracy by carrying it out at multiple-voltage settingsird experiment analyses the impact

2please note that we used 1000 pseudo-random test pattearhaq setting in the earlier version of this work
presented at ETS’08, therefore diagnosis callout diffemfresults reported in ETS’08.
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of missing out diagnosis at one of the three voltage settmhshows the effect of conducting
diagnosis on different ¥ pairs {(0.8V, 1.0V), (0.8V, 1.2V), (1.0V, 1.2\}). This experiment

is motivated towards saving tester time while recognizing Yyq pair that achieves highest
diagnosis accuracy. The fourth experiment is geared tawvgetting an insight into diagnosis
of hard-shorts in the context of multigy designs, as they behave differently than bridges with
higher resistance value. Last experiment shows that higiagnosis accuracy can be achieved
using larger (or high resolution ATPG generated) tests.
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TABLE 5.4: Benchmarks

CKT. | # Gates| # Bridges
c432 93 47
c880 161 69
c499 187 85
c1908 205 98
c1355 226 80
s1488 281 435
59234 434 223
c3540 439 363
s5378 578 305
c7552 731 578
s$13207| 1064 358
15850 1578 943
s35932| 3689 1170
s$38584| 5133 2937
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5.5.1 DiagnosisAccuracy Using Single-V yq Setting

The first experiment uses first two steps of the proposed d&gmlgorithm, i.e., Bridge Inter-
section and Resistance Range Intersection at each vokdtiiggsseparately. For every defect
these two steps are carried out at each voltage settingendeptly and results are compiled to
compare the diagnosis accuracy at each voltage setting.

Table 5.5 tabulates the outcome of the experiment. The first colummvshbe benchmark
circuits, the next three main columns, marked with “@¥9.8V", “@ V ¢4q 1.0VV" and “@ Vqg
1.2V”, show the number of test cases which fall into one of thedliiagnostic categories (EXT,
CNT, EMT) as a result of applying first two steps of the propbd&gnosis procedure at the
particular voltage setting. It can be observed from T&btethat diagnosis accuracy is highest
at 0.8/ with highest number of Exacts and least number of Empty etléor all the circuits.

It is only for s13207 that we notice higher number of Exact&.a" in comparison to other
voltage settings. It was further investigated by analyzhmgydetailed diagnosis callout, which
shows that majority of test cases diagnosed exactly at Ir@Vhaluded in the CNT group with
2-3 candidate bridges at other voltage setting. From thiément we can observe that the
lowest voltage setting achieves highest diagnosis acgtioaa large majority of circuits, which
is similar to the findings reported recently using currergdobdiagnosisArumi et al, 2007.

From Table5.5it can also be observed that the number of empty calloutsiate kigh for all
the circuits. This is further probed by a small experimenhgircuits with higher number
of empty callouts in Tabl&.5. In this experiment 500 random defects are inserted bukeinli
previous experiment, each defect is detectable at at-deesvoltage setting and the outcome is
tabulated in Tabl®.6. In Table5.6it should be noted that the number of empty callouts are quite
high at 1.0V and 1.2V in comparison to 0.8V. Empty callout®.&V are very few and these
defects are then detected at higher voltage settings f@4s$5378 and s13207. This behavior
can be understood from the study reportedRiodriguez-Montanes et ak00§, which shows
that for some bridges connected by gates of equal drivegttrehigher \4q is more effective for
fault detection. This experiment shows that logic faultgehhigher detectability at the lowest
voltage setting (0.8V) as a defect does not show a faultglbghavior at higher voltage settings,
which is in line with previously reported researdhgo and McCluskeyl993. Secondly high
empty callouts (in Tablé.5) is also due to using pseudo-random test patterns, whichatre
optimized for defect detection and are used for illustraporposes.
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TABLE 5.5: Diagnosis callout at Single voltage setting

@ Vy4q 0.8V @ Vyq 1.0V @ Vyq 1.2V
CKT. EXT | CNT | EMT | EXT | CNT | EMT | EXT | CNT | EMT
c432 350 | 107 | 43 | 302 | 94 104 | 264 | 101 | 135
€880 423 | 41 36 | 355 | 47 98 | 297 | 45 158
c499 330 | 97 73 | 290 | 88 122 | 245 | 91 164
cl908 | 263 | 190 | 47 | 230 | 174 | 96 | 202 | 154 | 144
cl1355 | 372 | 76 52 | 329 | 79 92 | 289 | 81 130
s1488 | 228 | 230 | 42 194 | 200 | 106 | 173 | 171 | 156
59234 0 362 | 138 0 305 | 195 0 271 | 229
c3540 | 339 | 133 | 28 | 281 | 141 | 78 | 239 | 133 | 128
sb378 | 102 | 320 | 78 85 | 286 | 129 | 75 | 246 | 179
c7552 | 369 | 99 32 | 298 | 100 | 102 | 253 | 91 156
s13207| 79 | 266 | 155 | 66 | 241 | 193 | 129 | 141 | 230
s15850| O 468 | 32 0 406 | 94 0 355 | 145
s35932| 276 | 150 | 74 | 250 | 141 | 109 | 211 | 120 | 169
s38584| 180 | 265 | 55 159 | 233 | 108 | 133 | 206 | 161
TABLE 5.6: Analysis for Empty Callouts
@ Vy4q 0.8V @ Vyq 1.0V @ Vyq 1.2V

CKT. EXT | CNT | EMT | EXT | CNT | EMT | EXT | CNT | EMT
c499 385 | 115 0 336 | 107 | 57 | 283 | 109 | 108
c1908 | 291 | 209 0 252 | 192 | 56 | 220 | 170 | 110
c1355 | 415 | 85 0 367 | 189 | 44 | 321 | 90 89

s9234 0 499 1 0 415 | 85 0 365 | 135
sb378 | 113 | 384 3 93 | 342 | 65 84 | 291 | 125
s13207| 117 | 380 3 96 | 341 | 63 | 185 | 203 | 112
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5.5.2 Diagnosis Accuracy Using Multi-V g4 Settings

The second experiment uses the complete diagnosis algaaithoss all the voltage settings. In
this case, the tester response holds the failing pattemsathvthree voltage settings and corre-
sponding primary output response. Tabl& shows the outcome of this experiment. TH¢
main column marked with “RRI”, shows the effect of “ResistarRange Intersection” by taking
into account all bridges (with their resistance ranges@det! at all voltage settings. TH&?
main column marked with “PRI”, shows the effect of applyiriRa’ssing Resistance Intersection”
by using the partially passing patterns. The last main colamarked with “POM”, shows the
effect of applying “Primary Output Matching” by fault sinailng the suspected bridges using
(FP,V;, PO) tuples. From Tablg.7 it can be observed that in all cases POM achieves best diag-
nosis accuracy with highest number of Exact callouts fothaIcircuits. It should also be noted
from Tabless.5and5.7 that “RRI” marginally improves over diagnosis at 0.8V. Faajority of
circuits, the number of Exact callouts at 0.8V have improligdess than 10. It is in case of
€1908, s1488 and especially s13207 that it achieves signifimprovement over Exact callouts
at 0.8V.

The relative increase (Incr) in the number of Exact calltyt®RI and POM over other schemes
are shown ir2”¢ and3"¢ main columns of Tabl&.8by comparing the number of Exact callouts
in each case. 18" main column of Tabl&.8, we list the relative increase in diagnosis accuracy
of PRI over: A) “0.8V” (2"¢ column of Table5.5) and B) “RRI” (2¢ column of Table5.7). It
should be noted that “PRI” achieves substantial improverirtediagnosis accuracy for all the
circuits, showing up to 32.8% improvement over diagnoslogiaat “0.8V” and “RRI”. This
clearly demonstrates the useful contribution of test pagtéhat pass at one voltage setting but
fail at another (Partially Passing Patterns) in improvihg overall diagnosis accuracy. Next,
in 3" main column of Table5.8 we list the relative increase in diagnosis accuracy of POM
over: A) “RRI” (27¢ main column of Tablé.7) and B) “PRI” (3"¢ main column of Tablé.7).

It can be observed that “POM” achieves highest overall diagnaccuracy for all the circuits,
showing upto 72% improvement over “RRI” and 39.2% improvatraver “PRI”. This points

to the success of POM in reducing the callouts categorizé@Id3$” by PRI scheme.

From this experiment, we can observe that the PartiallyiRggsitterns, which are not available
at single voltage diagnosis can significantly improve dasigmaccuracy. The time taken by the
Multi-V 4q diagnosis algorithm ranges from a second to few minutesgrttipg on the size of
benchmark circuit.
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TABLE 5.7: Diagnosis callout at Multiple voltage settings

RRI PRI POM

CKT. | EXT | CNT | EMT | EXT | CNT | EMT | EXT | CNT | EMT
c432 357 | 100 | 43 | 383 | 74 43 | 419 | 38 43
€880 424 | 40 36 | 437 | 27 36 | 441 | 23 36
c499 330 | 97 73 | 376 | 51 73 | 410 | 17 73
c1908 | 276 | 177 | 47 | 326 | 127 | 47 | 385 | 68 47
c1355 | 373 | 75 52 | 396 | 52 52 | 423 | 25 52
s1488 | 251 | 207 | 42 | 347 | 111 | 42 | 389 | 69 42
s9234 0 363 | 137 | 109 | 254 | 137 | 275 | 88 137
c3540 | 340 | 133 | 27 | 395 | 78 27 | 427 | 46 27
s5378 | 105 | 320 | 75 | 250 | 175 | 75 | 355 | 70 75
c7552 | 371 | 97 32 | 400 | 68 32 | 428 | 40 32
s13207| 160 | 188 | 152 | 200 | 148 | 152 | 224 | 124 | 152
s15850| O 468 | 32 | 164 | 304 | 32 | 360 | 108 | 32
s35932| 276 | 151 | 73 | 295 | 132 | 73 | 351 | 76 73
s38584| 183 | 262 | 55 | 303 | 142 | 55 | 383 | 62 55
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TABLE 5.8: Diagnosis Improvement by PRI and POM

PRI %lncr. over|| POM %lncr. over

CKT. | 0.8V RRI RRI PRI
c432 6.6 5.2 12.4 7.2
c880 2.8 2.6 3.4 0.8
c499 9.2 9.2 16 6.8
c1908 | 12.6 10 21.8 11.8
c1355 | 4.8 4.6 10 5.4
s1488 | 23.8 19.2 27.6 8.4
s9234 | 21.8 21.8 55 33.2
c3540 | 11.2 11 17.4 6.4
s5378 | 29.6 29 50 21

c7552 | 6.2 5.8 11.4 5.6

s13207| 24.2 8 12.8 4.8

s15850| 32.8 32.8 72 39.2
s35932| 3.8 3.8 15 11.2
s38584| 24.6 24 40 16
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5.5.3 DiagnosisCost Minimization

Diagnosis cost is directly affected by the time individu@ldpends on the tester while running
diagnostic test. For this reason, it is desirable to redestet time to achieve low-cost diagnosis
with least compromise on diagnosis accuracy. From prewegpsrimental results we have seen
that high diagnosis accuracy is achieved by carrying owgratiais at multiple voltage settings.
The aim of this experiment is to evaluate the trade-off betwdiagnosis cost and accuracy. This
is accomplished by investigating the most usefyl ¥ettings or combination of 4 settings,
which may yield the desired outcome by omitting tests at #agewoltage setting, thereby
reducing diagnosis cost.

The third experiment also uses the complete diagnosisitiigolacross different voltage set-
tings. In this case, we carry out diagnosis using @ pairs, i.e., (0.8V, 1.0V), (0.8V, 1.2V)
and (1.0V, 1.2V). The outcome of this experiment is show"ifh 37¢ and4** main columns
of Table5.9. From Table5.9it can be observed that the diagnosis callout at “0.8V and”1.0
achieves the highest accuracy in comparison to the otheMwaairs, i.e., (0.8V, 1.2V) and
(1.0V, 1.2V).

It can be observed that Multixd diagnosis scheme that uses aliq\éettings (shown int*"
main column of Tablé.7) achieves slightly better diagnosis accuracy than diagrais'0.8V
and 1.0V”. In terms of the number of exact callouts found kg ttho, the maximum difference

is 12 for all the circuits. On the other hand, the maximumedédhce in number of exact callouts
between diagnosis at allgy settings and at “0.8V and 1.2V" is 44 (in case of s15850). The
maximum difference is even higher, i.e., 104 (in case of 81#8comparison to the number of
exact callouts at “1.0V and 1.2V”". This experiment showd tha tester time, which is a crucial
parameter in the diagnosis cost can be reduced by 33% byirgaoyt diagnosis at “0.8V and
1.0V” only, while achieving very high (close to the overadldh) diagnosis accuracy.
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TABLE 5.9: Diagnosis at different \oltage pairs

@ 0.8V and 1.0V @ 0.8V and 1.2V @ 1.0V and 1.2V
CKT. | EXT | CNT | EMT | EXT | CNT | EMT | EXT | CNT | EMT
c432 417 | 40 43 | 416 | 41 43 | 357 | 39 | 104
c880 440 | 24 36 | 438 | 26 36 | 380 | 22 98
c499 409 | 18 73 | 408 | 19 73 | 364 | 14 | 122
c1908 | 383 | 70 47 | 376 | 77 47 | 325 | 79 96
c1355 | 423 | 25 52 | 419 | 29 52 | 378 | 30 92
s1488 | 377 | 81 42 | 375 | 83 42 | 285 | 109 | 106
s9234 | 268 | 95 | 137 | 270 | 93 | 137 | 218 | 87 | 195
c3540 | 420 | 53 27 | 416 | 56 28 | 352 | 70 78
s5378 | 347 | 78 75 | 344 | 80 76 | 279 | 92 | 129
c7552 | 426 | 42 32 | 426 | 42 32 | 343 | 55 | 102
s13207| 215 | 132 | 153 | 220 | 127 | 153 | 190 | 118 | 192
s15850| 348 | 120 | 32 | 316 | 152 | 32 | 323 | 83 94
s35932| 351 | 76 73 | 351 | 76 73 | 317 | 74 | 109
s38584| 371 | 74 55 | 366 | 79 55 | 312 | 80 | 108
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5.5.4 Diagnosisof Hard-Shorts Using Multi-Vyq Settings

The purpose of this experiment is to get an insight into diaggof hard-shorts in the context
of multi-V4q designs and make appropriate recommendations for diagnesich defects. The
same experimental set up is used for diagnosis as for thdviiosexperiments, but instead of
inserting random resistance range for each bridge, rasistealue is set to 0 Ohms for all the
selected bridges. In this experiment the number of tessaedimited by the number of bridges
extracted by the layout tool and listed in Tabld, however designs with more than 500 bridges
are restricted by 500 test cases.

The first part of experiment uses first two steps of the prapdgegnosis algorithm, i.e., Bridge
Intersection and Resistance Range Intersection at eatdgeatetting separately. For every de-
fect these two steps are carried out at each voltage settiegpéndently and results are compiled
to compare the diagnosis accuracy at each voltage settaige3.10tabulates the outcome of
this experiment in the same fashion as for Tablg It should be noted that the number of
exact callouts are in close proximity at all voltage setifgy all the circuits other than s13207.
Higher number of exact callouts are observed for s130272at than at other voltage settings,
as noted in first experiment. The number of empty calloutsals@ in very close proximity for
all the circuits, which suggests that injected defects m@NT group for defects that are not
uniquely identified (EXT group).

The second part of the experiment uses complete diagngsisthim across all voltage settings.
In this case, the tester response holds the failing pat®mmsall three voltage settings and cor-
responding primary output response as used for the secqedierent. Tablé.11tabulates the
outcome of this experiment using RRI, PRI and POM. In caseaod{shorts, while comparing
the number of EXT callouts with single voltage diagnosisb(é®.10, PRI shows up to 8.5%
improvement (in case of s5378, while comparing with diaggas 1.2V) over single voltage
diagnosis. However in case of resistive bridges this imgmaent is up to 32.8%, as shown in
Table5.8 Next we analyze the impact of POM in improving the diagnasisuracy, as it can be
seen that POM shows significant improvement over PRI and &bhniques, but this improve-
ment should not be entirely attributed to using more than\égesettings, as inserted defect
may be identified by POM using one of the threg;¥gettings.

In the light of this discussion it is fair to conclude that tiple voltage diagnosis shows higher
improvement for resistive bridges than for hard-shorts.
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TABLE 5.10: Diagnosis callout for Hard Shorts at Single voltagérsg

@ Vg4 0.8V @ Vgg 1.0V @ Vgg 1.2V
CKT. | EXT | CNT | EMT | EXT | CNT | EMT | EXT | CNT | EMT
c432 | 44 | 3 0 | 44| 3 0 | 44 | 3 0
c880 | 67 | 2 0o | 67 | 2 0o | 67 | 2 0
c499 | 72 | 13| 0 | 72| 13| 0o | 72| 13 | O
cl908 | 63 | 34 | 1 | 67 | 30 | 1 | 67 | 30 | 1
c1355 | 71 | 9 o | 72| 8 o | 72| 8 0
s1488 | 306 | 127 | 2 | 323|110 | 2 |332] 101| 2
s9234 | 0 | 188| 35 | O | 190| 33 | O | 190 | 33
c3540 | 286 | 76 | 1 | 287 | 75 287 | 75
s5378 | 96 | 199 | 10 | 97 | 199 99 | 197
c7552 | 464 | 29 | 7 | 465 | 28 465 | 28
s13207| 63 | 214 | 81 | 63 | 215 | 80 | 140 | 138 | 80
s15850| 0 | 491 0 | 491 0 | 491
$35932| 383 | 115 383 | 115 383 | 115
$38584| 381 | 115 383 | 113 382 | 114
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TABLE 5.11: Diagnosis callout for Hard Shorts at Multiple voltagiting

RRI PRI POM
CKT. EXT | CNT | EMT | EXT | CNT | EMT | EXT | CNT | EMT
c432 44 3 0 44 3 0 46 0
€880 67 2 0 67 2 0 67 0
c499 72 13 0 73 12 0 84 0
c1908 | 67 30 1 67 30 1 87 10 1
c1355 | 72 8 0 73 7 0 80 0 0
s1488 | 334 | 99 2 343 | 90 2 401 | 32 2
s9234 0 190 | 33 15 | 175 | 33 | 147 | 43 33
c3540 | 288 | 74 301 | 61 344 | 18
s5378 | 101 | 195 125 | 171 277 | 19
c7552 | 467 | 26 469 | 24 487 6
s13207| 143 | 136 | 79 | 146 | 133 | 79 | 191 | 88 79
s15850| O 491 39 | 452 436 | 55
s35932| 383 | 115 383 | 115 477 | 21
s38584| 383 | 113 383 | 113 445 | 51
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TABLE 5.12: Diagnosis callout for Resistive Bridges at Singldagé setting
@ Vgq 0.8V @ Vgq 1.0V @ Vgq 1.2V

CKT. EXT | CNT | EMT | EXT | CNT | EMT | EXT | CNT | EMT
c432 422 | 78 355 | 100 | 45 | 316 | 97 87

c499 406 | 94 362 | 81 57 | 309 | 83 108
c1908 | 381 | 119 333 | 119 | 48 | 285 | 113 | 102
c1355 | 430 | 70 388 | 68 44 | 340 | 71 89

s9234 | 198 | 302 164 | 256 | 80 | 137 | 235 | 128
c3540 | 383 | 116 320 | 129 | 51 | 281 | 115 | 104
s5378 | 259 | 240 204 | 237 | 59 | 168 | 213 | 119
c7552 | 411 | 89 334 | 96 70 | 286 | 82 132
s13207| 228 | 270 193 | 251 | 56 | 187 | 202 | 111

NIO|FRrI PO OlO|O|O

55.5 Impact of High Resolution Test on Diagnosis Accuracy

The aim of this experiment is to show the impact of test sizaliagnosis accuracy. In this
experiment, we have used 2000 pseudo-random test pattetimgs that of test size used in
previous experiments) at eachg/setting. Dictionaries are generated using the same flow as
shown in Figures.8 and explained in sectiof.5. The defects are randomly injected and are
detectable at least at one voltage setting, which is whafld&GAnormally aims to target during
test generation.

Table5.12 shows the results of diagnosis callout at single voltagengetising first two steps
of the diagnosis algorithm, i.e., Bridge Intersection amsiRtance Range Intersection. As ex-
pected, for all the circuits shown in Tallel2the diagnosis accuracy has improved in compar-
ison to results shown in Tab®5, primarily due to increased test size.

In the second part of the experiment, complete diagnosigithogn is used and results are shown
in Table5.13 As can be seen from Tabk13 multiple voltage diagnosis shows significant
increase in the number of Exact callouts in comparison tglsimoltage diagnosis (shown in
Table5.12. For PRI step, the %age increase in the number of Exactutalis up to 22.4%
(as for s5378) over single voltage (U.Bdiagnosis. These results are further improved by the
POM step, which shows up to 38.2% increase (as for s5378ginuimber of Exact callouts in
comparison to single voltage diagnosis.

The key observation of this experiment is that better diagncan be achieved with a large (high
resolution) ATPG test set. It should be noted that for sivgléage diagnosis highest accuracy
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TaBLE 5.13: Diagnosis callout for Resistive Bridges at Multiptdtage settings

RRI PRI POM
CKT. EXT | CNT | EMT | EXT | CNT | EMT | EXT | CNT | EMT
c432 428 | 72 0 445 | 55 0 473 | 27 0
c499 406 | 94 0 442 | 58 0 480 | 20 0
c1908 | 398 | 102 0 439 | 61 0 465 | 35 0
c1355 | 431 | 69 0 447 | 53 0 471 | 29 0
s9234 | 198 | 302 0 284 | 216 0 375 | 125 0
c3540 | 389 | 111 0 445 | 55 0 474 | 26 0
s5378 | 263 | 237 0 371 | 129 0 450 | 50 0
c7552 | 412 | 88 0 441 | 59 0 467 | 33 0
s13207| 246 | 254 0 303 | 197 0 355 | 145 0

is achieved at the lowest (078 voltage setting, which can be further improved by multiple
voltage diagnosis. Inlifgelsson 2009, it was shown that for 8 out of 12 multi)4 designs,
100% bridge defect coverage can't be achieved at singlag®lsetting. The study shows that
most amount of bridge defect resistance is covered by tElsiwest Vyq setting (0.87), however
for 100% defect coverage it is essential to generate testiglaer Vg settings. The proposed
multi-V gq diagnosis approach capitalizes on these findings and ashaxerall high diagnosis
accuracy by using multiple voltage settings.

5.6 Concluding Remarks

Low power ICs employing multiple-y designs are commonly used in hand-held devices. De-
veloping effective diagnosis capabilities for such ICsiportant for today’s competitive mobile
electronics. This work is based on cause-effect diagnokhismnse using a simple pass/fail dictio-
nary to minimize memory storage, however conclusions dittwmaugh the experiments reported
in this work are expected to hold if a complete dictionaryt thees complete faulty responses or
if an effect-cause diagnosis procedupdfamovici and Breuerl98Q Abramovici et al, 1999

is used. This work has addressed for the first time diagndsisutiiple-Vyq ICs and proposed
a novel multi-Vyg diagnosis algorithm to exploit the information from all taje settings to
achieve higher diagnosis accuracy. This work provides afgconcept that Multi-\q diag-
nosis can improve diagnosis accuracy over singlg-dfagnosis. In addition, it recommends a
way to reduce diagnosis cost by carrying it out at {0.8.0V) Vyq settings and still achieve
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high diagnosis accuracy. The improved diagnosis accutatifies the usage of test patterns at
more than a single-y setting. Lastly, it shows experimental results to esthhtimt Multi-Vqq
diagnosis is more effective for resistive bridges than tmdkshorts.
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Conclusions and Future Wor k

The last decade has witnessed a tremendous increase inmtamdl®f hand-held devices, for
example, PDAs, laptops and smart-phones. For these debiattsry life is an important con-
straint limiting the support for additional features in Budevices and researchers around the
world have put their efforts together to extend it using lpawer design techniques. Low-
power design techniques aim to increase the battery liféevgltipporting the demand for addi-
tional features in such devices. The miniaturization of C84@ocess nodes has enabled higher
integration of transistors per silicon die, but unforthatthe number of pins per die available
for testing these devices do not increase at the same radkngdeto higher cost of manufacturing
test. In the electronics industry, a widely accepted “rdlé@ indicates that the cost of detect-
ing a bad component increases by 10 times at each level ahbfsérom wafer to package,
to board, and finally to system level) putting even more stosmanufacturing test techniques
demanding continuous innovation to keep the cost of maturiag test low. This has led to the
development of more sophisticated DFT techniques that @iraduce the rising cost of manu-
facturing test. The contributions presented in this thpsgiside new and cost-effectitest and
diagnosissolutions for designs employing multigy'settings, which are summarized in the next
section followed by proposed future work.

6.1 ThesisContributions

Multi-V 4q is an effective low power design technique commonly empldagenand-held devices
that varies the supply voltage and operating frequency afsigd according to the workload.

143
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Manufacturing test of such devices poses new challengemubeaertain physical defects be-
come active at a specific supply voltage settings and staypalurotherwise. Resistive bridge
defect is a dominant defect type in deep submicron desigmisetkhibits \jg-dependent de-
tectability. The first objective of this thesis met by analysing the )-dependent detectability
of resistive bridge defect using three operating voltagess found that the lowest operating
voltage achieves the highest detectability (fault coveyabut to achieve 100% fault coverage,
majority of circuits (16 out of 22) require test at more thare @oltage setting. This means that
the ATE (Automatic Test Equipment) will have to switch beemaifferent voltage settings to
apply the test, incurring test cost due to switching ovedresad degradation of test compaction
quality.

The Vyg-dependent detectability of resistive bridges preserdaiariges for the existing test and
diagnosis techniques for the following two reasons: 1) ixgsDFT techniques use repetitive
tests at several §4 settings to achieve 100% fault coverage. Repetitive taste\eral g
settings are undesirable as it increases the manufacttestgcost; 2) All existing diagnosis
techniques use a singlegysetting for diagnosing resistive bridges that exhihit‘dependent
detectability, which may reduce the diagnosis accuraactiffg subsequent design cycle and
yield. This thesis presents the first detailed investigatia reducing test cost and improving
diagnosis accuracy, while considering multij\designs in the presence of resistive bridges.

The test cost is reduced by exploiting an observation noyedablier publications that a high
percentage (generally 80% or above) of resistive bridgedaigfare detectable at the lowest
operating \4q setting. This thesis proposes two new and cost-effectivé te€hniques to further
increase the percentage of detectable logic faults at Whesiio\Vyg setting, thereby reducing test
cost by avoiding the need to apply repetitive test at sewégalsettings. The two techniques,
test point insertiorandgate sizingare proposed to address tHé @bjective of the thesis. These
two techniques were discussed in Cha@tand Chapte# respectively.

The test point insertion technique was discussed in Ch&ptehich is the first technique to
reduce the number of testyysettings without affecting the fault coverage of the oragitest.
TPI capitalizes on the observation that each resistivegbridefect consists of a large number
of logic faults, including both detectable and non-deteletdogic faults. It targets resistive
bridges requiring test at highergysettings, and converts specific un-detectable logic failts
the lowest \{q setting into detectable logic faults by the help of test piffest points provide
additional controllability and observability at the faslte thereby reducing the number of test
V 4q Settings by improving the testability of the design. Thepmsed TPI technique performs a
detailed analysis using signal probabilities of nets aiglghalysis is used to select the minimum

LAll objectives are listed on page5i
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number of logic faults that are likely to cover NRINEV intefs at the lowest Wy setting using
a minimum number of test points. In this way, the proposedt@€tnique targets all NRINEV
intervals and the number of tesyy/settings is reduced. Once the number of tegt&éttings is
reduced, the proposed technique attempts to reduce theemwhtest points. This is achieved
by identifying common nets in the design to provide the saorgrollability and observability
to all fault sites requiring test points, thus reducing thenber of test points, i.e., control points
and observation points are minimized without affectingfthét coverage.

Experiments are conducted using ISCAS-85, ISCAS-89, a@d9% benchmarks, and in total
23 designs. All experiments are conducted using thrges¥ttings, and 21 out of 23 designs
require multi-Vjyq test settings for 100% fault coverage. Experimental resshiow that the
proposed TPI technique is able to achieve a singjgt®st for 10 designs that otherwise require
two or more test Wy settings. Similarly, the proposed TPI technique has redlac®ther set
of 10 benchmark designs to two tesfg\settings that otherwise require three tegg ¥ettings.
However, it couldn’t reduce any testgy setting for 1 benchmark design. In terms of area
overhead due to added test points, it has adddd) test points to the large majority of circuits.
On average (considering all designs) the proposed TPI igaebrhas added 6.7% additional
gates. The added test points have shown negative effectmamgti and similarly the power
consumption of the design has also increased in comparistiretoriginal design. It is well-
known in the test community that added test points improudt faoverage of the design at the
cost of timing, area and powehpramovici et al, 1998 Touba and McCluskey1996 Pomeranz
and Reddy1998.

The proposed TPI technique has shown encouraging resusniis of reducing the number of
test Vjyq settings. However, it couldn’t achieve singlggtest for all designs, therefore Chapter
of this thesis has proposed another more effective techrigueduce the number of testy
settings. The second technique exploits the observatatrttib resistance interval covered by a
detectable logic fault can be increased by changing the dirength of gates driving the bridge
and uses$ate Sizingo increase the drive strength of gates driving the bridde groposed gate
sizing technique works on the principle of covering (i.empletely overlapping) the resistance
range greater than or equal to that of the NRINEV intervat (fefinition of NRINEV, see
Sec.3.]) at the lowest Vg setting. This is achieved by increasing the resistanceerafica
detectable logic fault at the lowesgysetting such that it covers a higher resistance range than
that of the NRINEV interval. The gates driving the bridge ezesized and the number of test
V 4q Settings are reduced.

The proposed gate sizing technique has been implementeagdogifferent algorithms, which
are distinguished by the process of gate identificationdptacement. In other words, the two
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algorithms solve the following question differently, j.&ow to identify a bridge location re-
quiring test at a higher ¥4 setting from a given list of bridge locations? Just like TiRE first
Deterministic Algorithminvokes a test generator to identify the set of bridges regyiest at
higher Vg settings, this algorithm returns an accurate set of bridigest is computationally
expensive as the test generator is a SAT-based ATPG withmexytial worst case complexity.
Therefore the second algorithm attempts to reduce the catigu effort by using a probabilis-
tic estimate that determines the likelihood of each bridgmtion to be detected at a higher
test Vyq setting. Since bridges requiring higheggsettings for detection are only targeted for
gate replacement. The secdhrbbabilistic Algorithmuses a set of criteria based on probabilis-
tic estimate, which is developed by analysing 23 differesgigins from ISCAS-85, ISCAS-89,
and ITC-99 benchmarks, which is used to categorize thesétting of each bridge location.
The algorithm selectively uses a test generator where tigapilistic estimate is inconclusive.
Probability based categorization reduces the need of ingake test generator for each bridge
location, thereby speeding up the gate sizing technique pféposed gate sizing technique (im-
plemented by the two algorithms) reduces the number of gates replaced by identifying and
replacing common gates across all bridge locations thaiinetigh Vg test. This is followed
by test generation on the modified netlist that returns siinfg} test.

Experimental results show that the proposed gate sizinmigae is able to achieve singley
test for all designs that otherwise require two or more tegt 9éttings, without affecting the
fault coverage of the original design. In terms of compotatime, the Probabilistic Algorithm
results in a significant speed up for a large majority of étecand reduces runtime by up to
50%, when compared with the Deterministic Algorithm. Thauetion in runtime is especially
noticeable for larger designs. In terms of timing, area anelgy, the proposed gate sizing (GS)
technique has improved timing for some designs, in comgarie the original design due to
gate replacement by bigger and faster gates; the timingmeaince is better when compared
with TPI for all designs. The proposed GS technique has al sme overhead in comparison to
the original design, but it is lower than that of TPI for alkins. This is because, on average for
all designs, it replaces only 3% of total gates. Similatig power consumption of GS modified
designs is always lower than those modified by the TPI, homi¢ve higher than the original
design. This is because of the bigger load capacitance ghdtlieakage current of bigger gates
replaced by the proposed GS technique.

The two proposed techniques (TPl in Cha@eand GS in Chaptet) provide novel solutions to
reduce the number of testgysettings without affecting the fault coverage of the origitest,
thereby reducing the test cost of designs operating at phettioltage settings, while targeting
a dominant defect type, i.e., resistive bridge defect. Thedépendent detectability of resistive
bridges demands revisiting existing diagnosis technigassll existing diagnosis techniques
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employ a single ¥y setting for fault localization and therefore diagnosis afltinV 44 designs
imposes a challenge for defects exhibiting supply voltaggeddent behavior as that may affect
failure analysis with negative implications on subsequissign cycle.

Chapter5 addresses theé®Bobjective of this thesis by proposing a new and cost-effedtch-
nigue for efficient diagnosis of multi-)4 designs in the presence of resistive bridge defects.
Using a cause-effect diagnosis technique with pass/filautiaries, the proposed diagnosis tech-
nigue capitalizes on resistance range detection of allesisg bridges at each of the operating
V4q Settings to narrow down the list of suspected candidatagligadmproving the diagnosis
accuracy. The cost-effectiveness of the proposed tecangachieved by identifying the most
useful Vyq settings that achieve the same accuracy, while reducihgpesication time (TAT).

Experiments are conducted using ISCAS-85 and ISCAS-8%meark designs and experimen-
tal results show that for single voltage diagnosis, the kiWwgqy setting is the most effective
one, and achieves highest diagnosis accuracy while caivgdgingle V4 diagnosis. However,
the accuracy can be improved by as much as 72%, by using tpeged multi-\4g diagnosis
technique that takes into account resistance range deteatiall operating Yy settings. Di-
agnosis at all operating g settings may increase diagnosis cost by increasing tefitafqn
time (TAT). Therefore experiments are conducted to idgritie most useful Vg settings (or
combination of \4q settings) that show very high diagnosis accuracy usingaWwest two \4q
settings. The lowest two ) settings achieve very high (close to the overall best) diagn
accuracy thereby reducing diagnosis cost of resistivegbridefects. This work also analyses
hard-shorts (bridges withQ resistance) and experimental results show that the diggaosu-
racy has little variation across different voltage settifigr this class of defects, and therefore
any Vyq setting can be used just as well without affecting diagnascuracy.

The contributions presented in this thesis provide noeddyvant and cost-effectitest and diag-
nosissolutions for designs employing multigy/'settings, while targeting resistive bridge defects
that exhibit \jjg-dependent detectability. The conclusions drawn in thésithare supported by
extensive analysis using an advanced parametric briddfenfimael, state-of-the-art EDA tools,
widely-used benchmark designs and in-house softwarefgalyi developed to generate realis-
tic data to meet the last objective of this thesis. It is hoihed the test and diagnosis techniques
proposed in this thesis will make useful contributions tagathe development of future EDA
test tools.
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6.2 FutureWork: PV-Aware Test

CMOS fabrication process variation has been taken for gdafr years and over many scaled
technology nodes. Fabrication process variation is mainly to sub-wavelength lithography,
random dopant distribution and line edge roughness andtaffiee transistor threshold voltage
Vr, oxide thickness, and its geometry (W, Bdrnstein et a).2004. As silicon manufacturing
processes scale to and beyond the 65nm node, processoradati no longer be ignore®py

et al, 2006a Mak. and Nassjf2006. It has been demonstrated that it is possible to control the
impact of process variation on circuit performance and pdweugh process-tolerant design
and improved fabrication techniqueBHunia et al. 2007H. Variation-aware test, on the other
hand, which is the focus of this research is a new area thairisrttly receiving considerable
attention world-wide. There is a general consensus betwaeéous EDA vendors that existing
manufacturing test methods appear to be affected by thiedion process and operating power
supply voltage variation and is therefore less effectivadeting nanoscale ICs. There is a great
deal of novel work to be undertaken in this new research amdattds project aims to make
a significant contribution to the topic of variation-awarsrsconductor test. The test research
group at the University of Southampton has been an early epgliayer in this new area and is
well-qualified to undertake the proposed research (Beelsson 2009 Ingelsson et al.2008
2009).

Once a design has been functionally verified, the next sege fabricate it. Conventionally,
an IC is tested at the time of fabrication to find manufactiimperfections. The testing of
an IC is the process of exercising the circuit with test pagté€collections of logical 1s and 0s)
and analyzing its response to determine whether it beharesatly, with the aim of preventing
the delivery of defective parts to customers. This projedbcused on new manufacturing test
methods that minimize test escapes (undetected logic dag fAilts) introduced by variation
in the fabrication process and operating power supply geltarhis is needed to increase the
shipped-product quality for today’s high-density nanoendCs. Faults are used to model fab-
rication defects that can lead to physical failures. Anreisdhe manifestation of a fault in the
circuit. The purpose of manufacturing testing is to detketfawults by forcing them to be mani-
fested as errors, e.g. incorrect outputs. A fault model istetraction of a physical defect which
can be used to determine the effect (error) of the correspgrikfect at the output of the circuit
under test. The advantage of modeling physical defectsgisaloand delay faults is that the
problem of fault analysis and test generation is simplifigébstracting the complex analogue
behaviour to binary digital behavioRpy et al, 20064. Commonly used fault models include
stuck-at faults, delay faults, and bridging faults. Witmtitouous scaling in process technology,
we have ICs that offer high clock frequencies, low power aigth kensity. However, advances
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in technology have also led to more manufacturing defeagypith the most prominent being
resistive shorts or bridging (resistive connection betwe nodes either within logic gate, or
between outputs of different logic gates) and resistivenefgesistor between two circuit nodes
that should be connected). According to the ITRS 2Q0R][ 2009, the frequency of resistive
open and resistive short (RORS) defects increases witmodmfly scaling. As an example, an
industrial study estimated RORS account for as much as 588 defects Montanes et a).
2007 found in an IC fabricated using 130nm. RORS defects altet@hdelay performance and
change the logic function leading to IC failures, and thenethey are aggressively targeted by
industry during manufacturing test. The considerabledase of RORS defects in nanometer
ICs are due to the presence of many interconnection layerajrgg number of connections be-
tween each layer, and denser interconnection lines andtiedikely to become more prominent
in next generation process technologiBs, 2009.

An overview of the state-of-the-art research in RORS defedting including our preliminary
research is discussed next, which forms the basis for thpopeal research. Over the last couple
of years fault models and test generation methods for RORStdehave been reported in the
literature, recent examples includerjgelke et al.2006k Arumi et al, 2008H. As a result of
growing industry concerns, commercial Automatic Testd?atiGeneration (APTG) methods
and tools targeting RORS defects have become availablathgoe.g. Synopsys TetraMax and
Mentor Graphics FastScan. Whilst significant progress kas Imade on how to detect RORS
defects effectively, recent academic and industrial mebe&s showing that these defects are
sensitive to variation in the operating power supply vatagompromising their detectability.
One example we have demonstrat&hiirsheed et gl.200§ is that resistive shorts change
their logical behaviour with varying 4 and unless this ¥-dependent behaviour is addressed
during test generation, loss of defect coverage occurdigao reduced IC yield and reliability.
Another exampleKruseman and Heiliger2006 from industry considered resistive opens and
shown how such defects are better detected at elevaigdhigher than nominal operating
power supply Mg). We have also demonstratebhdelsson et al.2008 2009 how resistive
shorts are sensitive to fabrication process variation WTl., TOX) leading to new logical
faults induced by such variation which are missed during t&here is further evidence that
process variation introduces additional delay failuresep®rted in Lu et al, 2005 and more
recently by IBM [lyengar et al.2007 and Tl [Devanathan et gl20074. It should be noted
that current commercial ATPG methods and tools do not talcedansideration the variation
in fabrication process and operating power supply voltagind test generation (i.e. variation-
unaware) which is the main focus of the proposed research.

Recent research including that presented in this thesisyskthat logical and delay behaviour
of RORS are sensitive togd [Khursheed et al2008 and to process variationrgelsson et aJ.
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2008 Lu et al, 2005 lyengar et al.2007, Devanathan et al20074 and therefore new high qual-
ity manufacturing test methods targeting such defects eeded to minimize test escapes and
to increase the shipped-product quality for nanometer T®& key objectives of the proposed
research include the following:

1. Develop structural fault models for resistive open arsistere short (RORS) defects to
predict accurately their logical and timing behaviour undecess and power supply
voltage (PV) variation;

2. Analyse using the developed fault models the effects of/&\ation on the defects’ be-
haviour to identify the variation-induced logic and delaylts that need to be targeted
during test pattern generation to improve fault coveragkraduce test data volume;

3. Develop PV variation-aware test pattern generation atstiistatic and dynamic) for logic
and delay tests leveraging the identified variation-indufailts to improve test quality
(less test escapes) and reduced test cost (less test sipplitae);

4. Investigate the impact of PV variations on diagnosis eamuusing the developed fault
models to develop a robust diagnosis technique taking Pidti@ms into account.

The produced manufacturing defect models and test patwmargtion methods from the re-
search programme will help to establish the scientific fatioth required for the development
of next generation process and voltage (PV) variation avestanethods and tools for nanoscale
integrated circuits. This is highly novel research sincéheobest of our knowledge, at present
there are no reported PV variation aware fault models fasties open and resistive short de-
fects. Such models will facilitate the development of mdfieient test generation methods in
terms of higher defect coverage (better test quality) wégslvolume of test data (lower test
time) when compared with the state-of-the-art delay teshous reported inlu et al, 2005
lyengar et al.2007, Devanathan et gl200743, and the only reported basic logic test method
reported by uslhgelsson et al200§. This research proposal is timely and responds to present
and future industrial needs. This is because the avatialifieffective and low-cost test meth-
ods developed specifically to mitigate the impact of PV \aaare of paramount importance if
the test cost of nanometre ICs is to remain acceptable fdritdy competitive microelectron-
ics industry. The outcome from this research would be praktest solutions that are attractive
to both industrial exploitation and further academic resea



Appendix A

L ogic Threshold Calculation

The logic threshold of a gate input is used in experimentseterdhine the critical resistance
of a logic fault, see SectioR.1.1for detailed description of critical resistance calcwati The
logic threshold of a gate input is defined as the input vol@g&hich the voltage at the output
reaches half of the supply voltage, while keeping all othputs of the gate at non-controlling
value(s) Begura et a]1998. FigureA.1 illustrates the logic threshold calculation for one of the
two inputs of a nand gate.

In this thesis all experiments are conducted using @115T Microelectronics gate library.
Logic threshold is calculated for every input of all gateshia gate library, which is then stored
in a database. For a given bridge location, this pre-compiktabase is used in experiments
to determine the critical resistance of a logic fault. Fegar2 shows the tool flow to calculate
the logic threshold of each gate in the library. As can be st#engate library provides the
transistor level SPICE description of a gate with ‘m’ inpwtgich is used to calculate the logic
threshold of each gate input ‘i, wheresim, at each of the threegy settings (i.e., 0.8V, 1.0V,
1.2V) respectively. For a given gate input ‘', the tool deténes all ‘k’ non-controlling input

Vaa

_w v
dd

1 — 2

FIGURE A.1: Logic threshold calculation of a two input Nand gate.
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TABLE A.1: Simulated logic threshold of gates using the tool flowvsh in FigureA.2.

Input A Input B

Gate 1.2v|10v |08V | 1.2V | 1.0V | 0.8V

Two Input AND 0.52 | 0.44 | 0.36 | 0.54| 0.46 | 0.37

Two Input NAND || 0.52 | 0.45| 0.37 || 0.55| 0.46 | 0.38

Two Input OR 06 | 0.49| 0.39 || 0.56 | 0.47 | 0.38

Two Input NOR 06 | 05| 04 | 0.56 | 0.48 | 0.39

Inverter 0.55| 0.46 | 0.38

combinations of the gate and for each combinatioa %', it determines the logic threshold
using Spectre simulation and records the input voltage attwthe output of the gate reaches
half of the supply voltage. In a similar way, logic thresh@aalculated for all non-controlling
input combinations ‘k’ of a gate input ‘i". Logic threshold the input ‘i’ is calculated by taking
an average over all logic threshold values and the databagmlated for input ‘i’ at a given ¥4
setting. In this way, the tool generates the logic thresloblithe gate input for all Wy settings
and this procedure is repeated for all inputs in’.

This tool flow is used to calculate logic threshold of 140alifint gates with various number of
inputs. As an illustration, Tabla.1 shows the calculated logic threshold of five different gates
at three \q settings using the tool flow shown in Figute2.
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FIGURE A.2: Tool flow for calculating logic threshold of a gate.



Appendix B

Multi-Voltage Test Generation

The Multi-Voltage Test Generator (MVTG) is used for test getion in experiments reported
in Chapter3 and Chapted. MVTG was developed by Dr. U. Ingelsson as part of his PhD
thesis [ngelsson 2009. It was developed for detecting non-feedback bridge faultdesigns
operating at more than onegysetting. The MVTG is capable of generating a test for all
detectable logic faults and guarantees 100% fault covdrmagesistive bridge faults. The tool
flow of the MVTG is shown in Figur®.1. It can be broadly categorized into two parts: 1) Logic
fault generator and 2) Test pattern generator.

For a given bridge location andgy setting, the logic fault generator determines the boolean
values at the fault site for a range of resistance value. Tdwehn values at the fault site
includes inputs values to the gates feeding the bridge amddlolean values interpreted by
the gates driven by the bridge. This information along witl Yyq4 setting (of operation) and
covered resistance range is stored in a data structurel dadjec state configuration (LSC). The
boolean value interpreted by the gates driven by the brisdgalculated by carrying out a DC
sweep over a resistance rangf,oo) using Cadence Specir¥ and the logic threshold values
of the driven input (see Appendik for details) is used to determine the cut-off point between
faulty and fault-free gate behavior. Since Spectre sinaigirocess for logic fault generation is
time consuming and can seriously bog down the test generptaress, therefore a database is
created as a pre-processing step of test generation (FBglixeThe database holds the voltage
values on the nets affected by the bridge for a range of eegistvalues at a givengy setting
and gate input(s) feeding the bridge. During test genardtie logic fault generator accesses
the database, usinggysetting and gate input values as a database key, and getslthges on
the bridged nets for a range of resistance values. It themthgdogic threshold values (stored
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in another database as discussed in AppeAdliaf the driven gate inputs to determine the exact
logic fault behavior at the fault-site and returns one orend8Cs to the test pattern generator.

The test generator uses the list of LSCs generated by theflgt generator for a given bridge
location, and generates a test pattern for each LSC thanglisshes the faulty behavior of a
design from fault-free behavior. The MVTG uses ZChafthaff 2007 (SAT solver) for test
pattern generation that propagate the fault effect to thmgry output(s) and justifies the logic
values of the fault site at the primary inputs of the desigme fest pattern generator targets each
LSC and returns a test pattern for each detectable logitdaditherefore results in test patterns
with overlapping detectable resistance ranges and sorhe ¢d$t patterns are un-necessary that
can be removed without affecting the fault coverage of tee t8uch test patterns are removed
from the test set during the final step shown as “Test pattelecson” in FigureB.1. Test
size is reduced by using linear programming based minimuneaeer techniquelP, 2009
that ensures that resistance range coverage remains tleebyansing minimal number of test
patterns. The program finally terminates by generating #i+woitage test set that ensures 100%
bridge fault coverage.
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FIGURE B.1: Multi-Voltage Test Generation (MVTG) flowrigelsson2009.



Appendix C

| SCASand I TC Benchmarks

Experiments reported in this thesis use ISCAS-85, ISCAS+8BITC-99 benchmark designs.
TableC.1 and TableC.2 show all circuits used, along with the total number of gapesnary
inputs, primary outputs and total number of flip-flops in edekign. As can be seen, all ISCAS-
85 benchmarks used in this work are combinational desighie Wwenchmarks in ISCAS-89 and
ITC-99 are sequential designs. Sequential designs arerento full-scan design and therefore
all benchmarks used in this thesis are full-scan design. bEmehmarks are synthesized using
ST Microelectronics 0.12m cell library, and the two tables show the post-synthesie gaunt

of each design. The default options of Synopsys Design Gemguie used for synthesis.
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TABLE C.1: ISCAS-85 and ISCAS-89 benchmark designs

No. of No. of No. of No. of

S.No. | Design | Gates | Primary Inputs | Primary Outputs | Flip Flops
ISCAS-85 benchmarks[Hansen et a].1999
1. c432 93 36 7 0
2. c880 161 60 26 0
3. c499 187 41 32 0
4, c1908 | 205 33 25 0
5. c1355 | 226 41 32 0
6. c2670 | 269 233 140 0
7. c3540 | 439 50 22 0
8. c7552 | 731 207 108 0
ISCAS-89 benchmarks[Brglez et al, 1989

9. s344 62 9 11 15
10. s386 63 7 6
11. s382 74 3 21
12. s1488 281 8 19 6
13. s9234 434 19 22 228
14. s5378 | 578 35 49 179
15. s13207| 1064 31 121 669
16. s15850| 1578 14 87 597
17. s35932| 3689 35 320 1728
18. s38584| 5133 12 278 1452
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TABLE C.2: ITC-99 benchmark designs

No. of No. of No. of No. of
S.No. | Design | Gates | Primary Inputs | Primary Outputs | Flip Flops

I TC-99 benchmarks[Corno et al.200Q
19. b01 26 2 2 5
20. b02 15 1 1
21. b03 63 4 4 30
22. b04 208 8 11 66
23. b05 315 1 36 34
24, b06 33 2 6 9
25. b07 170 1 8 49
26. b08 86 9 4 21
27. b09 75 1 1 28
28. b10 88 11 6 17




Appendix D

SPICE Models

All experiments reported in this thesis utilize ST Micragtenics 0.12m gate library. In the
following, SPICE description of three gates (Inverter, NANNOR) is presented to provide
library specific information.

/I Inverter
subckt ivhsx05 ( a z gnd vdd )

xmnO ( z a gnd gnd ) enhsgp_bs3ju w=0.260u 1=0.130u ad=0.152p
+ as=0.145p pd=1.470u ps=1.340u

xmp0 ( z a vdd vdd ) ephsgp_bs3ju w=0.470u 1=0.130u ad=0.260p
+ as=0.290p pd=2.550u ps=2.780u

cl ( vdd gnd ) capacitor ¢=0.119f
c2 ( gnd gnd ) capacitor c=0.809f
c¢3 ( z gnd ) capacitor ¢=0.075f
c4 ( a gnd ) capacitor ¢=0.263f
cl2 ( vdd gnd ) capacitor ¢=0.105f
cl4 ( vdd a ) capacitor ¢=0.004f
c23 ( gnd z ) capacitor ¢=0.125f
c24 ( gnd a ) capacitor ¢=0.114f
¢34 ( z a ) capacitor ¢=0.118f

ends ivhsx05
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/I Two Input NAND Gate

subckt nd2hs ( a b z gnd vdd )

xmnO ( netl5 a gnd gnd ) enhsgp_bs3ju w=0.640u 1=0.130u ad=0. 061p
+ as=0.305p pd=0.190u ps=2.870u

xmnl ( z b netl5 gnd ) enhsgp_bs3ju w=0.640u 1=0.130u ad=0.21 8p

+ as=0.061p pd=1.320u ps=0.190u

xmpO ( z a vdd vdd ) ephsgp_bs3ju w=0.770u [=0.130u ad=0.192p
+ as=0.471p pd=1.130u ps=4.130u

xmpl ( z b vdd vdd ) ephsgp_bs3ju w=0.770u 1=0.130u ad=0.192p
+ as=0.471p pd=1.130u ps=4.130u

cl ( vdd gnd ) capacitor c=0.145f
c2 ( gnd gnd ) capacitor c=0.902f
¢4 ( z gnd ) capacitor ¢=0.109f
c¢5 ( a gnd ) capacitor ¢=0.135f
c6 ( b gnd ) capacitor ¢=0.136f
cl2 ( vdd gnd ) capacitor ¢=0.139f
cl4 ( vdd z ) capacitor ¢=0.022f
cl5 ( vdd a ) capacitor ¢=0.002f
cl6 ( vdd b ) capacitor ¢=0.002f
c24 ( gnd z ) capacitor ¢=0.188f
c25 ( gnd a ) capacitor ¢=0.070f
c26 ( gnd b ) capacitor ¢=0.066f
c45 ( z a ) capacitor ¢=0.106f
c46 ( z b ) capacitor c=0.142f
c56 ( a b ) capacitor ¢=0.133f

ends nd2hs
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/I Two Input NOR Gate

subckt nr2hs ((a b z gnd vdd )

xmnO0 ( z a gnd gnd ) enhsgp_bs3ju w=0.340u 1=0.130u ad=0.116p
+ as=0.323p pd=0.995u ps=3.445u

xmnl ( z b gnd gnd ) enhsgp_bs3ju w=0.340u 1=0.130u as=0.323p
+ ad=0.116p ps=3.445u pd=0.995u

xmpO ( net028 a vdd vdd ) ephsgp_bs3ju w=1.050u [=0.130u ad=0
+ as=0.689p pd=0.250u ps=4.990u

xmpl ( z b net028 vdd ) ephsgp_bs3ju w=1.050u 1=0.130u ad=0.4
+ as=0.131p pd=3.180u ps=0.250u

cl ( vdd gnd ) capacitor c=0.139f
c2 ( gnd gnd ) capacitor ¢=0.902f
c¢3 ( z gnd ) capacitor ¢=0.137f
c¢5 ( a gnd ) capacitor ¢=0.121f
c6 ( b gnd ) capacitor ¢=0.121f
cl2 ( vdd gnd ) capacitor ¢=0.133f
cl3 ( vdd z ) capacitor ¢=0.051f
cl5 ( vdd a ) capacitor ¢=0.002f
c23 ( gnd z ) capacitor ¢=0.238f
c25 ( gnd a ) capacitor ¢=0.061f
c26 ( gnd b ) capacitor ¢=0.060f
¢35 ( z a ) capacitor ¢=0.113f
c36 ( z b ) capacitor c=0.117f
c56 ( a b ) capacitor ¢=0.105f

ends nr2hs

131p

23p
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