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#### Abstract

Scheduling has become a major field within operational research with several hundred publications appearing each year. This paper explores the historical development of the subject since the mid 1950s when the landmark publications started to appear. A discussion of the main topics of scheduling research for the past five decades is provided, highlighting the key contributions that helped shape the subject. The main topics covered in the respective decades are combinatorial analysis, branch and bound, computational complexity and classification, approximate solution algorithms, and enhanced scheduling models.
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## 1 Introduction

Scheduling is one of the most widely researched areas of operational research, which is largely due to the rich variety of different problem types within the field. A search on the Web of Science for publications with "scheduling" and "machine" as topics yields over 200 publications for every year since 1996, and 300 publications in 2005, 2006 and 2007. Arguably, the field of scheduling traces back to the early twentieth century with Gantt (1916) explicitly discussing a scheduling problem. However, it was about forty years later that a sustained collection of publications on scheduling started to appear. Nevertheless, scheduling has a long history relative to the lifetime of the main operational research journals, with several landmark publications appearing in the mid 1950s.

In this paper, we survey some of the key milestones in deterministic scheduling research. We focus on the types of scheduling problems that arise in production industries; topics such as vehicle scheduling, timetabling and personnel scheduling lie outside the scope of this survey. These milestones correspond to papers that have typically initiated a new thread of scheduling research. To provide some insight into the development of the field over time, we have indicated the topical research themes for each of five decades, where the first decade starts in the mid 1950s, the second in the mid 1960s, and so on. However, the boundaries between decades should be regarded as a rough guide only.

Each of the five following sections presents key research themes and milestones for the relevant decade. We also mention activities relating to scheduling such as the publication of
influential books, the launch of a scheduling journal, and the running of major conferences or the initiation of a new conference series. To conclude the paper, we discuss possible future research topics for the coming decade and possibly beyond.

## 2 Decade 1: Combinatorial analysis

Contributions to scheduling in the first decade were largely on the introduction of new models and the use of combinatorial analysis for developing solution algorithms. Our focus is on machine scheduling in which a set of jobs is to be processed on one or more machines. The scheduling challenge arises because each machine can process at most one job at a time and each job can be processed on at most one machine at a time.

### 2.1 Johnson (1954) and the flow shop

It is generally believed that the seminal paper by Johnson (1954) provided the starting point to scheduling being regarded as an independent area within operational research. Johnson considers the production model that is now called the flow shop. In the general flow shop, we are given a set $N=\{1, \ldots, n\}$ of jobs and $m$ successive machines $1, \ldots, m$, where $m \geq 2$. Each job $j$ consists of $m$ operations, $O_{1 j}, \ldots, O_{m j}$, where each operation $O_{i j}$ is to be processed on machine $i$ for $p_{i j}$ time units. Each job $j$ has the same processing route; the order of the processing of its operations is given by the sequence ( $O_{1, j}, \ldots, O_{m, j}$ ), or, equivalently, each job $j$ visits the machines in the order $(1, \ldots, m)$.

The main result obtained by Johnson (1954) is an elegant solution procedure for solving the two-machine flow shop problem to minimize the makespan, or equivalently the maximum completion time by which all jobs are completed on all machines. Johnson shows that it suffices to restrict the search for an optimal solution among those schedules for which the sequence of jobs is the same on each of the two machines; schedules of this type are now called permutation schedules. Moreover, Johnson (1954) proves that there exists a optimal schedule in which a job $j$ is sequenced earlier than another job $k$, if $\min \left\{p_{1 j}, p_{2 k}\right\} \leq$ $\min \left\{p_{2 j}, p_{1 k}\right\}$. The most common algorithm that is based on this property is as follows: an optimal sequence starts with the jobs for which $p_{1 j} \leq p_{2 j}$ sorted in non-decreasing order of $p_{1 j}$, followed by the remaining jobs sorted in non-increasing order of $p_{2 j}$. Another implementation of the same approach assigns to each job $j$ a priority index $\operatorname{sgn}\left(p_{1 j}-\right.$ $\left.p_{2 j}\right)\left(W-\min \left\{p_{1 j}, p_{2 j}\right\}\right)$ and sorts the jobs in non-decreasing order of these priorities; here, $W$ is a large number such that $W>\min \left\{p_{1 j}, p_{2 j}\right\}$ for all jobs $j$.

It is interesting to notice that historically the first scheduling result addresses not the simplest scheduling model: the flow shop has two (or more) machines, while the simplest machine environment that one could perceive consists of just one machine.

### 2.2 Jackson (1955), Smith (1956) and single machine scheduling

In single machine scheduling, the processing time of job $j$ on the machine is denoted by $p_{j}$. Since all sequences yield the same makespan, other objective functions are of interest. The first results on single machine scheduling appeared immediately after the work by Johnson, and provide algorithms that are also based on priority rules.

Given a schedule, the lateness of a job $j$ is defined as $C_{j}-d_{j}$, where $C_{j}$ is its completion time and $d_{j}$ is a given due date. The maximum lateness, traditionally denoted by $L_{\text {max }}$, gives a measure of how much the original due dates need be changed, so that in the resulting schedule each job will be completed by its modified due date. Jackson (1955) shows that a sequence which minimizes $L_{\text {max }}$ is given by the Earliest Due Date priority rule (EDD rule) in which the jobs are sorted in non-decreasing order of their due dates $d_{j}$.

Smith (1956) addresses the single machine problem of minimizing the sum of the completion times $\sum C_{j}$. If divided by the number of jobs $n$, this criterion represents an average time spent by a job in the system, which is a widely-used performance measure in queueing theory. An optimal permutation is obtained by sequencing the jobs in non-decreasing order of their processing times; this rule is known as the Shortest Processing Time rule (SPT rule). Moreover, as shown by Smith (1956), if each job $j$ has an associated positive weight $w_{j}$ which represents its relative importance, then the sum of weighted completion times $\sum w_{j} C_{j}$ is minimized by sequencing the jobs in non-increasing order of the ratios $p_{j} / w_{j}$; this priority rule is often referred to as Smith's rule or the SWPT rule.

A common technique used for proving the optimality of a certain priority rule is based on a pairwise interchange argument. Suppose that there exists an optimal sequence in which some pair of adjacent jobs does not obey the rule under consideration. If it can be proved that when the order of this pair of jobs is reversed, the objective function does not get worse, then ordering the jobs according to the rule is a sufficient condition for optimality of the resulting sequence. Below, we illustrate this technique by giving a brief proof of the optimality of the SWPT rule.

Suppose that for the problem of minimizing $\sum w_{j} C_{j}$ on a single machine there exists a schedule $S$ that is optimal, but not obtained by the SWPT rule. Without loss of generality assume that the jobs are numbered in such a way that in $S$ they are processed according to the sequence $(1, \ldots, n)$. Scanning the jobs in the order of this numbering, identify a pair of adjacent jobs $k$ and $k+1$ such that $p_{k} / w_{k}>p_{k+1} / w_{k+1}$, which is equivalent to $w_{k+1} p_{k}>w_{k} p_{k+1}$. For schedule $S$, the value of the objective function can be written as

$$
F(S)=\sum_{j=1}^{n} w_{j} C_{j}=\sum_{j=1}^{k-1} w_{j} C_{j}+w_{k} \sum_{i=1}^{k} p_{i}+w_{k+1} \sum_{i=1}^{k+1} p_{i}+\sum_{j=k+2}^{n} w_{j} C_{j} .
$$

Consider a new schedule $S^{\prime}$ that is obtained from $S$ by swapping jobs $k$ and $k+1$. It follows that in $S^{\prime}$ the completion times of all jobs other than $k$ and $k+1$ remain the same as in schedule $S$, while jobs $k$ and $k+1$ complete at times $\sum_{i=1}^{k+1} p_{i}$ and $\sum_{i=1}^{k-1} p_{i}+p_{k+1}$, respectively. This implies that

$$
\begin{aligned}
F(S)-F\left(S^{\prime}\right) & =w_{k}\left(\sum_{i=1}^{k} p_{i}-\sum_{i=1}^{k+1} p_{i}\right)+w_{k+1}\left(\sum_{i=1}^{k+1} p_{i}-\left(\sum_{i=1}^{k-1} p_{i}+p_{k+1}\right)\right) \\
& =-w_{k} p_{k+1}+w_{k+1} p_{k}>0
\end{aligned}
$$

which shows that schedule $S$ is not optimal.

### 2.3 McNaughton (1959) and parallel machine scheduling

McNaughton (1959) studies problems of scheduling jobs on $m$ identical parallel machines, where $m \geq 2$. Such problems require $p_{j}$ units of processing of job $j$ to be assigned to the machines. In the case of minimizing the makespan, a schedule is defined by the assignment of each job's processing to the machines, while their order on each machine is immaterial. Since no job can be processed by several machines at a time, it follows that the longest job duration serves as a job-based lower bound on the optimal makespan. Further, for any assignment of the jobs to the machines, there is a machine that is loaded for at least $\sum_{j \in N} p_{j} / m$ time units; this value, the average machine load, is a machine-based lower bound on the makespan. Let LB denote the larger of this lower bounds, so that

$$
\begin{equation*}
\mathrm{LB}=\max \left\{\frac{1}{m} \sum_{j \in N} p_{j}, \max _{j \in N} p_{j}\right\} . \tag{1}
\end{equation*}
$$

If each job is processed without any interruption, then the optimal makespan can sometimes be larger than LB, i.e., the bound (1) is not tight. However, if preemption is allowed, the optimal makespan is equal to LB. In a preemptive schedule, the processing of each job can be interrupted at any time and resumed later, possibly on a different machine, under the condition that the total duration of all partial processing is equal to the original processing time of the job. McNaughton (1959) gives a simple algorithm that finds an optimal preemptive schedule: imagine that all jobs are processed by a single auxiliary machine with no idle time at the start or between jobs, and cut that schedule into at most $m$ segments of length LB (except possibly the last one, which may be shorter), and interpret each of these segments as a preemptive assignment of the jobs to the $m$ original parallel machines.

### 2.4 Characteristics of machine scheduling problems

By the end of the 1950s, it had become clear that the problem area of deterministic machine scheduling had formed an independent branch of operational research, with its own range of problems and solution approaches. The processing systems had been classified into singlestage with one machine or several machines operating in parallel, and multi-stage with machines operating in series.

The jobs processed in single-stage systems consist of one operation only that is either performed on a single machine or on any of the $m$ available parallel machines. In turn, parallel machines can be identical, uniform or unrelated. Let $p_{i j}$ denote the processing time of any job $j$ if it is processed on a machine $i$, where $p_{i j}=p_{j}$ if the parallel machines are identical, and $p_{i j}=p_{j} / s_{i}$, where $s_{i}$ denotes the speed of machine $i$ if the machines are uniform. In the case of unrelated parallel machines, the values of $p_{i j}$ are arbitrary.

By contrast, in multi-stage systems, each job consists of several operations, each performed by a specified machine. A distinction was made between the flow shop systems, in which the jobs have identical processing routes, and the job shop systems, in which each job has an individual fixed route.

Typically, the objective function to be minimized depends on the completion times of the jobs, and the function is regular, i.e., non-decreasing with respect to each of its arguments. The most popular objective functions include the makespan, the sum of (weighted) completion times, the maximum lateness, the (weighted) number of late jobs, etc.

### 2.5 Other results

Jackson (1956) extends the results of Johnson (1954) to the two-machine job shop problem to minimize the makespan, provided that each job consists of at most two operations. There are several lower bounds on the optimal makespan: the total workload of each machine and the makespan of the optimal flow shop schedule for the jobs with the same processing route. Jackson (1956) describes an algorithm that finds a schedule with makespan that is equal to the largest of these lower bounds.

Akers and Fridman (1955) study the job shop problem with two jobs, which is in some sense dual to the version of the problem considered by Jackson (1956). Here, each of the two jobs has its own processing route with possible repeated visits to the same machine. An elegant graphical interpretation is given that reduces the problem of minimizing the makespan to finding the shortest path in a rectangle with rectangular obstacles.

In the classical flow shop model, the main processing restriction is that a job can start on a machine only after it is completed on the previous machine. In numerous applications of chemical industry and metallurgy it is required that the next operation of a jobs starts exactly when the previous operation is finished. This restriction is known as "no-wait in process". Piehler (1960) was the first to demonstrate that the $m$-machine flow shop prob-
lem with no-wait in process to minimize the makespan reduces to the travelling salesman problem. Recall that in the travelling salesman problem (TSP) it is required to find the shortest closed route (a Hamiltonian tour) that visits each of the given cities exactly once. The result by Piehler (1960) was rediscovered later on several occasions. Gilmore and Gomory (1964) showed that the two-machine no-wait flow shop problem reduces to a TSP with a special structure and therefore admits a fast algorithm.

Conway et al (1967) consider the problem of minimizing the total completion time $\sum C_{j}$ on identical parallel machines. They show that an optimal schedule can be found by extending the SPT rule. Specifically, their procedure is based on the idea of what is now known as list scheduling: form a list of jobs (by the SPT rule for the problem under consideration) and at any time that a machine becomes available remove the first job from the current list and assign it to that machine.

Despite an understandable desire to identify a general technique that is capable of handling a wide range of scheduling problems, it was recognized that many individual problems by nature require purpose-built algorithms. Consider, for instance, a single machine problem to minimize the number of late jobs. It appears natural to apply the EDD priority rule, but the resulting sequence is not necessarily optimal. The following approach is due to Moore (1968). Renumber the jobs in the EDD order, and try to schedule them one by one until some job $k$ cannot be completed by its due date. This implies that in any schedule at least one job of the first $k$ jobs must be late. Since each job carries the same penalty for missing a due date, it makes sense to remove from the current partial schedule a job $j$, where $1 \leq j \leq k$, that has the largest processing time. The removed job is then scheduled late. The removal of a long job creates more capacity for scheduling the remaining jobs by their due dates. The process repeats until all jobs are sequenced. The outlined algorithm is often referred to as Moore's algorithm, although in the paper of Moore (1968) this particular implementation is described as an "Author's Supplement" with a footnote that indicates this version of the algorithm is more computationally efficient than the one in the main body of the paper and is due to T.J. Hodgson. As observed by Sturm (1970), the optimality proof given by Moore (1968) does not cover Hodgson's implementation, and a natural inductive proof is provided. Interestingly, Hodgson's algorithm, with an optimality proof by Sturm, remains known as Moore's algorithm.

### 2.6 Scheduling at the end of Decade 1

A considerable influence on the development of scheduling can be attributed to two books that summarize early achievements in the area: an edited collection by Muth and Thompson (1963) and a research monograph by Conway et al (1967). It is important to stress that both books were translated into other languages, which had the effect of extending dramatically the global community of scheduling researchers.

The papers included in the book of Muth and Thompson (1963) are mainly devoted to the issues of finding solutions to practical problems; the methods discussed include priority rules, integer programming, Monte-Carlo, stochastic analysis, algorithms with learning, enumerative algorithms, etc. The seminal paper of Johnson (1954) is also reproduced there. A contribution by G. Fisher and G.L. Thompson presents a famous benchmark job shop problem $10 \times 10 \times 10$ ( 10 jobs, 10 machines, 10 operations per job) which helped to motivate the search for methods of guided enumeration for more than next 20 years.

The book by Conway et al (1967) combines under the same cover a collection of material on both deterministic machine scheduling theory and queueing theory. The book makes an attempt to introduce a short-hand notation for scheduling problems, by appearance similar to that widely accepted in queueing theory. For example, the flow shop problem with $n$ jobs, $m$ machines to minimize the total (average) completion time is denoted by Conway
et al as $n|m| F \mid \bar{F}$. Some authors still follow that notation, but in the 1970s it was replaced by a three-field classification scheme.

It is interesting to notice that during the first decade there was no full understanding among researchers regarding the concept of computational complexity; we will address the relevant issues below, in Section 4. Also worthy of mention is the fact that all of the algorithms discussed thus far are what we now call polynomial-time algorithms. Typically, such algorithms were originally developed for problems of small dimension (single machine, two machines, two operations per job, or two jobs in a multi-machine job shop). As established later (after 1970), many combinatorial optimization problems become essentially more complex if a numerical parameter grows beyond two. It seems that researchers during the early days of scheduling were intuitively aware of that phenomenon.

## 3 Decade 2: Branch and bound

Research on combinatorial analysis continued into the next decade, but with an emphasis on more challenging problems. Typical results that were derived are of the form "some job $j$ precedes another job $k$ if certain conditions are satisfied". While not directly leading to an algorithm for solving the corresponding problem, such results are useful as dominance rules in enumerative algorithms such as dynamic programming and more particularly branch and bound.

Branch and bound is a enumerative search technique for solving combinatorial optimization problems to optimality. The branch and bound concept was developed independently in the late 1950s by Land and Doig (1960) for integer programming and Eastman (1958a, 1958b) for the travelling salesman problem. A branch and bound algorithm (for a minimization problem) is characterized by:
(a) a branching rule that indicates how solutions are partitioned into subsets;
(b) a lower bounding rule that computes a lower bound on the cost of any solution within the subset of solutions under consideration;
(c) optional features such as an upper bounding rule that constructs feasible solutions that can be evaluated to produce an upper bound, and dominance rules that can eliminate some subsets of solutions from further consideration.

The evolution of a branch and bound search is often represented as a search tree, where each node represents a subset of solutions, and the branches correspond to partitioning the solutions according to the branching rule.

The first applications of branch and bound to scheduling occurred in the mid 1960s. Many of these studies were for problems requiring a sequence of the jobs to be constructed. For such sequencing problems, a forward sequencing branching rule was typically used. Thus, the first branching within the search tree considers all possible jobs that can be sequenced in the first position, the second branching considers all possible jobs that can occupy the second position in the sequence, and so on. Although rather simplistic, such a branching rule has advantages, the most important being that it often allows effective dominance rules to be designed. Lower bounding schemes were usually based on solving a (highly) relaxed version of the original problem.

### 3.1 Flow shop

The first applications of branch and bound for scheduling involved the flow shop problem in which there are $m$ machines and $n$ jobs, with each job $j$ having a processing time of
$p_{i j}$ on each machine $i$. Most studies considered the permutation version of the problem in which the same processing order of jobs is used on each machine (although there is no loss of generality for the case of two machines, or for three machines if the objective is to minimize the makespan). The first studies were those of Lomnicki (1965), and Ignall and Schrage (1965) who independently developed branch and bound algorithms for minimizing the makespan in the three-machine flow shop problem (with Ignall and Schrage also providing an algorithm for minimizing the sum of completion times of the jobs in a twomachine flow shop problem). Let $\sigma$ denote a partial sequence of jobs that are sequenced in the initial positions at some node of the search tree, $U$ denote the set of unsequenced jobs and $C(\sigma, i)$ denote the completion time of the last job of $\sigma$ on each machine $i$. Both Lomnicki (1965), and Ignall and Schrage (1965) propose (for $m=3$ ) a machine-based bound $\max \left\{\mathrm{LB}_{1}, \ldots, \mathrm{LB}_{m}\right\}$, where

$$
\mathrm{LB}_{i}=C(\sigma, i)+\sum_{j \in U} p_{i j}+\min _{j \in U} \sum_{h=i+1}^{m} p_{h j} .
$$

McMahon and Burton (1967) introduce (for $m=3$ ) a job-based bound $\max \left\{\mathrm{LB}_{1}^{\prime}, \ldots\right.$, $\left.\mathrm{LB}_{m-1}^{\prime}\right\}$ to be used in combination with the machine-based bound, where

$$
\mathrm{LB}_{i}^{\prime}=C(\sigma, i)+\max _{k \in U}\left\{\sum_{j \in U \backslash\{k\}} \min \left\{p_{i j}, p_{m j}\right\}+\sum_{h=i}^{m} p_{h k}\right\} .
$$

Nabeshima (1967) improves the machine-based bound by including any idle time resulting from processing the operations on the preceding machine. The idle time is evaluated by solving a two-machine subproblem using the algorithm of Johnson (1954). Potts (1974) subsequently generalizes Nabeshima's lower bound by allowing idle time created from the operations on any of the previous machine to be taken into account. This more general twomachine bound was discovered independently by Lageweg et al (1978); they also provide a framework explaining the derivation of various lower bounds that had been proposed in the literature.

In parallel with the development of the machine-based and job-based bounds and their extensions, work on the derivation of dominance rules was carried out by numerous researchers. This was a natural extension of the earlier combinatorial analysis for the flow shop problem that was discussed in the previous section. The main idea of a dominance rule is to eliminate a search tree node in which job $j$ is appended to the partial sequence $\sigma$ to form the partial sequence $\sigma j$ by showing that another partial sequence $\sigma k j$ always leads to a better solution or a solution with the same value. Let $\Delta_{i}=C(\sigma k j, i)-C(\sigma j, i)$ for each machine $i$. Then $\sigma k j$ dominates $\sigma j$ if one of the following conditions holds:
(a) $\Delta_{i-1} \leq p_{i j}$ and $C(\sigma k, i-1) \leq C(\sigma j, i-1)$ for $i=2, \ldots, m$; (Smith and Dudek (1969))
(b) $\max \left\{\Delta_{i-1}, \Delta_{i}\right\} \leq p_{i j}$ for $i=2, \ldots, m$; (McMahon (1969), Szwarc (1973))
(c) $\Delta_{i-1} \leq \Delta_{i} \leq p_{i j}$ for $i=2, \ldots, m$; (Szwarc (1971))
(d) $\max _{h=1, \ldots, i} \Delta_{h} \leq p_{i j}$ for $i=2, \ldots, m$; (Szwarc (1973))
(e) $\Delta_{i} \leq \min _{h=i, \ldots, m} p_{h j}$ for $i=2, \ldots, m$. (McMahon (1969), Gupta (1971))

Several of these conditions are equivalent to one another. Unfortunately, unless $m$ is small, it is difficult to satisfy the conditions that allow a search tree node to be eliminated.

By the end of the decade, the better performing branch and bound algorithms could typically solve instances routinely with up to 10 jobs. However, with more than 10 jobs the
general pattern emerged that many instances were solved quickly while others remained unsolved when reasonable limits on computation time were applied. It was subsequently discovered by Potts (1980) in his experiments with simultaneous forward and backward branching that all components of a branch and bound algorithm including the branching rule must be chosen appropriately if more challenging instances are to be solved to optimality.

### 3.2 Single machine total weighted tardiness problem

Another problem which attracted significant research effort in the context of branch and bound algorithms and dominance rules is that of scheduling jobs on a single machine to minimize the total tardiness or the total weighted tardiness. In this problem, each job $j$ has a given due date $d_{j}$ by which time it should ideally be completed, and possibly a weight $w_{j}$ indicating the importance of the job. Given a schedule in which each job $j$ is completed at time $C_{j}$, the tardiness of job $j$ is defined by $T_{j}=\max \left\{C_{j}-d_{j}, 0\right\}$.

For the single machine total tardiness and total weighted tardiness problems, dominance rules play a strong role in restricting the search in branch and bound algorithms. Such rules are particularly useful in view of the difficulty caused by the non-linearity of the tardiness function in obtaining tight lower bounds that are effective in pruning the search tree.

Most of the branch and bound algorithms use a backward sequencing branching rule in which the first branching fixes the last job in the sequence, the second branching fixes the penultimate job, and so on. This rule has two major advantages. First, the jobs completing later typically have a larger (weighted) tardiness, and fixing their positions early allows a tighter lower bound to be computed. Second, Elmaghraby (1968) showed that if there exists a job that has zero tardiness wherever it is sequenced, then there exists an optimal solution in which this job is sequenced in the last position. Thus, under a backward sequencing branching rule, a single branch is created whenever Elmaghraby's result is applicable to the subproblem under consideration. The subproblems associated with any node of the search tree are of the same form as the original problem, but defined over a set $U$ of unsequenced jobs.

Some algorithms such as that of Emmons (1969) do not use lower bounds, but instead rely on dominance rules to restrict the search. An obvious lower bound on the total weighted tardiness is given by the minimum value of the maximum tardiness of the jobs obtained by sequencing the jobs in EDD order multiplied by the smallest job weight. Shwimer (1972) uses this lower bound in his branch and bound algorithm, but with a lookahead mechanism in which the smallest lower bound of all potential child nodes is used as a lower bound for the current node. Branch and bound algorithms have also been proposed that use lower bounds obtained from the solution of a transportation problem (Gelders and Kleindorfer (1974, 1975)) and a linear assignment problem (Rinnooy Kan et al (1975)). Lawler (1964) was the first to propose the use of a transportation problem to obtain a lower bound. Assuming that all processing times are integers, the transportation problem has variables defined by

$$
x_{j t}= \begin{cases}1, & \text { if one unit of processing of job } j \text { is assigned a completion time of } t \\ 0, & \text { otherwise }\end{cases}
$$

and is formulated as:

$$
\begin{array}{lll}
\text { Minimize } & \sum_{j=1}^{n} \sum_{t=1}^{T} c_{j t} x_{j t} \\
\text { subject to } & \sum_{t=1}^{T} x_{j t}=p_{j}, \quad j=1, \ldots, n \\
& \sum_{j=1}^{n} x_{j t}=1, \quad t=1, \ldots, T
\end{array}
$$

where $T$ is the sum of the processing times and $c_{j t}$ is a suitably defined cost. The transportation problem arises through relaxing the constraint that each unit of processing of each job job $j$ must be scheduled contiguously. Gelders and Kleindorfer (1974) suggest the use of $c_{j t}=w_{j} \max \left\{t-d_{j}, 0\right\} / p_{j}$ which provides a valid lower bound. Rinnooy Kan et al (1975) use a lower bound obtained from the solution of a linear assignment problem, where the element $c_{j k}$ of the cost matrix is a lower bound on the weighted tardiness of assigning job $j$ to position $k$. Assuming the job $j$ is sequenced in position $k$, the value of $c_{j k}$ is computed by summing the $k-1$ smallest processing times of jobs in $N \backslash\{j\}$ and adding the processing time of job $j$. In both the transportation and assignment lower bounds, adjustments are made to take into account any precedences derived from dominance rules of the type described below.

As indicated above, dominance rules play a crucial role in helping to prune the search tree in branch and bound algorithms. For some optimal schedule, let $B_{j}$ and $A_{j}$ be the sets of jobs known through previous application of the dominance rules to be processed before and after job $j$, respectively. Also, let $P(Q)$ denote the total processing time of jobs in some set $Q$. Then, for any pair of jobs $j$ and $k$, there exists an optimal schedule in which job $j$ precedes job $k$ if one of the following conditions holds:
(a) $p_{j} \leq p_{k}, w_{j} \geq w_{k}$ and $d_{j} \leq \max \left\{d_{k}, P\left(B_{k}\right)+p_{k}\right\} ;$ (Shwimer (1972), Emmons (1969))
(b) $d_{j} \leq d_{k}, w_{j} \geq w_{k}$ and $d_{k} \geq P\left(N \backslash A_{j}\right)-p_{k} ;($ Emmons (1969))
(c) $d_{k} \geq P\left(N \backslash A_{j}\right) ;($ Emmons (1969))
(d) $d_{k} \geq P(N)$. (Elmaghraby (1968))

A precedence graph $G=(N, A)$ can be constructed, where the arc $(j, k)$ is added to $G$ whenever one of the above conditions is satisfied. The dominance rules can be applied prior to the branch and bound algorithm to obtain a precedence $G$, and also within the branch and bound algorithm at any search tree node to restrict the descendent nodes for that branch of the search tree.

The performance of the branch and bound algorithms introduced during this decade was dependent on the characteristics of the instances generated: instances with a small range of due dates and a small mean due date relative to the sum of processing times proved to be especially challenging. As for the permutation flow shop, instances with up to 10 jobs could be routinely solved by several of the available algorithms, but larger instances with the more challenging characteristics generally remained unsolved under reasonable computation time limits.

### 3.3 Job shop problem

Unlike the flow shop and single machine total weighted tardiness problems discussed above where a schedule is defined by a single sequence of jobs, the job shop problem requires a
sequence of jobs to be found for each of the machines. We discuss the problem of minimizing the makespan, which has provided the main focus of attention in job shop scheduling. Due to the complex structure of the job shop, dominance rules do not play a significant role in restricting the search.

A useful representation of the job shop problem is through the disjunctive graph formulation as proposed by Roy and Sussman (1964). The disjunctive graph has a node for each operation plus an initial node and a final node, with various conjunctive and disjunctive arcs. There is a conjunctive arc from the initial node to each node representing the first operation of some job, from each node representing an operation of a job to the node representing the next operation of the same job, and from each node representing the last operation of some job to the final node. These is a disjunctive arc between each pair of nodes that correspond to operations requiring the same machine. A possible solution is obtained by orienting each disjunctive arc to represent the processing order of the corresponding operations on the relevant machine, where the orientations are chosen so that the resulting graph is acyclic. By associating a zero weight with the initial and final node and a weight equal to the processing time of the corresponding operation for all other nodes, the makespan can be found by computing a path of maximum weight from the initial to the final node.

Two main types of branching rule have been proposed in the literature. Németi (1964) introduced disjunctive arc branching, which selects some disjunctive arc connecting nodes $u$ and $v$ in the disjunctive graph formulation, where $u$ and $v$ correspond to operations requiring the same machine. Two branches are created. In the first branch, the disjunctive arc is oriented so that the operation corresponding $u$ is processed before the operation corresponding to $v$, while in the second branch the reverse orientation is adopted. Brooks and White (1965) proposed active schedule generation branching, where an active schedule is one in which no operation can be started earlier without delaying another operation. Under this branching rule, an unsequenced operation with the earliest completion time is first selected, together with the machine $i$ that it requires. For each operation that requires machine $i$ and has an earliest start time that is strictly less than the smallest earliest completion time, a branch is created that sequences the operation in the first unfilled position on machine $i$.

An obvious lower bound is obtained from the disjunctive graph formulation by removing all disjunctive arcs (except those whose orientations are already fixed) and finding the maximum weight path in the resulting graph. However, this simplistic lower bound can be improved through the use of the following single machine relaxation in which a lower bound is computed for each machine $i$ and the best of these single machine bounds is selected. The single machine relaxation is obtained from the disjunctive graph formulation by removing, as above, all disjunctive arcs except those between operations that require machine $i$. Any operation $u$ requiring machine $i$ has a processing time on this machine, has a release date $r_{u}$ (sometimes referred to as a 'head') that defines the earliest time that $u$ can start, and has a delivery time $q_{u}$ (sometimes referred to as a 'tail') that defines the minimum time that must elapse after the processing of $u$ and the completion of the schedule. The release date $r_{u}$ is the value of a maximum weight path from the initial node to the node corresponding to $u$ but ignoring $p_{u}$, the weight of node $u$; while the delivery time $q_{u}$ is the value of a maximum weight path from the node corresponding to $u$ to the final node but again ignoring $p_{u}$. Let $S_{i}$ denote the set of operations that require machine $i$, let $r_{*}=\min _{u \in S_{i}} r_{u}$ and $q_{*}=\min _{u \in S_{i}} q_{u}$. The following lower bounds based on this subproblem have been proposed:
(a) $r_{*}+\sum_{u \in S_{i}} p_{u}$; (Schrage (1970A), Charlton and Death (1970))
(b) $T_{i}+q_{*}$, where $T_{i}$ is the optimal makespan on machine $i$ obtained by sequencing the
jobs in non-decreasing order of $r_{u}$; (Brooks and White (1965))
(c) $r_{*}+U_{i}$, where $U_{i}$ is the optimal schedule completion time for the subproblem on machine $i$ obtained by ignoring release dates and sequencing the jobs in non-increasing order of $q_{u}$; (Schrage (1970B))
(d) $V_{i}$, where $V_{i}$ is the optimal schedule completion time for the subproblem on machine $i$ obtained by an enumerative algorithm; (Bratley et al (1973), McMahon and Florian (1975)).

In spite of the more sophisticated branch and bound algorithms that were available at the end of the decade, the famous $10 \times 10 \times 10$ instance by G. Fisher and G.L. Thompson (see Section 2.6) remained unsolved, with the best known solution value being 972 (see McMahon and Florian (1975)) compared with 930 which is now known to be the optimal makespan. A statement by Conway et al (1967) that "many proficient people have considered the problem, and all have come away essentially empty-handed" maintained a large element of truth a decade later.

### 3.4 Other results

In addition to the combinatorial analysis that was used to derive dominance rules for the flow shop, significant research activity was devoted to special cases in which certain restrictions are placed on the processing times of the operations. Nabeshima and Szwarc both contributed substantially to this area with numerous publications starting with Nabeshima (1961) and Szwarc (1968). A survey of results on efficiently solvable special cases of the flow shop is provided by Monma and Rinnooy Kan (1983).

For problems in which the key combinatorial structure is selection or assignment, dynamic programming proved to be a useful solution technique. For example, consider the problem of scheduling jobs on a single machine to minimize the weighted number of late jobs. It is straightforward to observe that there exists an optimal solution in which the early (or on-time) jobs are sequenced first in EDD order followed by the late jobs in an arbitrary order. Thus, the problem reduces to one of selecting the early jobs. Lawler and Moore (1969) introduce a dynamic programming algorithm for solving this problem. Let $F_{j}(t)$ be the minimum weighted number of late jobs for the subproblem involving jobs $1, \ldots, j$, where the last early job completes at time $t$, with initial value $F_{0}(0)=0$. The following recursion computes

$$
F_{j}(t)= \begin{cases}\min \left\{F_{j-1}\left(t-p_{j}\right), F_{j-1}(t)+w_{j}\right\} & \text { for } t=0, \ldots, d_{j}  \tag{2}\\ F_{j-1}(t)+w_{j} & \text { for } t=d_{j}+1, \ldots, T\end{cases}
$$

for $j=1, \ldots, n$, where $T=\min \left\{d_{n}, \sum_{j=1}^{n} p_{j}\right\}$ is an upper bound on the completion time of the last on-time job. The minimum weighted number of late jobs is then $\min _{t=0, \ldots, T}\left\{F_{n}(t)\right\}$.

Rothkopf (1966) shows that dynamic programming can be used for problems of scheduling jobs on identical parallel machines to minimize the makespan, total weighted completion time and maximum lateness of jobs. For these problems, once the jobs are assigned to machines, their order on each machine is known from the priority rules for the corresponding single machine scheduling problem. Thus, these problems reduce to those of assigning jobs to machines, and consequently are amenable to solution by dynamic programming.

From a chronological viewpoint, this section should contain a discussion on list scheduling approximation algorithms, as developed and analyzed by Graham (1966, 1969). However, since we consider the worst-case analysis of approximation algorithms to be one of the major research topics of Decade 4, Graham's contributions are reviewed later in Section 5.1.

### 3.5 Scheduling at the end of Decade 2

The end of the second decade of scheduling saw a wider range of models being studied as compared with the first decade, and greater intuition by researchers tackling those problems. However, there were still no tools for undertaking a systematic study of scheduling problems whereby it would be possible to make statements of the form "this problem is easy if all jobs are released at the same time, but becomes hard if jobs have different release dates".

Researchers typically resorted to branch and bound if they could not find algorithms based on combinatorial analysis. Even though intuition usually turned out to be correct in that most branch and bound studies were for problems that we now know to be NP-hard, no formal justification could be provided at that time. Generally, the performance of the branch and bound algorithms was disappointing, with sometimes no computational evaluation performed or only small instances being solved to optimality. The latter was partly due to the relative slowness of computers used during the second decade. However, the main drawback was the lack of more sophisticated features in the design of the algorithms that would effectively restrict the search. Lower bounds were often based on a relaxation of many constraints which typically produces a highly simplified problem that lacked most of the structure of the original problem.

Another textbook appeared on the scene, namely that of Baker (1974). It replaced Conway et al (1967) as the main scheduling textbook, and held the position of the most widely used book for many years.

## 4 Decade 3: Complexity and classification

It would not be an exaggeration to state that this decade was the most important in the history of scheduling. This is mainly due to the development of the theory of computational complexity, and also the design of a clear classification scheme for scheduling problems. These two events solidified scheduling theory and brought it to its current shape.

### 4.1 Computational complexity

Scheduling, being a part of combinatorial optimization, for many years had been an object of critics from those who pursued more established areas of research, normally referred to as 'pure mathematics'. A typical feature of a combinatorial optimization problem is the fact that the set of feasible solutions (permutations of the elements of a finite set, 0-1 vectors or matrices, subgraphs of a graph, etc.) is finite. A critical argument usually went along the following lines. "Mathematics, as we know it, is concerned with two major issues: given a problem, determine whether the problem has a solution, and if yes, how to find it. In combinatorial optimization, to answer these questions is nothing but trivial. Consider, for example, a three-machine flow shop problem to minimize the makespan. Does it have a solution? It sure does; some permutation of the jobs will deliver it. How to find it? Easy; just compare all permutations, since their number is finite. Therefore, combinatorial optimization and its branches, including scheduling, cannot be regarded as a mathematical discipline."

Finite the set of feasible solutions may be, but even for scheduling problems of modest size (for example with 50 jobs), full enumeration of all feasible solutions even on the fastest computers is impossible within a reasonable time (often impossible within the period from the Big Bang until now). Thus, not every method of solving a problem should be seen as suitable, and the issue of finding a solution should be looked at from a different prospective: we need a method that will find a solution fast. But in turn, this poses new questions such as what is meant by fast: "within one hour; on your computer, on my computer, by hand,
or with pen and paper; are you really sure that you at all can find an algorithm that will run fast enough; or if you cannot find a fast algorithm, how do you know that somebody clever could not do it either?" During the early days in the 1950s and 1960s, researchers were asking these and similar questions, to themselves, to friends, and to rivals, but only in 1965 everybody agreed what should be called a fast, or put simply, a good solution algorithm.

Edmonds (1965) in his seminal paper on the matching problem, argues that a "good" algorithm is one whose running time depends polynomially on the length of the input (or size) of the problem. Since a computer uses the binary representation of the numbers, the length $L$ of the input is essentially bounded by the product of the number of input parameters and the maximum length of the binary number corresponding to any of the input parameters. For example, the length of input for the problem of minimizing the weighted sum of completion times on $m$ unrelated machines is bounded by $L=n m \log \left(\max p_{i j}\right)+$ $n \log \left(\max w_{j}\right)$. An algorithm that requires $O\left(L^{k}\right)$ time, where $k$ is a constant that does not depend on $L$, is called a polynomial-time (or simply a polynomial) algorithm.

Thus, what we should be attempting to find are polynomial-time algorithms. Since sorting $n$ numbers takes $O(n \log n)$ time, the algorithms of Johnson (1954), Jackson (1955), Jackson (1956), Smith (1956) and Moore (1968) each require $O(n \log n)$ time each (see Section 2).

Some dynamic programming algorithms are also polynomial, while others strictly speaking are not. Consider, for example, the algorithm of Lawler and Moore (1969) for solving the problem of minimizing the weighted number of late jobs on a single machine (see (2) in Section 3.4). The algorithms requires $O(n T)$ time, where $T=\min \left\{\max _{j=1, \ldots, n} d_{j}, \sum_{j=1}^{n} p_{j}\right\}$. If we assume a binary representation of the input parameters, the algorithm requires time that is exponential with respect to the size of the problem. However, assuming the unary representation under which an integer $k$ is encoded as $k$ bits (so that 5 becomes encoded as 11111), the running time of $O(n T)$ should be regarded as polynomial. Those algorithms that require polynomial time under the unary encoding are called pseudopolynomial; they are of some interest too, but less practical than polynomial algorithms and their behaviour strongly depends on the size of input parameters.

What can be said about branch and bound methods? Unfortunately, for most of them, it is possible to exhibit an instance of the problem for which the behaviour of the method is not much better than full enumeration.

A long standing open question concerned linear programming, which is one the main techniques within the operational research toolkit. Although the well-known simplex method is quite computationally efficient in practice, it remains an open question whether it can be implemented to run in polynomial time. The first polynomial-time algorithm for linear programming was due to Khachiyan (1979); an alternative method was subsequently developed by Karmarkar (1984). The fact that linear programming problems are polynomially solvable has given rise to a number of algorithms for finding exact and approximate solutions to scheduling problems.

Now the goal within scheduling and combinatorial optimization was clear: search for polynomial-time algorithms. Unfortunately, researchers found that for most interesting problems (from both theoretical and practical viewpoints), they were not able to find such algorithms. The general feeling of the community was that most of these problems had some "built-in" difficulty and consequently would not admit solution in polynomial time.

And finally that feeling of difficulty found a solid justification. The paper of Cook (1971) delivered the message: yes, some problems are "easy", i.e., polynomially solvable, while some are "hard" and for those the existence of polynomial-time algorithms is unlikely. It is beyond the scope of this paper to discuss the main statement of Cook (1971), which was formulated and proved in terms of language recognition on deterministic and non-deterministic Turing machines. For the operational research community, Karp (1972)
translated Cook's discovery into more accessible terms and added the first entries into the list of computationally hard problems.

Without going into details, the findings of computational complexity theory can be informally summarized as follows. Standard or deterministic algorithms perform computational instructions one-by-one in sequence. However, non-deterministic algorithms for each instruction make a 'good guess' which of the possible instructions to perform next. Problems that can be solved in polynomial-time by deterministic algorithms form the class $\mathcal{P}$; problems that can be solved in polynomial time by non-deterministic algorithms form the class $\mathcal{N P}$. It is not known whether these two classes coincide, but a widely accepted conjecture assumes that $\mathcal{P} \neq \mathcal{N} \mathcal{P}$. There are problems that are no easier than any other problem in $\mathcal{N P}$. These problems are called $\mathcal{N} \mathcal{P}$-hard. Further, if one of these problems admits a polynomial-time algorithm, then all of them are polynomially solvable, while if we can prove that for one of them there is no polynomial-time algorithm, then none of them can be solved in polynomial time. If a problem is proved $\mathcal{N} \mathcal{P}$-hard, this means that it is no easier than any other hard problem, and it is assumed that the existence of a polynomial-time algorithm for its solution is highly unlikely.

To prove that a decision problem $P$ is $\mathcal{N} \mathcal{P}$-hard (a decision problem is one with an answer "Yes" or "No" such as finding whether there exists a schedule with a value of the objective function no greater than some given constant), need to take an arbitrary instance of a certain problem $Q$, which is known to be $\mathcal{N} \mathcal{P}$-hard, and transform it in polynomial time to a specific instance of problem $P$ which has a solution if and only if problem $Q$ has a solution. Informally, to solve the constructed instance of problem $P$, one has to be able to solve an $\mathcal{N} \mathcal{P}$-hard problem $Q$, and therefore problem $P$ is no easier than problem $Q$.

Cook (1971) proved that a certain problem in mathematical logic (3-Satisfiability) is $\mathcal{N} \mathcal{P}$-hard by definition, i.e., no easier than any problem in $\mathcal{N} \mathcal{P}$. Using that fact, Karp (1972) proved the $\mathcal{N} \mathcal{P}$-hardness of about twenty problems that arise within operational research. A burst of papers followed; researchers within all branches of combinatorial optimization reported that many problems with the reputation of being challenging (travelling salesman problem, knapsack, graph colouring, etc.) were indeed actually hard to solve.

Soon after, it was observed that some problems were $\mathcal{N} \mathcal{P}$-hard with respect to the standard binary encoding but pseudopolynomially solvable. These problems got the name of $\mathcal{N} \mathcal{P}$-hard in the ordinary sense or binary $\mathcal{N} \mathcal{P}$-hard. Those problems which remain $\mathcal{N} \mathcal{P}$-hard under the unary encoding were named $\mathcal{N} \mathcal{P}$-hard in the strong sense or unary $\mathcal{N} \mathcal{P}$-hard.

There were extensive developments in computational complexity throughout the third decade. Several years after the ground-breaking papers by Cook and Karp had been published, the monograph by Garey and Johnson (1979) appeared, which still remains the classical text on the topic. The book not only demonstrates various techniques for proving $\mathcal{N} \mathcal{P}$-hardness, but is accompanied by a detailed description of complexity issues for more than 300 problems from twelve problem areas, including scheduling. The list of $\mathcal{N} \mathcal{P}$-hard problems was permanently updated; the main outlet for that had been the " $\mathcal{N} \mathcal{P}$ Completeness Column" run by David Johnson in the Journal of Algorithms.

### 4.2 Classification scheme for scheduling

Scheduling with its variety of models was in the forefront of the burst of complexity studies aimed at establishing a clear borderline between the easy and hard problems. For example, a certain problem on a single machine is proved $\mathcal{N} \mathcal{P}$-hard. Then there is no need to study the complexity of the same problem with parallel machines, or in flow shop environment, or with release dates, or with precedence constraints: none of these additional features will not make the original problem any easier. That observation quite naturally led to the
three-field classification scheme for scheduling problems.
The first paper that systematically studies complexity issues for scheduling problems and gives their classification is that of Lenstra et al (1977). The issues of polynomial reducibility between various scheduling models are introduced, and numerous proofs of $\mathcal{N} \mathcal{P}$-hardness based on standard $\mathcal{N} \mathcal{P}$-hard problems (Partition, 3-Partition, Clique, Hamiltonian Cycle, etc.) are given. Building on the earlier efforts of Conway et al (1967), the paper also introduces the classification scheme for scheduling problem, which uses four fields, with one field indicating the number of jobs.

One of most important works in scheduling is the survey by Graham et al (1979) which summarized the development in scheduling up to the time of publication and still remains an excellent reference. It is here that the three-field classification scheme $\alpha|\beta| \gamma$ first appeared in its final form. The field $\alpha$ is used to describe the machine environment, $\beta$ provides any processing conditions specific to the problem, and $\gamma$ states the objective function to be minimized. For example, $1 \mid r_{j}$, prec $\mid \sum w_{j} C_{j}$ represents the single machine problem of minimizing the sum of weighted completion times with job release dates and precedence constraints.

The advantage of the classification scheme introduced by Graham et al (1979) is not only that it provides a fast way of formulating scheduling problems; once the $\alpha|\beta| \gamma$ name of a problem is identified, it is often fairly easy to establish its complexity status ("easy", "hard" or "open") by comparing it with what has been known about problems in its immediate neighbourhood. Of course, all scheduling researchers are fluent in this language, which E.L. Lawler called "Scheduleese" (see Lenstra (1998)). Describing the way he communicated with his collaborators, Lawler recalls "Soon our technical conversations were laced with shorthand. We know the status of one-deejay-sum-ceejay and one-arejay-sum-ceejay, I would say, but what about one-preemption-arejay-deejay-sum-cee-jay?" (see Lawler (1991)).

For each model, we can track how its complexity is affected by various assumptions and additional restrictions. Let us start with the problem which in "Scheduleese" is called $1 \mid \sum w_{j} C_{j}$, a single machine problem to minimize the sum of weighted completion times, which we know is solvable in $O(n \log n)$ time due to Smith (1956). Will the problem remain easily solvable if each job $j$ has an individual release date $r_{j}$ ? The answer is "Unlikely", since the resulting problem is $\mathcal{N} \mathcal{P}$-hard in the strong sense, even if all weights $w_{j}$ are equal (see Lenstra et al (1977)). Will the latter problem remain hard, if we allow preemption in job processing? No, with preemption allowed, we can find an optimal schedule in $O\left(n^{2}\right)$ time due to an algorithm of Schrage (1968). However, that algorithm only operates if the job weights are equal, while problem $1\left|r_{j}, p m t n\right| \sum w_{j} C_{j}$ is shown by Labetoulle et al (1984) to be $\mathcal{N} \mathcal{P}$-hard in the strong sense.

Now consider problem $1\left|\mid \sum w_{j} C_{j}\right.$, and assume that there is a precedence relation $\rightarrow$ imposed on the set of the jobs such that $i \rightarrow j$ means that job $i$ must precede job $j$ in any schedule; more specifically, job $j$ can only start if job $i$ is completed. The complexity of the resulting problem depends on the structure of the precedence constraints: as proved by Lawler (1978), the problem can be solved in $O(n \log n)$ time if the relation is represented by a series-parallel graph, while under arbitrary precedence constraints the problem is shown by Lenstra and Rinnooy $\operatorname{Kan}(1978)$ to be $\mathcal{N} \mathcal{P}$-hard in the strong sense.

Again we start with problem $1\left|\mid \sum w_{j} C_{j}\right.$, and this time let us increase the number of machines. Bruno et al (1974) show that the problem with two identical parallel machines is $\mathcal{N} \mathcal{P}$-hard in the ordinary sense, while if the weights are equal there is a polynomial time algorithm to minimize $\sum C_{j}$ on any number of unrelated parallel machines. The twomachine flow shop to minimize $\sum C_{j}$ is $\mathcal{N} \mathcal{P}$-hard in the strong sense, as proved by Garey et al (1976).

Given information on the computational complexity of basic scheduling problems, the
process of drawing conclusions on the complexity status of a certain extended problem can be automated. Lageweg et al (1982) report on a computer tool for determining the complexity of scheduling problems. Given a problem, the system gives a fairly full description of the complexity of related problems, including the "minimum hard", "maximum easy" and open problems. Similar information can also be found at the web site http://www.mathematik.uni-osnabrueck.de/research/OR/class/ initiated by Peter Brucker and maintained by Sigrid Knust, University of Osnabrück, Germany.

Although there were numerous pieces of evidence that preemption, if allowed, could simplify the problem, still a solid conclusion that a preemptive version of a problem is no harder than the non-preemptive one could not be drawn. A "half counter-example" remained: the problem of minimizing the sum of completion times on a variable number of unrelated parallel machines is polynomially solvable, while its preemptive counterpart remained open, even for two machines. The complexity status of the preemptive problem was resolved much later (and to everybody's surprise); for further details, we refer to Section 6.6.

### 4.3 Open shop scheduling

This decade saw the arrival a new multi-stage scheduling system, the open shop. For this model, each job $j$ has to be processed on each machine $i$ for $p_{i j}$ time units; but, unlike for the flow shop and job shop, the order of a job's operations is "open", i.e., not fixed in advance, and has to be chosen with different jobs being allowed different processing routes. The term "open shop" was coined in the paper of Gonzalez and Sahni (1976), who gave a fairly complete analysis of the complexity of the problem of minimizing the makespan. However, several years earlier, De Werra (1970) presented a problem that can be classified as the preemptive open shop problem and reduced it to one of finding the optimal edge coloring in a bipartite multigraph.

In all open shop problems reviewed in this section, the objective is to minimize the makespan $C_{\max }$. It is clear that in any schedule the makespan can be less than neither the total load of any machine nor the total duration of any job, so that a lower bound on the makespan is

$$
\begin{equation*}
\mathrm{LB}=\max \left\{\max _{i=1, \ldots, m} \sum_{j=1}^{n} p_{i j}, \max _{j=1, \ldots, n} \sum_{i=1}^{m} p_{i j}\right\} . \tag{3}
\end{equation*}
$$

The two-machine open shop problem can be solved in linear time for $m=2$, with the optimal value of $C_{\max }$ achieving the lower bound (3). An approach by Gonzalez and Sahni (1976) is motivated by the similarity of the flow shop and open shop models: a special flow shop schedule is created and the route of one of the jobs is changed. An alternative algorithm due to Pinedo and Schrage (1982) combines the greedy scheduling with a special arrangement regarding the longest operation. Yet another algorithm by De Werra (1989) creates a schedule that organizers the jobs into three blocks on each machine and schedules them to avoid any block overlap.

In terms of extended versions of the non-preemptive open shop problem, the lower bound (3) is no longer tight, and the three-machine problem is $\mathcal{N} \mathcal{P}$-hard in the ordinary sense, as is the problem with four machines and at most two operations per job (see Gonzalez and Sahni (1976)). If the number of machines is variable, the problem is $\mathcal{N} \mathcal{P}$-hard in the strong sense, as reported in Graham et al (1979) with reference to an unpublished manuscript of J.K. Lenstra. From the complexity point of view, it is still unknown whether: (i) the three-machine problem is $\mathcal{N} \mathcal{P}$-hard in the strong sense; and (ii) whether the problem with three machines and two operations per job can be solved in polynomial time.

For the open shop, allowing preemption means that the processing of any operation
on any machine can be interrupted at any time and resumed later from the point of interruption, and in between the interruption and the resumption of an operation any other operation of the same job can be (preemptively) processed. It is clear that allowing preemption makes no advantage for the two-machine case. For an arbitrary number of machines, a preemptive schedule exists with makespan that achieves the lower bound (3), and such a schedule can be found in polynomial time. One of the approaches to finding an optimal preemptive open shop schedule is based on the so-called Birkhoff-von Neumann theorem on decomposition of double stochastic matrices (see Gonzalez and Sahni (1976) and Lawler and Labetoulle (1978)). Another way to solve the preemptive problem is to reduce it to the optimal edge colouring of a bipartite multigraph (see De Werra (1970) and Gabow and Kariv (1982)).

The fact that the preemptive open shop problem is polynomially solvable has given rise to a number of two-stage algorithms for preemptive scheduling in other machine environments. Typically, in the first stage of such an algorithm, a linear programming problem is solved to determine the total duration of each operation on each machine, and then in the second stage a preemptive open shop schedule is found which essentially delivers an optimal solution to the original problem. As examples of problems handled by this approach, we mention the preemptive problem of minimizing the makespan on unrelated parallel machines as solved by Lawler and Labetoulle (1978), and the preemptive multi-processor (or hybrid) open shop problem with parallel machines in each processing stage as solved by Lawler et al (1982).

### 4.4 Mathematical programming approaches

Many techniques and approaches within combinatorial optimization are applied to the travelling salesman problem (TSP) at an early stage of their development. Success of a technique in solving the TSP would often inspire researchers to apply the same approach to other problems such as scheduling. Various techniques from mathematical programming fall within this category.

A polyhedral approach starts with an integer linear programming formulation of the problem and then introduces valid inequalities with a view to obtaining a tighter relaxation. The resulting lower bound is then used within a branch and bound or branch and cut framework. This type of approach was used for the TSP by several researchers such as Miliotis (1976, 1978), Crowder and Padberg (1980), Grötschel (1980) and Padberg and Hong (1980) who obtained optimal solutions to instances with up to 100 or more cities. Surprisingly, polyhedral methods have been notably unsuccessful for obtaining optimal solutions to machine scheduling problems, with branch and bound algorithms based on combinatorial approaches usually performing better. Due to lack of computational success, the algorithms are typically not reported in the literature. However, some interesting polyhedral theory has been developed that aids our understanding of scheduling problems (for example, see Queyranne and Wang (1991)).

On a more positive note, the use of Lagrangean relaxation has been very useful in obtaining lower bounds for use in branch and bound algorithms for scheduling problems. It was originally developed for the TSP by Held and Karp (1971). The key idea is that complex problems are often simple problems with a few added constraints. By performing a Lagrangean relaxation in which the complicating constraints are included in the objective function using a suitably chosen Lagrange multiplier, the resulting problem may be simple to solve and thereby provide a lower bound. Having chosen which constraints to relax, the main issue is often how to find values of the multipliers. Although a general-purpose iterative technique known as subgradient optimization (see Held et al (1974)) is available for finding values of the multipliers, it is computationally time consuming.

One of the first studies to use Lagrangean relaxation in scheduling is that of Fisher (1976) who considers the problem of scheduling a single machine to minimize the total tardiness. He performs a Lagrangean relaxation of the machine capacity constraints that restrict the machine to processing exactly one job in each unit time interval throughout the period of processing. In the relaxed problem, the machine can process several jobs simultaneously, and the value of each Lagrange multiplier can be viewed as the price for using the machine in that interval. Using precedence constraints on the jobs that are determined from the dominance rules of Emmons (1969), tight lower bounds are obtained. Lagrange multiplier values are computed using subgradient optimization. Even though the lower bound requires pseudopolynomial time $(O(n P)$ time, where $P$ is the sum of the processing times), the algorithm successfully solves instances with up to 50 jobs.

There was also interest in using Lagrangean relaxation to obtain quickly computed bounds. This meant avoiding the computationally demanding subgradient procedure for obtaining values of Lagrange multipliers. A multiplier adjustment method is developed in the PhD thesis of Van Wassenhove (1979) that allows the efficient computation of Lagrange multiplier values. For example, Potts and Van Wassenhove (1983) consider single machine scheduling to minimize the total weighted completion time $\sum w_{j} C_{j}$ with constraints $C_{j} \leq \bar{d}_{j}$ for each job $j$, where $\bar{d}_{j}$ is the deadline of job $j$. After performing a Lagrangean relaxation of the deadline constraints, the resulting Lagrangian problem is to minimize $\sum\left(w_{j}+\lambda_{j}\right) C_{j}-\sum \lambda_{j} \bar{d}_{j}$, where $\lambda_{j}$ is the multiplier associated with the constraint $C_{j} \leq \bar{d}_{j}$. The weights associated with the completion times become $w_{j}+\lambda_{j}$ under this relaxation. The multiplier adjustment method fixes the optimal sequence of jobs in the Lagrangean problem (usually be applying a heuristic method), and then computes the values of the multipliers to maximize the lower bound subject to the given sequence being an optimal solution of the Lagrangean problem. A similar multiplier adjustment method was also applied by Hariri and Potts (1983) to the corresponding problem with release date constraints instead of deadline constraints, and by Potts and Van Wassenhove (1985) to the problems of scheduling a single machine to minimize the total weighted tardiness.

### 4.5 Other results

In terms of branch and bound, a breakthrough was made by Carlier (1982). He was the first to develop a branch and bound algorithm that could routinely solve instances with several hundred jobs. Specifically, Carlier proposes a branch and bound algorithm for the problem of scheduling jobs with release dates on a single machine to minimize the maximum lateness of the jobs. Recall from Section 3.3 that this problem provides lower bounds for more general problems, such as the job shop, since the due dates are mathematically equivalent to the delivery times. The key to the success of Carlier's algorithm is the novel branching rule. He defines a job with the property that this job either is processed before all jobs of a certain subset or is processed after all jobs of this subset, and thereby created a binary branching procedure.

Another elegant result is due to Lawler (1977) who demonstrates that the single machine total tardiness scheduling problem is solvable in pseudopolynomial time (although it was not known at the time whether it was $\mathcal{N} \mathcal{P}$-hard). Lawler's key contribution is to show that the problem decomposes: those jobs with due dates less than or equal to some due date $d_{k}$ are processed before the longest job and those jobs with due dates greater than $d_{k}$ are processed after this longest job. This type of decomposition is extremely rare in scheduling, and intricate analysis is needed to establish that the decomposition property holds. Lawler designs a dynamic programming algorithm based in his decomposition principle. Later, Potts and Van Wassenhove (1982) exploit this decomposition method to produce a practical method of solving instances with up to 100 jobs.

During this decade, progress was achieved in solving preemptive problems on parallel machines in the presence of release and due dates. For identical parallel machines, a network flow approach by Horn (1974) creates a test of whether there exists a feasible schedule in which each job $j$ is processed within the time interval $\left[r_{j}, d_{j}\right]$. Using binary search, this algorithm is converted by Labetoulle et al (1984) into a polynomial algorithm for minimizing the maximum lateness $L_{\text {max }}$. To solve the latter problem on uniform machines, Martel (1982) suggests computing the maximum polymatroidal flow. A more efficient algorithm by Federgruen and Groenvelt (1986) uses a classical maximum flow approach and requires $O\left(n^{3} s\right)$ time, where $s$ is the number of distinct machine speeds.

Fully polynomial-time approximation schemes for problems of scheduling to minimize the makespan on a fixed number of (not necessarily identical) parallel machines were designed by Sahni (1976) within this decade. However, we defer the discussion of these results to Section 5.1.1 which is devoted to approximation algorithms for single and parallel machine scheduling.

### 4.6 Scheduling at the end of Decade 3

By the end of this decade, scheduling problems could be described by the three-field classification scheme, and a natural first step in researching a problem was to establish its complexity status (polynomially solvable or $\mathcal{N} \mathcal{P}$-hard). Scheduling had suddenly become a much more structured field than had been the case a decade earlier.

The discovery of computational complexity and its consequences for scheduling captured in the survey by Graham et al (1979) made a great impact on further development in the area. Several other surveys were issued later with the same core team of co-authors. Here, we only mention the reviews of Lawler et al $(1982,1993)$, which were followed by an annotated bibliography of Hoogeveen et al (1997).

As a result of the developments during this decade, many young researchers joined the field and many established researchers changed direction to work in scheduling theory. The net result was that scheduling as a research topic became much more mature with many more techniques and concepts from other research fields being applied. Computational testing of algorithms was also performed more rigorously, and branch and bound algorithms started to reach a level of sophistication that they could solve instances of a practical size.

This decade saw the first major conference devoted to scheduling. Sponsored by NATO, an Advanced Study and Research Institute on Theoretical Approaches to Scheduling Problems was held in Collingwood College, University of Durham, UK, during the period 6-17 July 1981. It was organized by Michael Dempster, Jan Karel Lenstra and Alexander Rinnooy Kan, and attended by 91 participants from 15 countries. Well-known researchers who attended the Institute and are still active in scheduling today include Jacques Carlier, Kevin Glazebrook, Rolf Möhring, Mike Pinedo, Chris Potts, Leen Stougie and Gideon Weiss. Some of the more significant presentations at the Institute appeared in a book (see Dempster et al (1982)).

A fairly complete exposition of known scheduling results, mainly on the computational complexity of scheduling problems, was given in a two-volume research monograph written in Russian by V.S. Tanaev and his colleagues in 1984 (on single machine and parallel machine models) and in 1989 (on shop scheduling models). Chapter 3 of the book by Tanaev et al (1984) is based on the research conducted by Yakov Shafransky in the 1970s on the theory of minimizing of so-called priority-generating functions over partially ordered sets of jobs. This is related to the contributions of Monma and Sidney (1979) in this area of scheduling with precedence constraints.

## 5 Decade 4: Approximate solutions

The fact that most scheduling problems of interest are $\mathcal{N} \mathcal{P}$-hard delivers an informal message: it is unlikely that any of these problems allow an exact optimal solution to be found in polynomial time. Thus, if we need to find the exact optimum, we should be prepared to accept that finding such a solution will require a considerable computation time. On the other hand, for most practical needs it is sufficient to adopt an approximate solution that is anticipated to be relatively close to the optimum.

Traditionally, among the algorithms that deliver approximate solutions to $\mathcal{N} \mathcal{P}$-hard problems, we distinguish between approximation algorithms and heuristic algorithms (usually abbreviated to heuristics).

The performance of an approximation algorithm is evaluated by either worst-case analysis or probabilistic analysis of its behaviour. Below we mainly concentrate on most important results regarding worst-case analysis of scheduling approximation algorithms.

Under our terminology, there is no associated analytic evaluation of how well heuristics perform. Heuristics include, but are not limited to, constructive heuristics, local search heuristics, more elaborated metaheuristics and hyperheuristics, etc. Typically, the quality of a heuristic algorithm is judged by its performance on randomly generated and/or benchmark instances, and normally we do not know how well a heuristic will behave on a particular instance. Our discussions of heuristics will focus on local search since this is often the method of choice when tackling practical scheduling problems with the associated complications that occur in real life.

### 5.1 Approximation algorithms

We start by introducing the terminology and main concepts that are used in the worstcase analysis of approximation algorithms. For a scheduling problem with the goal of minimizing a function $F(S)$ over all feasible schedules $S$, let $S^{*}$ denote an optimal schedule. A polynomial-time algorithm that finds a feasible solution $S_{H}$ such that $F\left(S_{H}\right)$ is at most $\rho$ (where $\rho \geq 1$ ) times the optimal value $F\left(S^{*}\right)$ is called a $\rho$-approximation algorithm; the value of $\rho$ is called a worst-case ratio bound. If a problem admits a $\rho$-approximation algorithm, then it is said to be approximable within a factor $\rho$. A family of $\rho$-approximation algorithms is called a polynomial-time approximation scheme, or a PTAS, if $\rho=1+\varepsilon$ for any fixed $\varepsilon>0$; if additionally the running time is polynomial with respect to both the length of the problem input and $1 / \varepsilon$, then the scheme is called a fully polynomial-time approximation scheme, or an FPTAS.

Before proceeding, it is useful to refer to an excellent review of Schuurman and Woeginger (1999) on approximation algorithms for scheduling. They include a list of 10 major open problems related to approximability in scheduling. As far as we are aware, all of them are still open.

### 5.1.1 Single machine and parallel machines

Worst-case analysis of scheduling approximation algorithms was originated by Graham $(1966,1969)$. The problem that he addressed was that of minimizing the makespan on $m$ identical parallel machines. The first result concerns the performance of a list scheduling algorithm (see Section 2.5 for a discussion of list scheduling with the SPT list for minimizing the sum of completion times on identical parallel machines, as presented in the book of Conway et al (1967)). Suppose that a schedule $S_{L}$ is found by a list scheduling procedure with an arbitrary list, and some job $k$ is the last job completed in that schedule, i.e., formally, $C_{\max }\left(S_{L}\right)=C_{k}$. Suppose that job $k$ starts at time $t$. The 'greedy' nature of list
scheduling implies that all machines are busy until time $t$; otherwise job $k$ would have been assigned to start earlier on an available machine. Noticing that

$$
t \leq\left(\sum_{j \in N} p_{j}-p_{k}\right) / m
$$

we obtain

$$
\begin{aligned}
C_{\max }\left(S_{L}\right) & =t+p_{k} \leq\left(\sum_{j \in N} p_{j}-p_{k}\right) / m+p_{k} \\
& =\frac{1}{m} \sum_{j \in N} p_{j}+\frac{m-1}{m} p_{k}
\end{aligned}
$$

Using the lower bound (1) on the optimal makespan, we finally derive

$$
C_{\max }\left(S_{L}\right)=\mathrm{LB}+\frac{m-1}{m} \mathrm{LB}=\left(2-\frac{1}{m}\right) \mathrm{LB} \leq\left(2-\frac{1}{m}\right) C_{\max }\left(S^{*}\right)
$$

i.e., for the problem under consideration the list scheduling algorithm is a $(2-1 / m)$ approximation algorithm. Notice that a worst-case ratio of $2-1 / m$ is guaranteed for any sequence of jobs in the list and for any instance of the problem. Can the analysis be improved so that a smaller ratio can be achieved for this algorithm? To dismiss these doubts, Graham exhibits a tightness example with $m^{2}-m+1$ jobs, which includes $m(m-1)$ 'small' jobs of unit length each and one 'big' job with a processing time of $m$ time units. In an optimal schedule $S^{*}$, the big job is assigned to one of the machines, while each of the remaining $m-1$ machines processes $m$ small jobs, so that $C_{\max }\left(S^{*}\right)=m$. On the other hand, if the jobs are organized into a list with the big job in the last position, the list scheduling algorithm will assign exactly $m-1$ jobs to each of the $m$ machines and then at time $m-1$ starts the big job on one of the machines, so that $C_{\max }\left(S_{L}\right)=2 m-1$. This implies that for the list scheduling algorithm, a worst-case ratio of $2-1 / m$ represents a tight bound.

The tightness example shows that it is not wise to delay the processing of longer jobs. This delay can be avoided by arranging the list in the LPT order, i.e., in non-increasing order of the processing times. Graham (1969) shows that the LPT list scheduling algorithm delivers a schedule $S_{L P T}$ such that $C_{\max }\left(S_{L P T}\right) / C_{\max }\left(S^{*}\right) \leq 4 / 3-1 /(3 m)$, and this bound is tight.

Moreover, Graham (1969) develops an algorithm that first schedules $k$ longest jobs optimally, and then assigns the remaining jobs to machines by list scheduling. The worstcase ratio bound for this algorithm is $1+(1-1 / m) /(1+\lfloor k / m\rfloor)$. For fixed $m$, such an algorithm requires $O\left(n^{k m}\right)$ time; therefore, a family of these algorithms applied to different values of $k$ can regarded as a PTAS, although its running time is impractical.

One of the first fully polynomial-time approximation schemes in combinatorial optimization is due to Ibarra and Kim (1975) who apply the rounding technique to convert dynamic programming algorithms for the knapsack and subset sum problems into FPTASs. Recall that in the subset sum problem there are given items with weights, and it is required to find a subset of items having maximum total weight that does not exceed a given value. This problem is closely related to the scheduling problem of minimizing the makespan on two parallel identical machines, so the results of Ibarra and Kim establish that the latter problem admits a FPTAS. Sahni (1976) demonstrates that for the problem of minimizing the makespan on $m$ identical machines, an FPTAS exists for any fixed $m$, while Horowitz and Sahni (1976) extend this result to uniform and unrelated machines.

The problem of minimizing the makespan on parallel machines can be considered as dual with respect to a well-known bin-packing problem in which items of various sizes are
to be packed into a minimum number of identical bins of a given capacity. Hochbaum and Smoys (1987) interpret each of the identical machines as bins of capacity $d$, and for any $\rho$, where $\rho>1$, define a $\rho$-dual approximation algorithm that finds an assignment of jobs to the minimum number of machines so that the last job on each machine completes no later than time $\rho d$. This leads to a PTAS for the original scheduling problem with a variable number of machines. An extension of this result to uniform machines is provided by Hochbaum and Shmoys (1988).

For the problem of minimizing the makespan on $m$ unrelated parallel machines, several algorithms use the idea of rounding of the solution of the linear relaxation of the corresponding integer programming problem. Let variable $x_{i j}$ be defined by

$$
x_{i j}= \begin{cases}1, & \text { if job } j \text { is assigned to be processed on machine } i, \\ 0, & \text { otherwise },\end{cases}
$$

The optimal makespan is equal to the smallest value of the objective function of the integer program:

$$
\begin{array}{lll}
\text { Minimize } & C \\
\text { subject to } & \sum_{j=1}^{n} p_{i j} x_{i j} \leq C, & i=1, \ldots, m, \\
& \sum_{i=1}^{m} x_{i j}=1, & j=1, \ldots, n, \\
& x_{i j} \in\{0,1\}, & i=1, \ldots, m, j=1, \ldots, n .
\end{array}
$$

The linear relaxation is obtained by replacing the integrality constraints by $0 \leq x_{i j} \leq 1$. The resulting linear programming problem can be solved in polynomial time. Potts (1985) demonstrates that the number of fractional variables in a basic optimal solution is linear in $m$, and he derives a 2 -approximation algorithm for any fixed $m$. For $m=2$, there is only one fractional variable and Potts (1985) offers an improved (3/2)-approximation algorithm. As shown by Lenstra et al (1990), a fractional solution to the linear relaxation can be rounded in polynomial time to yield a 2 -approximation algorithm for variable $m$. Additionally, Lenstra et al prove that finding a schedule $S$ for this problem with $C_{\max }(S) \leq 2$ is $\mathcal{N} \mathcal{P}$ hard. This means that, unless $\mathcal{P}=\mathcal{N} \mathcal{P}$, it is impossible to derive a polynomial time approximation algorithm with a worst-case ratio that is strictly less than $3 / 2$.

Approximability issues of various scheduling problems on a single machine and parallel machines to minimize the sum of weighted completion times $\sum w_{j} C_{j}$ became a topic of considerable interest in the middle 1990s. It is remarkable how many new algorithmic ideas were generated and how fast the area was advanced from being almost completely unstudied to almost completely resolved. Here, we only mention several most influential contributions. The paper of Hall et al (1997) reports on the first successful attempts to design constant-ratio approximation algorithms for problems of minimizing $\sum w_{j} C_{j}$, including models with release dates and/or precedence constraints. The algorithms rely on solving linear programming relaxations (in particular, interval-indexed formulations). The paper by Afrati et al (1999) summarizes the efforts of eleven researchers in designing PTASs for several versions of the problem of scheduling jobs with individual release dates to minimize $\sum w_{j} C_{j}$ on a single machine, on a variable number of identical parallel machines and on a fixed number of unrelated parallel machines. Novel algorithmic ideas employed in this work included (i) geometric rounding (given an $\varepsilon>0$, the processing times and release dates are rounded to integral powers of $(1+\varepsilon)$ thereby breaking the time horizon into geometrically increasing intervals); (ii) time stretching (the insertion of small idle periods
which allows the creation of a good schedule by enumerating a limited number of jobs to be scheduled last on a machine); and (iii) weight-shifting (provided that many jobs are released simultaneously, some of them are delayed to be processed in later intervals, so that each job can be scheduled within $O\left(1 / \varepsilon^{2}\right)$ intervals from its release time). Skutella (2001) combines convex quadratic relaxations and semidefinite programming relaxations with randomized rounding to design improved constant-ratio approximation algorithms for minimizing $\sum w_{j} C_{j}$ on unrelated parallel machines, including the case in which jobs have machine-dependent release dates.

### 5.1.2 Shop scheduling

We now consider approximation algorithms for the flow shop, open shop and job shop problems. Unless stated otherwise, we focus on the minimization of makespan.

Gonzalez and Sahni (1978) suggested searching for an approximate solution in the class of so-called busy schedules, where at any time at least one machine is processing some operation. This class obviously contains an optimal schedule, but, on the other hand, contains very bad schedules, including those in which exactly one machine is busy at a time, so that the makespan is equal to the sum of the processing times of all operations. This means that for a busy flow shop schedule $S_{B}$ the bound $C_{\max }\left(S_{B}\right) / C_{\max }\left(S^{*}\right) \leq m$ holds. A natural idea of designing an approximation algorithm is to replace the original problem by an artificial two-machine flow shop, and to convert the solution to that artificial problem found by Johnson's algorithm into an approximate solution to the original problem. However, no algorithm of this type is known to deliver a ratio better than $\lceil m / 2\rceil$ (see Gonzalez and Sahni (1978)). Notice that for $m=3$ we have that $\lceil m / 2\rceil=2$, and it is very easy to design a 2 -approximation algorithm: schedule the first two machines optimally by Johnson's algorithm and concatenate the resulting schedule with a block of operations on the third machine. For $m=3$, an improved (5/3)-approximation algorithm is due to Chen et al (1996). The best known (and essentially best possible) approximation result for the flow shop with a fixed number of machines is a PTAS developed by Hall (1998), which also can be extended to handle job release dates. Still, it remains unknown whether the problem with a variable number of machines is approximable within a constant factor, i.e., whether there exists a polynomial-time algorithm that find a schedule $S$ such that $C_{\max }(S) / C_{\max }\left(S^{*}\right) \leq \rho$ for some constant $\rho$ that does not depend on $m$.

For the $m$-machine flow shop problem to minimize the makespan, there is an interesting link with a so-called Steinitz Lemma on compact vector summation. Instead of citing the original papers containing early studies on the application of this approach to scheduling (most of which are in Russian and Hungarian), we refer to two papers of Sevastianov (1994, 1995), one of which presents a detailed survey. One of the implications of this approach is that for the $m$-machine flow problem, there exists a permutation schedule $S$ with $C_{\max }(S) \leq \Pi_{\max }+\phi(m) p_{\max }$, where $\Pi_{\max }$ is the maximum load over all the machines, $p_{\max }$ is the duration of the longest operation and $\phi(m) \leq m(m-1)$ is a function that depends only on $m$. Moreover, finding such a permutation schedule takes at most $O\left(n^{2} m^{2}\right)$ time. For $m=3$, it can be proved that $\phi(3)=3$ and this value cannot be further reduced.

Unlike its flow shop counterpart, minimizing the makespan in the open shop is approximable within a factor of 2 . This is achieved by finding a dense schedule in which no machine is idle if there is a job that can be started on that machine. A dense schedule can be found by a greedy algorithm that requires $O(m n \min \{m, n\})$ time. This approach to open shop scheduling is reported by Bárány and Fiala (1982) who attribute it to A. Racsmány. For any dense open shop schedule $S$, Bárány and Fiala show that $C_{\max }(S)-C_{\max }\left(S^{*}\right) \leq(m-1) p_{\max }$, where as above $p_{\max }$ is the duration of the longest operation. Furthermore, Aksjonov (1988) shows that $C_{\max }(S) / C_{\max }\left(S^{*}\right)<2$. This bound
is not tight; in fact, it is conjectured that for $m \geq 2$ and for any dense open shop schedule $S$, a tight bound is given by $C_{\max }(S) / C_{\max }\left(S^{*}\right) \leq 2-1 / m$. Chen and Strusevich (1993) prove this conjecture for $m \leq 3$; the proofs for several other small values of $m$ are known. It remains an open question whether for some fixed $\varepsilon>0$, the problem with a variable number of machines admits an approximation algorithm with a worst-case ratio bound of $2-\varepsilon$.

Sevastianov and Woeginger (1998) suggest the following approach to the open shop problem with a fixed number of machines: the jobs are classified as big, small and tiny; the big jobs are scheduled "almost" optimally, the tiny jobs are scheduled by the greedy algorithm and the small jobs are appended to the current partial schedule. This approach leads to a PTAS. Kononov and Sviridenko (2002) describe a PTAS for the problem with a fixed number of machines and individual release dates for all operations. On the other hand, for any fixed number of machines $m$, where $m \geq 3$, it remains unknown whether an FPTAS exists for the open shop problem.

From the non-approximability point of view, Williamson et al (1997) establish a lower bound on a worst-case ratio for approximation algorithms for the flow shop and the open shop problems with a variable number of machines and the makespan objective. They show that for any of these problems with integer processing times, there is a polynomialtime algorithm that determines whether a schedule $S$ with $C_{\max }(S)=3$ exists; by contrast, unless $\mathcal{P}=\mathcal{N} \mathcal{P}$, it is impossible to verify in polynomial time whether there exists a schedule $S$ with $C_{\max }(S)=4$. Thus, the existence of a polynomial-time approximation algorithm with a worst-case ratio strictly less than $5 / 4$ would imply that $\mathcal{P}=\mathcal{N P}$.

Hoogeveen et al (2001) demonstrate that many scheduling problems with a variable number of machines to minimize the sum of the completion times (including the flow shop and the open shop) are Max SNP-hard, and this implies that for any of these problems the existence of a PTAS would imply that $\mathcal{P}=\mathcal{N} \mathcal{P}$.

### 5.2 Local search

The concept of local search dates back to Decade 1 when methods of searching for improved travelling salesman tours based on removing edges from the tour and replacing them with new ones were first introduced. For example, Croes (1958) first proposes the 2-opt move for exchanging two edges so that "crossings" in a tour can be eliminated, and Lin (1965) extends the approach to 3 -opt which allows exchanges of three edges. In scheduling, Nicholson (1967) is among the first to propose the use of local search. For minimizing the makespan in a three-machine flow shop, he uses moves that remove a job from its current position in the sequence and insert it in another position. However, local search methods failed to attract much attention until much later. The reason is probably twofold: computers were not fast enough for an adequate search of the solution space for problem instances of a practical size, and the methods were simplistic so that the development of these methods and the associated computer experimentation may not have been viewed as a worthy research contribution.

The pioneering publications of Kirkpatrick et al (1983) and Cerny (1985) that proposed simulated annealing as an optimization technique were instrumental in establishing local search as a thriving research area. The subsequent introduction of tabu search by Glover $(1986,1989,1990)$ provided further stimulation for researchers to contribute in the area of local search. In parallel, the publication of a book by Goldberg (1989) brought genetic algorithms to the attention of researchers in optimization.

The most simple local search algorithm is descent in which repeated attempts are made to improve a current solution. The attempts at improvement involve perturbing the current solution, and if the perturbation leads to a better solution a move is made to the new
solution. A neighbourhood defines which potential moves are allowed. The search usually continues until no further improvement on the current solution can be made in which case a local minimum has been reached if the problem is one of minimization. The local minimum might not represent a very good solution. A multi-start descent that executes a descent algorithm several times using a different starting solution for each execution may help to produce better quality solutions. A possibly preferable approach is to adopt an iterated descent algorithm in which, upon reaching a local minimum, a modification is made (usually random) to the solution at which stage descent is reapplied.

There are some well-known strategies that allow the search to progress to worse solutions, which may be necessary in the process of traversing the solution space to reach better solutions. In simulated annealing, worse solutions are accepted with an acceptance probability of $e^{-\Delta / T}$, where $\Delta$ is the amount by which the objective function is worse in the new solution and $T$ is a parameter called the temperature that is reduced during the course of the algorithm according to a cooling schedule. In tabu search, a move to the best solution in the neighbourhood is made, even if this solution is worse. To prevent the method from cycling and also to help direct the search into different areas of the solution space, a tabu list stores properties of recently visited solutions. Potential moves that lead to solutions with properties stored on the tabu list are forbidden.

By contrast to neighbourhood search algorithms that focus on improving a single solution, genetic algorithms aim to improve a population of solutions. Solutions in genetic algorithms are normally represented as strings. To create a new population, pairs of solutions are selected according to their fitness, where fitness is normally determined from the objective function value, and are used as parents to create two offspring. A crossover operator exchanges sections of the strings of the two parents (with some adjustments being used if valid strings are not obtained) to create two new solutions. A mutation operator then randomly changes some elements of the strings of the two solutions thereby creating two offspring. The new population is formed by a combination of solutions from the previous population and the offspring.

Many of the early publications on applications of local search in scheduling used neighbourhoods chosen in a fairly natural way and followed the generic descriptions of the algorithms closely. The main focus was to evaluate how well local search performed relative to other heuristic methods (usually the conclusion favoured local search in terms of solution quality), and which type of local search algorithm was more effective.

### 5.2.1 Flow shop

The permutation flow shop was used by several researchers as a problem on which to evaluate the potential of local search for generating solutions of superior quality to those obtained from other heuristic methods. Representative of contributions of this type were the studies of Osman and Potts (1989), Ogbu and Smith (1990), Widmer and Hertz (1989) and Taillard (1990) for the permutation flow shop problem with the makespan objective. Osman and Potts (1989) and Ogbu and Smith (1990) both compare the swap neighbourhood (in which a new solution is created by interchanging a pair of jobs) and the insert neighbourhood (in which a job is removed from its current position in the sequence and inserted in a different position) within a simulated annealing algorithm. Both studies find that the insert neighbourhood provides better solutions. Similar conclusions are reached for tabu search, where Taillard (1990) produces better results with the insert neighbourhood than Widmer and Hertz (1989) with the swap neighbourhood. Genetic algorithms have also studied, the most notable of which is that of Reeves (1995). He represents solutions as sequences and uses the reorder crossover which reorders those elements of one parent that lie between a pair of crossover points according to their order in other parent.

Due to the fast development of local search, the algorithms proposed by the end of the decade often displayed a variety of features that enhanced their ability to produce highquality solutions using modest computational resources. An example is the tabu search algorithm of Nowicki and Smutnicki (1996b) that uses a neighbourhood that destroys the critical path in a network representation of the schedule. Specifically, Nowicki and Smutnicki define blocks of operations with respect to a critical path in the schedule defined by the current solution, where a block is a maximal set of successive critical operations that require the same machine. The basic neighbourhood comprises insert moves, but only those moves are considered that change the block structure, i.e., by inserting the first operation in a block later in the sequence on the relevant machine, by inserting the last operation in a block earlier in the sequence, or by inserting an operation currently between the first and last operation in a block so that it appears either before the first or after the last operation in its block. Another device within the algorithm that helps improve solution quality is a backtracking procedure. When reaching an iteration limit since a best solution is found, the algorithm returns to the best solution found thus far and proceeds with a different neighbourhood move to those performed previously.

### 5.2.2 Single machine total weighted tardiness problem

There were also various early studies on local search for the single machine total weighted tardiness problem. The first is a descent algorithm proposed by Wilkerson and Irwin (1971) which uses the transpose neighbourhood in which two adjacent jobs in the sequence are interchanged (although it is now known that this neighbourhood is too small for the majority of problems to be effective). Matsuo et al (1989) use the transpose neighbourhood within a variant of simulated annealing in which the acceptance probability is independent of the solution value. The swap neighbourhood was used in descent and in several implementations of simulated annealing with different cooling schedules within a comparative computational study by Potts and Van Wassenhove (1991). They find that descent performs surprisingly well relative to simulated annealing if moves with the same objective function value are accepted.

Crauwels, Potts and Van Wassenhove (1998) explored the issue of solution representation for the single machine total weighted tardiness problem. In addition to the natural representation of solutions as sequences, they consider a binary representation where each element indicates whether the corresponding job is completed by its due date or is late. A decoding procedure is used to convert this binary representation into a sequence of jobs. Results of a computational study comparing different types of local search algorithms show that tabu search algorithms using both types of representation perform well, as does a genetic algorithm that uses the binary representation of solutions.

### 5.2.3 Job Shop

The job shop problem offers a greater challenge than single machine scheduling or the permutation flow shop where a sequence is sufficient to define a solution. Specifically, there is a larger solution space resulting from the need to find a sequence of operations on every machine, and the effect of a modification to one sequence may require this change to be propagated to other sequences if the resulting solution is to be feasible and of good quality. In line with most research contributions, we shall restrict our discussion to the problem of minimizing the makespan in a job shop.

The challenging nature of the job shop problem inspired the development of several novel approaches that can be applied to a variety of problems. Storer et al (1992) were among the first researchers to understand the potential that different representations of solutions could
have on solution quality. They introduced a data perturbation representation in which a search is performed over different perturbations of some parts of the original problem input data, with a specific heuristic used to construct a schedule from the perturbed problem data. They also proposed a heuristic set representation in which a search is performed over a set of heuristics to decide which heuristic should be used in the next stage of the schedule construction.

Another important development in job shop scheduling, but being of wider applicability, is that of the shifting bottleneck procedure. This procedure was proposed by Adams, Balas and Zawack (1988), and can be regarded more generally as a decomposition approach for problems with multiple machines. The original shifting bottleneck procedure for job shop scheduling works with the disjunction graph formulation (see Section 3.3), and the observation that a solution can be constructed by selecting each machine in turn and orienting all of the corresponding edges. To orient these edges, a single machine problem with release dates and delivery times is solved (typically using the algorithm of Carlier (1982); see Section 4.5). The so-called bottleneck machine is the next machine to be selected, where the bottleneck machine is defined as the one having the largest objective function value among the solutions of these single machine problems. The shifting bottleneck approach can also be used within a local search framework by performing a search over the order in which the machines are selected for disjunctive edge orientation; for example, see the genetic algorithm of Dorndorf and Pesch (1995) and the guided local search method of Balas and Vazacopoulos (1998).

For the more obvious neighbourhood search algorithms, a promising idea that was adopted by many researchers was to use the block structure of a critical path in a similar way to the approach of Nowicki and Smutnicki (1996b) for the flow shop, thus creating a restricted set of possible neighbourhood moves.

One of the earliest of local search algorithms is the simulated annealing method of Matsuo et al (1988). It uses a restricted transpose neighbourhood, and utilizes a lookahead mechanism before making a decision about accepting or rejecting a move. Other devices for improving the effectiveness of local search include the approximate evaluation of neighbours as used in the tabu search algorithms of Dell'Amico and Trubian (1993) and Taillard (1994), and the use of backtracking as used in the simulated annealing algorithm of Yamada et al (1994) and the tabu search algorithms of Barnes and Chrmbers (1993) and Nowicki and Smutnicki (1996a).

Genetic algorithms employing various representations of solutions have also been the subject of much research. Storer et al (1992) use data perturbation and heuristic set representations in genetic algorithms, together with a hybrid representation. Other studies using a heuristic set representation include those of Smith (1992) and Dorndorf and Pesch (1995). Priority representations have also been proposed in which a solution is represented by a priority order of operations for each machine, with a schedule construction procedure used to create the corresponding solution. Davis (1985), Falkenauer and Bouffouix (1991), Yamada and Nakano (1992) and Della Croce et al (1995) have designed genetic algorithms based on priority representations.

Among the local search algorithms discussed above, the tabu search algorithm of Nowicki and Smutnicki (1996a) and the guided local search algorithm employing the shifting bottleneck procedure of Balas and Vazacopoulos (1998) are the most effective.

### 5.3 Other results

A long standing open question regarding the complexity status of the problem of minimizing the total (unweighted) tardiness on a single machine was finally resolved by Du and Leung (1990) who prove that the problem is $\mathcal{N} \mathcal{P}$-hard in the ordinary sense by polynomial
reduction from the odd-even partition problem. Recall from Section 4.5 that there is a pseudopolynomial algorithm for this problem.

There were significant developments in the design of branch and bound algorithms for the job shop problem, most notably by Carlier and Pinson (1989). They devised tests based on lower and upper bounds for fixing the orientation of disjunctive arcs in the disjunctive graph formulation. Fixing disjunctive arcs allows release dates and delivery times to achieve higher values in the single machine subproblems from which lower bounds are computed. In turn, the resulting tighter lower bounds enable more nodes of the search tree to be pruned. Carlier and Pinson achieved a landmark when their branch and bound algorithm found a solution with a makespan of 930, and verified optimality, for the famous job shop instance of Fisher and Thompson with 10 jobs, 10 machines and 10 operations per job.

Column generation emerged as a successful technique for minimizing total weighted completion time on identical parallel machines through algorithms developed by Chen and Powell (1999) and Van den Akker et al (1999). The main idea is to use a set partitioning formulation of the problem in which each binary variable indicates whether or not a single machine schedule is included in the solution of the parallel machine problem. Due to the large number of potential single machine schedules, only a limited number are considered at the outset. The dual variables for the solution of the linear programming relaxation of the set partitioning formulation allow new solutions to be generated by applying a dynamic programming algorithm.

In the 1990s, scheduling problems to minimize the sum of total (weighted) earliness and total (weighted) tardiness received considerable attention. Here, a job is said to be early if it completes by the due date, and the earliness of job $j$ is defined by $E_{j}=d_{j}-C_{j}$. In terms of production scheduling, the penalty for earliness can be understood as holding cost of a finished product before it is delivered to the customer at its due date, while the penalty for tardiness can be interpreted as a fee paid for a late delivery. In combination, minimizing the earliness-tardiness objective requires that the jobs are completed as close to their due dates as possible; this creates a similarity with Just-in-Time (JIT) manufacturing. Baker and Scudder (1990) reviewed the main results in this area obtained by 1990, most of which were for single machine scheduling. Many of the studies are for a version of the problem with a common due date for all jobs. Two versions of the problem are traditionally distinguished: if the total machine load is less than the due date, so that it is possible to schedule all jobs by the due date, the due date is called large or unrestricted; otherwise the due date is called small or restricted.

Hall et al (1991) prove that the single machine earliness-tardiness problem with a restricted due date to minimize the total (unweighted) earliness and tardiness $\sum\left(E_{j}+T_{j}\right)$ is $\mathcal{N} \mathcal{P}$-hard in the ordinary sense and they provide a pseudo-polynomial dynamic programming algorithm; an alternative complexity proof is due to Hoogeveen and van de Velde (1991). Using Lagrangean relaxation for deriving lower bounds, Hoogeveen et al (1994) develop a (4/3)-approximation algorithm for the problem that requires $O(n \log n)$ time. The version of the problem with symmetric weights, i.e., to minimize $\sum w_{j}\left(E_{j}+T_{j}\right)$ is solvable in pseudopolynomial time, see Hoogeveen and van de Velde (1991). The problem of minimizing the total earliness plus total tardiness with respect to a common unrestricted due date is also $\mathcal{N} \mathcal{P}$-hard, even if $w_{j}=1$ for all jobs, and is solvable in pseudopolynomial time for the case of symmetric weights (see Hall and Posner (1991)). For the latter problem, Kovalyov and Kubiak (1999) design an FPTAS. The main open question in this area is whether the problem with a common (either restricted or unrestricted) due date to minimize the functions $\sum\left(w_{j} E_{j}+w_{j}^{\prime} T_{j}\right)$ with asymmetric weights is $\mathcal{N} \mathcal{P}$-hard in the strong sense.

### 5.4 Scheduling at the end of Decade 4

By the end of this decade, the complexity status of most classical scheduling problems was known. Other than the recently emerging column generation techniques, there were few new algorithmic ideas that could be incorporated into enumerative algorithms for obtaining exact algorithms.

Many researchers turned their attention to the study of approximation algorithms and heuristics. Establishing the approximability status of a problem in terms of deriving lower and upper bounds on the worst-case ratio for a problem became a focus of many research studies. On the more practical side, local search approaches were developed for a multitude of scheduling problems. Several new types of local search applicable to scheduling problems appeared in the literature, and new devices were developed to enhance the performance of well-known methods such as simulated annealing, tabu search and genetic algorithms for scheduling problems

Some excellent books appeared towards the end of the decade. The book by Pinedo (1995) superseded Baker (1974) as the main scheduling textbook. Pinedo's coverage of stochastic scheduling is a useful element of the book. Two other very good books, by Brucker (1995) and Błazewicz et al (1993) that cover most important aspects of scheduling and gained popularity among researchers, lecturers and students. There have been several editions of each book.

The fourth decade saw the initiation of two important conference series. Luís Valadares Tavares and Jan Wẹglarz set up a Project Management and Scheduling (PMS) EURO Working Group in 1986. This Group organizes a conference every two years, with the first in the series taking place in Lisbon in 1988. The other series, Models and Algorithms for Planning and Scheduling Problems (MAPSP), was launched in 1993 by Rolf Möhring, Franz Radermacher and Grazia Speranza. The first conference was held at Villa Vigoni, Lake Como, Italy in 1993, with subsequent meetings taking place every two years.

## 6 Decade 5: Enhanced scheduling models

Scheduling research carried out during the current, fifth decade is diverse in nature. Thus, it is difficult to detect strong themes that have attracted most attention. Even though many researchers were motivated by the need to create scheduling models that capture more of the features that arise in practice, the enhancements to classical scheduling models cannot be embedded into an unified framework. We only mention a small number of these enhancements models to give a flavour of the types of developments that have made from the classical models introduced in the earlier decades.

The enhanced scheduling models studied during this decade include: online scheduling in which knowledge of jobs becomes available over time; scheduling with batching; models that take into account other parts of the supply chain; and scheduling with machine availability constraints, for example caused by periods of planned maintenance. This list of is not exhaustive, since there have been many other interesting and important modelling developments during the decade, for example, scheduling with non-constant processing times, scheduling customer orders containing several jobs, and issues of handling disruptions and rescheduling. Several of these enhanced models are reviewed in the edited book of ?.

The fifth decade has also seen many practical applications of scheduling in a variety of industries and service organizations. As an example of this stream of research, we review some of the work on runway scheduling at London's Heathrow Airport, which has been the subject of several studies. A selection of other applications of scheduling are also described in the book of?

### 6.1 Online scheduling

In practice, information about jobs arriving in the future is unknown, whereas the assumption in classical scheduling is that full information about all jobs is known at the outset. In online scheduling, jobs become available over time. The quality of an online scheduling algorithm is typically evaluated by its competitive ratio. A polynomial-time algorithm that finds a feasible solution with a value that is at most $\rho$ times the optimal offline solution value is called a $\rho$-competitive algorithm. In on-line scheduling, it is possible to obtain a lower bound on the competitive ratio of any online algorithm by providing an instance and showing that whatever scheduling decisions are made, there are patterns of arriving jobs that always provide a certain ratio when comparing the schedule with the offline optimum. In some cases, it is possible to design a "best possible" online algorithm in which the competitive ratio of the algorithm matches the lower bound that can be achieved by any algorithm.

As an illustration of the main concepts, consider an online problem with the goal of minimizing the total weighted completion time $\sum w_{j} C_{j}$. We derive the result of Hoogeveen and Vestjens (1996) that the competitive ratio of any online scheduling algorithm is at least 2 . At time zero, there is a single job available: $r_{1}=0, p_{1}=p$ and $w_{1}=1$, where $p>0$. Suppose that, in the absence of any other job arrival, a scheduling algorithm decides to start this job at some time $t$, where $t \geq 0$. If $t \geq p$, then no other jobs are released. In this case, for the resulting schedule $S$, we have $\sum w_{j} C_{j}(S)=t+p$, while the optimal offline schedule $S^{*}$ starts the job at time zero to give $\sum w_{j} C_{j}\left(S^{*}\right)=p$. Therefore, $\sum w_{j} C_{j}(S) / \sum w_{j} C_{j}\left(S^{*}\right)=1+t / p \geq 2$. Alternatively, suppose that $t<p$. In this case, a second job is released at time $t+\varepsilon$, where $\varepsilon$ is a small and positive: $r_{2}=t+\varepsilon, p_{2}=\varepsilon$ and $w_{2}=w$, where $w$ is a large positive integer. In this case, we have $\sum w_{j} C_{j}(S)=$ $(t+p)+w(t+p+\varepsilon)$, while the optimal offline schedule starts job 2 at time $t+\varepsilon$ and job 1 at time $t+2 \varepsilon$ to give $\sum w_{j} C_{j}\left(S^{*}\right)=w(t+2 \varepsilon)+(t+2 \varepsilon+p)$. In the limiting case when $w \rightarrow \infty$, we obtain $\sum w_{j} C_{j}(S) / \sum w_{j} C_{j}\left(S^{*}\right) \rightarrow(t+p+\varepsilon) /(t+2 \varepsilon)>2$ for $\epsilon<(p-t) / 3$. Thus, whatever decision is made to create the schedule $S$, a ratio of at least 2 is obtained.

Anderson and Potts (2004) show that the competitive ratio of the so-called delayed SWPT algorithm is 2, and hence the algorithm is best possible. In the delayed SWPT algorithm, at any time $t$ when the machine becomes available, a job $j$ with the smallest value of $p_{j} / w_{j}$ is chosen. If $p_{j} \geq t$, job $j$ is scheduled to start at time $t$; otherwise, the machine is kept idle until either time $t$ or another job arrives, whichever occurs earliest.

General approaches in online scheduling typically involve delaying the processing of jobs until more information about the future is gathered. Unfortunately, to obtain a tight analysis, the delaying strategy must be problem specific. Thus, there are few general techniques that can be applied to derive the competitive ratio of an online algorithm. For a review on on-line scheduling results, we refer to the comprehensive review of Pruhs et al (2004).

It is worth noting that competitive analysis is far more common than probabilistic analysis when jobs may potentially arrive in the future. A major difficulty with probabilistic analysis is to specify appropriate probability distributions for the future jobs.

### 6.2 Scheduling with batching

There are some manufacturing environments where processing jobs singly leads to inefficiencies, while processing jobs in batches leads to a reduction in setup times or processing times. A typical example that allows a single setup to be shared among several jobs is a machine for which different machine tools are available. A setup is required to load a machine tool onto the machine. A batch is a set of consecutively processed jobs that require the same machine tool, so that a single setup is required prior to the processing of a batch.

An example of a gain in processing efficiency occurs when several jobs can be processed together. A burn-in oven of the type used in semiconductor manufacturing provides a practical instance where this type of simultaneous processing occurs (for more details, we refer to Hochbaum and Landy (1997)).

We now provide some of the concepts and assumptions to be used whe describing the various scheduling with batching models that we address. In the general family model, a splitting of the jobs into groups, called families, is specified in advance. Further, the jobs of each family can be partitioned by the decision-maker into smaller groups, called batches. Normally, a setup is required before a machine can start processing the job that starts a batch; on the other hand, due to similarity of jobs that belong to the same family, no setup is needed between the jobs in a batch. To classify various versions of the general model, several aspects should be taken into consideration. One of them is due to different possible interpretations of the availability of a job, either for further processing or for delivery to the customer. Under job availability, a job becomes available immediately after its processing is finished, while under batch availability, all jobs in a batch become available simultaneously upon completion of the batch. Another important aspect relates to the processing time of a batch: under sequential batch processing (also known as $s$-batch or sum-batch) the batch processing time is equal to the sum of the processing times of its jobs, while under parallel batch processing (also known as $p$-batch or max-batch) all jobs in a batch are assumed to be processed simultaneously, so that the batch processing time is defined by the maximum processing time of its jobs. An additional source of variety in batching models concerns the type of the setup and its duration: anticipatory vs. non-anticipatory, zero (typical for some max-batch models), constant, machine dependent, family dependent, etc. Further features of some models include the size of a batch (restricted or not), compatibility constraints (some jobs cannot be batched together), etc. We refer to the surveys of Potts and Van Wassenhove (1992) and Potts and Kovalyov (2000), which give a detailed account of the models and results in scheduling with batching up to the year 2000.

Below we give a brief overview of results for scheduling with batching models, focusing on complexity and approximation. We start with the family model, where the jobs are split into $F$ families and job availability is assumed. Further, the setup times for each batch are family dependent, machine dependent for the flow shop and open shop, and anticipatory (i.e., a setup can be performed on a machine before the jobs of the corresponding batch are available on that machine). Monma and Potts (1989) show that for the case of a single machine, there are several objective functions that allow the jobs within each family to be sequenced using well-known priority rules. Thus, the problem reduces to one of merging $F$ sequences of jobs, which can be solved dynamic programming algorithms that require polynomial time when $F$ is fixed. For arbitrary $F$, Bruno and Downey (1978) show that problems with objective functions based on due dates are $\mathcal{N} \mathcal{P}$-hard, but open with respect to pseudopolynomial solvability. Also, minimizing the sum of (weighted) completion times $\sum\left(w_{j}\right) C_{j}$ is open for arbitrary $F$.

The two-machine flow shop and open shop for the family model with the makespan objective function are NP-hard, as proved by Kleinau (1993). For approximation algorithms that process each family as a single batch, Chen et al (1998) establish that the worst-case ratio is $3 / 2$ for the flow shop, while Strusevich (2000) and independently Liu and Yu (2000) establish that the worst-case ratio is $5 / 4$ for the open shop. By allowing a family to be split at most once, Chen et al (1998) design a $4 / 3$-approximation algorithm for the flow shop, while Billaut et al (2008) develop a $6 / 5$-approximation algorithm for the open shop and show that there exists an optimal schedule in which no family is split more than once.

We now turn our attention to the max-batch model which is applicable to a burnin oven in semiconductor manufacturing. In this model, no families of jobs are specified and no setup time is required. A systematic complexity analysis of single machine max-
batch problems with various objective functions and assumptions on the size of a batch is provided by Brucker et al (1998). An analogous study by Potts et al (2001) considers the two-machine flow shop, job shop and open shop max-batch scheduling problems to minimize the makespan. Typically, those problems with a restriction on batch size are harder to solve than those in which the size of a batch can be arbitrary.

### 6.3 Supply chain scheduling

Production is a key function within a supply chain. Therefore, rather than consider production scheduling in isolation, several researchers have designed models that integrate several of the operational functions that form the supply chain. The motivation is that by coordinating these functions, rather than considering each in isolation, there are likely to be gains in efficiency and corresponding cost reductions.

One example of an integrated model within a supply chain involves production and distribution operations. After the manufacture of a product, it must be shipped to the customer. A shipment can be an individual product, or a batch of products for several customers can be shipped together. Further, for shipments in batches, the customers may be in different locations so that routing decisions are necessary, or the batches may be constrained in composition so that they are all for customers at the same location. Within the integrated model, the scheduling and delivery decisions should be coordinated if there is to be a high level of customer service provided in a cost-effective way. Research on these types of models was inspired by the contributions of Cheng and Kahlbacher (1993) and Lee and Chen (2001); a thorough survey of models and results is provided by Chen (2009). Since may of the models require batches to be formed for delivery, there are linkages with the scheduling and batching models discussed in Section 6.2.

Another example of an integrated model involves suppliers who provide components to a manufacturer. The manufacturer can only start processing when components from all suppliers have been received. Chen and Hall (2007) consider such a two-stage assembly system where manufacturing is assumed to be a non-bottleneck operation. Each supplier's objectives is to minimize total completion time, while the manufacturer's objective is to minimize either total completion time or maximum lateness. The main contribution of Chen and Hall is an analysis of conflict. Specifically, they analyze how far from optimal the best suppliers' schedule is when applied to the manufacturer's problem, and vice versa.

There are integrated models that consider more than two stages of the supply chain. Hall and Potts (1993) consider a supply chain in which a supplier delivers to several manufacturers, who in turn deliver to customers. As above, batches are used for delivery between supplier and manufacturer, and between manufacturer and customers. The supplier's scheduling and delivery decisions define release dates of the jobs at the manufacturer. Dynamic programming algorithms are developed for the supplier's scheduling problem, for the manufacturer's scheduling problem, and for the combined supply chain problem where both supplier and manufacturer are considered. Using examples, Hall and Potts show that decisions with the supplier and manufacturer acting independently can be much more costly than the solution of the combined problem.

### 6.4 Scheduling with machine availability constraints

The assumption in classical scheduling models is that all machines are continuously available from the start of the planning horizon. However, there are several situations under which this assumption is invalid. For example, periods of planned maintenance may result in machines becoming unavailable for certain time intervals. Another situation that creates unavailability intervals on machines occurs when high-priority orders are assigned machine
time in advance of creating a schedule of regular jobs.
Since the beginning of the 1990s, there has been a noticeable interest in models with machine non-availability intervals (MNAIs). Most research has concentrated on a pure deterministic situation when the start of an unavailability interval and its duration are known in advance. There are several good surveys that address various aspects and provide results for models of this type, namely those of Lee (1996), Sanlaville and Schmidt (1998), Schmidt (2000) and Lee (2004). There are several different interpretations of how the processing of jobs is affected by an MNAI, denoted by $I$. The processing of such an operation after interval $I$, i.e., when the machine becomes available again is: (i) resumed from the point of interruption, known as the resumable scenario; (ii) starts from scratch, known as the non-resumable scenario; or (iii) partially reprocessed before the remaining processing can be performed, known as the semi-resumable scenario.

Since most problems with fixed MNAIs are $\mathcal{N} \mathcal{P}$-hard, the most interesting issue is to draw a sharp borderline between the problems for which there is an approximation algorithm that delivers a fixed worst-case ratio and those for which that is not possible. For example, under the non-resumable scenario, a single machine problem to minimize the makespan reduces to a knapsack problem in the case of a single MNAI and is not approximable within any constant factor in the case of two or more MNAIs. Under the resumable scenario, the two-machine flow shop problem to minimize the makespan may admit a constant ratio approximation algorithm only if there are several MNAIs on the first machine or a single MNAI on the second machine. The problem with a single MNAI under the resumable scenario admits an FPTAS, such as the one designed by Ng and Kovalyov (2004), while under the semi-resumable scenario it can be solved by a PTAS developed by Kubzin et al (2009).

In some environments, a MNAI can be a mandatory machine maintenance activity that must take place within a prescribed time interval. There are alternative models which address the effect of machine maintenance: the maintenance activity may improve the processing rate of the machine; the maintenance activity may have to be completed before a given deadline; or the duration of the maintenance activity will increase if its start is delayed, etc. For further details, we refer to Lee and Chen (2000), Lee and Leon (2001) and Kubzin and Strusevich (2006).

### 6.5 Application to runway scheduling

The runway at an airport limits the amount of air traffic that can be accommodated on any day. Any improvement in runway utilization creates the potential for additional flights and hence greater revenue for the airport. An obvious method of achieving better utilization is through reducing the times between landings and/or take-offs. However, safety considerations due to turbulence caused by wake vortices dictate minimum separation times between successive landings or take-offs. Minimum separation times depend on aircraft weight, and are smaller when a heavier aircraft is preceded by a lighter aircraft and larger when a lighter aircraft is preceded by a heavier aircraft. A key element in the scheduling of a runway is therefore to aim for a sequence in which the aircraft appear in non-decreasing order of their weight.

As a case study, we use runway scheduling at London's Heathrow airport to show how local search methods are used to tackle practical scheduling problems. Heathrow airport operates in segregated mode, which means that (usually) one of its runways is used for landings and the other is used for takeoffs. This mode of operation creates two independent scheduling problems, one for landings and one for take-offs. We discuss how local search heuristics have been successful in tackling these two problems.

Beasley et al (2001) consider the landing problem at Heathrow. Each aircraft to be
scheduled for landing is regarded as a job $j$ having a release date $r_{j}$ (the earliest landing time based on the speed and aircraft's current position), a deadline $\bar{d}_{j}$ (the latest landing time based on fuel) and a target landing time $t_{j}$ (based on the timetabled arrival time). Moreover, $s_{j k}$ represents the minimum separation time between aircraft $j$ and aircraft $k$ when $k$ follows $j$ in the landing sequence. The schedule of landings is represented by a continuous variable $y_{j}$ for each aircraft $j$, where $0 \leq y_{j} \leq 1$, that defines a landing time $x_{j}=r_{j}+y_{j}\left(\bar{d}_{j}-r_{j}\right)$. Beasley et al propose an objective function $\sum_{j} \operatorname{sgn}\left(t_{j}-x_{j}\right)\left(t_{j}-x_{j}\right)^{2}$ that is to be maximized. Thus, a landing before the target time contributes positively and one after the target time contributes negatively to the objective function. A genetic algorithm (population heuristic) is used that allows infeasibility with respect to separation times. The infeasibility penalty is defined as $\sum_{j, k} \max \left\{0, s_{j k}-\left(x_{k}-x_{j}\right)\right\}$, where the summation is over all aircraft $j$ and $k$ with $j \neq k$ and $x_{j} \leq x_{k}$ (but not double counting if $x_{j}=x_{k}$ ). A uniform crossover is applied to yield one offspring from two parents, where binary tournament selection is used to choose the two parents. The population is created under a steady-state replacement scheme, where the infeasibility penalty has priority over the objective function when comparing an offspring with the population members.

Beasley et al test their genetic algorithm on a single data set that was formed of all aircraft within 100 nautical miles of the London Air Traffic Control Centre at 8.15 am on a Friday in September 1998. The data contained 20 aircraft, with target landing times set as actual recorded landing times. The results of applying the genetic algorithm show that the average delay of the aircraft increases by 40 seconds under the genetic algorithm compared to the solution actually used, and the maximum delay is increased by 187 seconds. However, the makespan decreases by 41 seconds, which is advantageous for the subsequent scheduling of aircraft that enter the system.

The scheduling of take-offs is more complicated than for landings, mainly because the layout of the taxiways at the airport restricts the reordering of aircraft and hence limits the set of feasible take-off sequences. Atkin et al (2007) consider the take-off problem at Heathrow. In their model, aircraft can be regarded as jobs, with each job having a target time for take-off, around which is built a 15 -minute time window. The minimum separation time when aircraft $k$ follows aircraft $j$ depends on the weight categories of the two aircraft and also on the departure routes because there is also a minimum separation on each route that depends on the speed groups of aircraft $j$ and $k$ if they use the same route. A complex composite objective function with many components is to be minimized, where the primary components relate to delays from the time windows and the target take-off times. However, other terms are also included to avoid short-term solutions, such as giving excess priority to an aircraft that is already late or giving too low a priority to a light aircraft that is likely to eventually be sequenced after a heavier aircraft. A tabu search algorithm is proposed that searches over take-off sequences, using swap and shift moves. However, only a limited subset of neighbours is generated, and each such solution is checked for feasibility by a heuristic that attempts to route the aircraft along the taxiways so that they arrive at the runway in the desired order.

Atkin et al apply their tabu search algorithm to six real data sets, each with between 250 and 350 aircraft (with a very small number of light aircraft included). Results show that the schedule provided by the tabu search algorithm misses fewer of the time windows for take-off ( 19 misses ) than the schedule that was actually used ( 39 misses ). Also, the delays from reaching the holding point to take-off are typically about $20 \%$ lower for the schedule produced by the tabu search algorithm.

### 6.6 Other results

In the context of local search, some interesting issues relating to the performance of the algorithms have received only minor attention in the literature. An obvious question to ask is "what is the running time of a descent algorithm if an arbitrary starting solution is selected and the algorithm ends at a local optimum?". Another question is "what is the worst-case ratio associated with a local search algorithm that ends at an arbitrary local optimum?". An answer to the first question is provided by Brucker et al $(1996,1997)$ for certain problems where they show that a local optimum can be obtained in polynomial time. As an illustration, for the problem of minimizing the makespan on identical parallel machines, they show that for a certain implementation of the shift neighbourhood that moves a job from the most heavily loaded machine to the least heavily loaded machine, a local optimum can always be achieved using $O\left(n^{2}\right)$ moves. For the second question, Schuurman and Vredeveld (2001) provide worst-case bounds for problems of minimizing the makespan on $m$ parallel machines for some of the commonly used neighbourhoods. As an illustration, for both the swap neighbourhood in which jobs on two different machines are interchanged and the shift neighbourhood, the worst-case bound of a local optimum is $2-2 /(m+1)$.

Another topic within local search is the use of an exponential or large neighbourhood that can be searched in polynomial time. For example, Congram et al (2002) introduce dynasearch as a local method that explores a neighbourhood of exponential size by dynamic programming. In addition to its theoretical interest, the computational results of Congram et al for the single machine total weighted tardiness problem show that it outperforms previously proposed local search methods. For a review of methodology for exploring large neighbourhoods efficiently, we refer to Ahuja et al (2002).

Following a study of statistical properties of solution landscapes for the TSP by Boese et al (1994), Reeves (1999) extended this work to the permutation flow shop problem, and subsequently his research in this area led to several follow-up papers. The key idea in this area is to study local minima; relevant issues are the number of local minima for a particular neighbourhood, the number of neighbourhood moves needed to move from one local minimum to another, and the sizes of the basins of attraction of local minima. A better understanding of these issues helps in the estimation of how likely some neighbourhood is going to be in yielding high-quality solutions.

Sitters (2005) proves that minimizing the sum of completion times on two unrelated parallel machines when preemption is allowed is $\mathcal{N} \mathcal{P}$-hard in the strong sense. The interest in this result is that, unlike for essentially all other scheduling problems, the preemptive version appears to be harder than its polynomially solvable non-preemptive counterpart.

### 6.7 Scheduling at the end of Decade 5

At the end of this decade, scheduling had become much more fragmented. A large number of researchers were working in the area but seemingly on a huge variety of problems and adopting a multitude of different approaches. In spite of the vast body of research being produced, a large gap remains between theory and practice.

The fifth decade saw the launch of the Journal of Scheduling with its first issue published in June 1998. It was the brainchild of Edmund Burke, who has been the editor-in-chief throughout.

## 7 A look to the future

To conclude this paper, we analyze the current state-of-the-art in scheduling research with a view to identifying research areas that deserve to be prioritized.

A major research theme during the past three decades has involved defining the boundary between polynomially solvable problems and those that are $\mathcal{N} \mathcal{P}$-hard. For classical scheduling problems, this activity is almost complete, with very few problems still having an open complexity status. During Decade 5 with the introduction of various enhanced scheduling models, complexity classification remained active since it is a natural first step in addressing a new class of problems. However, unless new complexity classes are introduced, this research theme will only be useful as new models are introduced, and much less influential than during the first 50 years of scheduling.

Since the flurry of activity during Decades 2 and 3, research studies on the design of branch and bound algorithms (and other enumerative approaches) for scheduling problems now feature less frequently in the literature. With the tools currently available, it is difficult to derive lower bounding schemes that are strong enough to provide adequate pruning of the search tree. Although the problem is somewhat alleviated by the speed and memory of modern day computers, the combinatorial growth of the solution space provides an obstacle to the exact solution of practical problems. The hybridizaton of branch and bound and other techniques such as local search offers an interesting way forward.

In view of the relative stagnation of research on branch and bound algorithms for scheduling problems, the study of approximation algorithms and heuristics remains an important research theme. Major advances have been made in the area of approximation algorithms during Decades 4 and 5. Nevertheless, major challenges remain. One of these arises for those problems where there is a large gap between the worst-case ratio of the best available approximation algorithm and the lower bound on performance that can be established (assuming that $\mathcal{P} \neq \mathcal{N P}$ ). Closing such gaps is a worthy goal, although it appears difficult to achieve. Another challenge concerns performance measures by which approximation algorithms are evaluated. The standard ratio bound assumes that the optimal objective function value is positive; otherwise, the ratio does not provide a well-defined performance measure. Moreover, focusing on the worst case does not necessarily provide a suitable assessment of performance since a worst-case instance may be atypical of the types of instances that are encountered in the environment motivating the investigation. There is clearly some scope for the introduction of alternative measures of approximation algorithm performance that avoid these drawbacks.

Vast strides have been made in local search during Decades 4 and 5. At the start of Decade 4, very little was known about the topic, while today there is much practical advice as to which types of local search methods perform well and what add-on devices should be used to improve solution quality. Local search is often the method of choice for real-life scheduling problems, and is able to take into account a variety of complicating hard and soft constraints that are invariably present. Although some scope remains for the development of improved algorithms, an important research topic involves gaining a better understanding of why certain local search procedures perform well in practice. Such an understanding could, in turn, provide the necessary insights into the design of superior local search procedures.

In summary, developments in the field of scheduling from the landmark work in the mid 1950s to the present day have been immense. Progress has benefited from contributions by researchers from varied disciplines (for example, mathematics, operational research/management science, computer science, engineering, and economics). The area is mature with many theories and techniques that can be used to tackle problems, and rich in variety (for example, deterministic or stochastic models, exact or approximate solutions,
application-oriented or theory-based). In spite of the progress within scheduling, many challenges remain for new and established researchers in this exciting and rewarding area.
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