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ABSTRACT 
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Faculty of Engineering, Science and Mathematics 

On-Chip Time Measurement Architectures and Implementation 

By Matthew Collins 

 

In recent years, system on chip (SoC) devices have become increasingly popular in 
many applications, such as automotive, signal processing, portable electronic devices 
and communication products. This has led to more functionality being integrated onto a 
single piece of silicon. As the level of technology decreases down to smaller 
geometries, not only has the design become more complicated but also the verification 
of such devices has become significantly complex that it has led to stringent timing 
requirements being placed on such devices. With the continuing integration and speed 
scaling to higher frequencies into the low giga hertz range, limitations in the 
effectiveness of traditional production testing have been introduced. The increase in 
cost of automatic test equipment (ATE) and the fact that the electrical distance between 
the tester and the embedded core under test (CUT) has got wider has made the 
verification of such devices challenging.  

To alleviate this cost test problem, this research investigates the design and 
methods associated with high resolution on-chip time measurement systems and 
proposes the design of a low cost, high resolution, programmable time measurement 
architecture for characterizing on-chip time measurements. This new architecture is 
based on the time-to-digital conversion (TDC) method and uses the dual-slope 
technique to perform the timing measurement. The proposed architecture can perform a 
number of different types of time measurements, such as rise and fall time, pulse width 
and propagation delay type measurements, without the need for additional circuitry or 
circuit duplication that would add to the overall cost of the time measurement 
architecture. Each of the critical building blocks are analysed and a description of the 
final implementation of a prototype chip using a 0.12µm CMOS process is described.  

As the on-chip clock speeds of high performance VLSI devices increase into the 
tens of gigahertz range, time measurement architectures with timing resolutions of tens 
of femtoseconds will be required. Current high resolution time measurements 
architectures based on vernier and flash time measurement architectures use latches and 
flip-flops in the main timing measurement technique and can suffer from the inherited 
metastability phenomenon. To address this problem, current research solutions are 
analysed in this thesis and an on-chip time measurement architecture that is also based 
on the time-to-digital conversion method but uses the homodyne technique is proposed. 
The architecture is described and finally simulations using transistors based on a 
0.12µm CMOS process are presented and suggest that timing resolutions in the tens of 
femtosecond range are attainable.  
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Chapter 1 
 

Introduction 
 

Today, the electronics industry is driven by number of driving factors, such as quick 

time to market, higher levels of integration, lower power dissipation and cost [1]. In the 

past industry built large systems on multiple printed circuit boards (PCB) which 

provided a quick turn around solution and therefore delivering a product in a faster time 

to market [2]. But as the industry was driven by the demands for higher levels of 

integration, smaller sized devices, lower power dissipation and lower overall cost [1], 

multi-chip system-on-board (SoB) solutions had to migrate to single system-on-chip 

(SoC) solutions. These devices incorporated digital logic, memory, analogue/mixed-

signal and radio frequency (RF) embedded modules onto the same piece of silicon. 

This is summarised in Figure 1-1. 

 

 

Figure 1-1: SoB versus SoC [2] 
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This popularity of SoC solutions has led to a continuous increase in on-chip circuit 

complexity and transistor density. This has led to more and more functionality being 

integrated onto a single piece of silicon, ranging from digital, analogue and mixed-

signal components. As the level of technology decreases towards smaller geometries, 

the design of these SoC devices has become more complicated. Figure 1-2 shows the 

predicted semiconductor process technology nodes. As these devices become more 

complicated, the verification of such devices also becomes significantly complex and it 

has led to strict timing requirements being placed on such devices.  
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Figure 1-2: Semiconductor technology node prediction [1] 

 

The topic of this dissertation is to provide an embedded test core for testing time 

measurements which will contribute towards reducing the cost of manufacturing test 

providing a low cost system-on-chip test solution. This chapter is organised as follows. 

In section 1.1, describes the importance of integrated circuit (IC) testing. Section 1.2, 

discusses the differences between the traditional system-on-board (SoB) and current 

system-on-chip (SoC) devices, which includes the design flows and the implication on 

testing these devices. Section 1.3 highlights the issues of the cost of testing and 

problems associated with current automatic test equipment. This section also describes 

current Built-In Self Test (BIST) solutions to help reduced the overall cost of test. 

Section 1.4 introduces the concept of on-chip time measurement testing. Finally, 

section 1.5 outlines the main contributions of this work and presents the organisation of 

this thesis. 
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1.1 The importance of test 

 

Integrated circuit (IC) testing is very important part of any system as it serves as a 

go/no-go test at the end of a manufacturing production cycle and also used for defect 

analysis during product diagnosis [3, 4]. The types of tests that can be performed are 

categorized into two groups, Structural Tests and Functional Tests. Structural testing 

are tests which are used to verify the topology of the manufactured chip. This type of 

testing can be done with reliance on the static stuck-at fault model. Assuming that the 

physical defect being searched for will represent itself as a “net” or “gate” connection 

that acts as if it is always at a logic level ‘1’ or always at a logic level ‘0’. Tests are 

developed by applying values to the inputs that toggle the suspected defective node to 

its opposite value. For example, forcing a logic ‘1’ on a stuck-at ‘0’ node and then 

applying values at the inputs that will allow the correct value to propagate to a detected 

point. If the value at the detected point is different from the expected value for a good 

circuit, then a fault has been detected. Structural tests are measured by fault coverage 

where the number of faults detected is compared to the total number of possible faults. 

A delay fault model can be applied similarly to assess timing failures, and a current-

based fault model can be used to assess power consumption [5]. 

Functional testing is a test to validate the correct operation of a system with 

respect to its functional specification. It is used to verify that a model or a logic block 

behaves as it was intended. For example, if a core to be tested is an adder, then a test 

stimulus is written to see if the core actually performs an addition function. Functional 

tests are derived from a functional model that is used to check physical faults in the 

manufactured system and can also be used as design verification tests for checking that 

the implementation is free of design errors. Functional testing is measured by the logic 

committing the correct action (known expected response) to the (known) applied 

stimulus [6]. 

There is another set of important tests that throughout this thesis is referred to as 

Characterization tests. Characterization tests are a subset of functional testing. They 

verify how well the manufactured device meets the specification. Examples of these 

include analogue tests such as gain, noise, bandwidth and time measurement tests, such 

as a rise time measurement, where the rise time of a signal is defined as the time 
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elapsed as the signal passes from 10% to 90% of its maximum value, as illustrated in 

Figure 1-3.  

 

 

Figure 1-3: Rise time measurements 

 

Tests can be performed either at the core level or at the system level. Core level test 

deals with the testing of the core design itself. The system integrator, who integrates the 

cores into the overall system, usually regards the cores as a block boxes and the 

designer has to provide the model and the test setup for them. Whereas, system level 

test deals with testing at the system level and addresses the test of the entire system. 

Compared to conventional PCB test, system level test is far more complex. The system 

level tests consists of tests for the individual core, tests for user define logic (UDL) and 

tests for the interconnect logic and wiring. 

 

 

1.2 System-on-chip (SoC) design flow 

 

Traditional system-on-board (SoB) comprises of discrete components, such as resistors, 

capacitors and transistor, as well as integrated circuits (IC) incorporated on single or 

multiple printed circuit boards (PCB). In the traditional SoB design, each integrated 

circuit is designed, developed, manufactured and tested by the provider. The function 

of the system integrator was only to integrate the ICs into the system and check for 

interconnectivity faults, whereas, system on a chip (SoC) devices are composed from 

embedded core, which makes it easier to import existing technologies in order to 

shorten the time-to market through design reuse. The embedded cores can perform a 

wide range of functions, for example, Digital Signal Processor (DSP), Reduced 
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Instruction Set Computer (RISC) processors, Dynamic Random Access Memory 

(DRAM), analogue circuits and Complementary Metal Oxide Silicon (CMOS) logic. 

Figure 1-4 shows a generic IC design flow for a typical system on chip. 

 

 

Figure 1-4: Generic IC design flow [7] 

 

There are four levels of abstraction; behavioural, register transfer level (RTL), gate 

level and physical level. The behavioural level describes the specifications using 

generic methods where no structural constraints are considered. The register transfer 

level is where the generic functions are replaced by structural blocks such as registers 

and arithmetic logic units (ALUs). The gate level is where the structural components 

are mapped to a netlist of components that are interconnected to other building blocks 

and gates. Finally the physical level is where the modules are represented by a layout of 

the low level physical components such as transistors, resistors and interconnection 

wires. This is then streamed out into a file format, such as Graphic Data System II 

(GDSII) or stream format that describes planar geometric shapes, text labels and other 

information needed for the manufacture of the chip. Often these cores are products of 

technology, software and intellectual proprietary (IP) information and subjected to 

patents and copyrights. An embedded block represents an IP that the integrator licenses 

from the embedded core provider. Therefore, the embedded core user is not always able 
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to apply changes to the core as it’s forced to use it as a black box, where the user only 

knows the functionality and the input/output interface for the core. In addition, while 

ICs are delivered in a range of manufactured and tested form, embedded cores are 

delivered in a range of hardware description levels, soft cores, firm cores and hard 

cores. Soft cores consist of a synthesizable representation that is technology 

independent that can be re-targeted for different technologies. These embedded cores 

are delivered as a hardware description language (HDL), such as VHDL or verilog and 

are very flexible for the user. Firm cores are usually delivered as a gate level netlist 

ready to be place and routed into the overall system. They are accompanied by 

simulation models and give some flexibility to the designer. Hard cores are delivered as 

a technology dependant layout, such as in GDSII format. They are process dependant 

and include timing information. They are optimised for area and performance. The user 

has little or no flexibility and uses the core as a black box. 

 

 

Figure 1-5:Types of IP Blocks [2] 

 

Due to the popularity and high complexity of system-on-a-chip (SoC) devices, there are 

two main test related problems that can be identified. They are the test infrastructure for 

the SoC device and the overall cost of test, which if current trends continue will have a 

negative effect on the total production cost of the device [1]. This latter will mainly 

have an influence on the importance of testing future SoC devices as illustrated in the 

following section. 
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1.3 Cost of testing 

 

It is predicted by the International Technology Roadmap for Semiconductors (ITRS) 

[8] that on-chip clock frequencies will be driven into the multi giga hertz range. This 

has introduced limitations in the effectiveness of traditional production testing. 

Traditionally, post silicon timing parameter verification of high performance devices, 

such as rise time, fall time, propagation delay and pulse width, is traditionally carried 

out and is still carried out using a large and expensive digital and/or mixed-signal 

production testers, as shown in Figure 1-6. As clock frequencies continue to increase, it 

is becoming impractical to use these production testers for post silicon validation. 

 

 

Figure 1-6: Modern SoC digital/mixed-signal production tester [9] 

 

There are four main reasons for this and they are Cost, Bandwidth, Resolution and 

Observability [10]. 

 

Cost: The cost of such production testers extends into the millions of dollars or more 

depending on its configuration [8] and for most small companies this is not an option. 

Renting the equipment on a per hour basis can also amount to a significant proportion 

of the cost depending on the test program and if there are thousands of devices to be 

tested then the cost can be significantly large. Despite the advances in the automatic 

test equipment (ATE) technology, testing very large system integration (VLSI) circuits 

has become continually more and more difficult and costly. The cost of the tester 
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(Ctester) can be divided into the cost of the test equipment itself (Cate) and the cost of 

handling the test equipment (Chandling) 

 

handlingatetester CCC +≈  (1.1) 

 

Bandwidth and Resolution1: Often the technology used to fabricate the pin electronics 

of the tester is the same technology used for the devices that are tested. This has a large 

effect on the resolution capability of the tester, as the transition frequency, fT, of a 

transistor for a particular technology will determine how fast the transistor can be 

switched [11]. The Bandwidth limitation of the tester also exists due to the growing 

electrical distance between the tester and the device being tested (DUT). Figure 1-7 

gives a graphical representation of the electrical distance from the tester and the DUT. 

 

 

Figure 1-7: Electrical distance from the tester and the DUT. 

 

The expression for the equivalent electrical distance L is as follow; 

 

Lβφ =  (1.2) 

therefore 

ctvL pp ===
ω
φ

β
φ

 (1.3) 

where L is the equivalent electrical distance, φ  is the insertion phase or the phase shift 

through the propagation medium or network, β  is the phase constant of the propagation 

medium, vp is the phase velocity, tp is the phase delay, c is the velocity of light in a 

vacuum and ω  is the angular frequency. As the electrical distance between the pin 

electronics of the tester and the output pins of the device grows, the signals needed to 

be tested attenuates and an additional phase delay is inherited within the high speed 

                                                 
1 Throughout this thesis, the word resolution is used. In order to clarify, the notation of high resolution is 
taken as the smallest timing resolution that is achievable. 
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signal. This additional phase delay will appears as an error in the timing measurement 

of the timing performance parameters being carried out [10]. 

 

Observability: In addition, modern integrated circuits (ICs) are frequently condensed 

and have highly integrated levels of functionality. Routing out embedded nodes from 

deeply buried cores to the pins of the device at the chip boundary for observation is 

often impossible and impractical. The resistive and capacitive parasitic effects will not 

only increase the electrical distance, but will also attenuate and skew the timing results 

[12]. 

 

The difficulties in integrated circuit (IC) testing, have risen due to the shortage of I/O 

points. VLSI SoC devices have a limited number of input and output pins and in 

addition there are usually multiple cores, which are integrated onto the same silicon [4]. 

Therefore, the test points for a particular core maybe deeply buried and the access from 

external ATE is impossible. Signal distortions and noise disturbances in interface 

connections from the ATE to the device under test (DUT) may exist and introduce 

timing errors in the measurement. In addition, there maybe difficulty in synchronising 

the test object’s timing with the tester timing. There is also the cost of the large volume 

of test data to be processed although research into data compression techniques are 

being carried out [7] to minimise this cost. Also the external ATE may have limited 

performance compared to the DUT. This will limit the capability of the tester for 

measuring timing measurements of today’s high performance VLSI devices. Therefore, 

the cost for running the tests, as well as, the ATE equipment itself is high. It is 

predicted by the ITRS [1] that costs will rise further towards $20 million [1, 13]. If the 

cost of test is not lowered, testing will have a negative impact on the cost of design, 

leading to an increase in the overall production cost [1, 14-16]. These problems with 

quality and cost of external ATE will continue to get worse for high speed, high density 

VLSI devices, thus rendering external ATE expensive, inaccurate and is unacceptable 

[13]. 

 

This has led to research into on-chip test solutions such as built-in self test (BIST), 

where the tester or part of the tester is situated on the same silicon as the 

device/embedded core under test. There have been a number of BIST solutions 
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implemented such as SCAN [8] and memory BIST [17], however, this is not in the 

scope of this thesis. 

 

 

1.4 On-chip time measurement testing 

 

To address the issues of the costs of IC testing, a number of researchers have proposed 

an approach, which involves integrating test circuitry onto the same silicon that is 

required for time measurement testing [18]. This approach includes a single tester 

circuit on-a chip or a multiple number of tester circuits on-chip in a SoC environment. 

The implementation of the embedded tester can be delivered as either a soft, firm or 

hard core, as mentioned in section 1.2. On-chip time measurement testing is a form of 

Built-in self test (BIST) specifically used for characterisation of embedded cores. 

Traditional BIST mechanisms, such as logic BIST [5] and memory BIST [19, 20] are 

structural tests. Time measurement testing is a form of functional testing and focuses 

on specific kinds of test. Time measurement tests can be classified into four main types 

of measurements. They are rise time, fall time, pulse width and propagation delay types 

of measurements; Rise time, trise, is the time it takes a signal to change from 10% of the 

logic “1” to 90% of the logic “1” level (Figure 1-7). Fall time, tfall, is the time a signal 

to change from 90% of a logic “1” level to 10% of a logic “1” level (Figure 1-8). Pulse 

width, tpw, is defined as the time interval between the rising edge and the falling edge of 

the pulse where the amplitude of the pulse is 50% of the peak value (Figure 1-9). 

Propagation delay, tprop, is defined as the time interval for a signal to travel through a 

logic gate or series of gates to the output destination (Figure 1-10). 

 

 

Figure 1-8: Rise and fall time measurements 

 

 

Figure 1-9: Pulse width measurement 
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Figure 1-10: Propagation delay measurement 

 

The aim of this research is to carry out on-chip time measurement testing for system on 

chip that is delivered as a hard embedded core. In practice a single timing measurement 

test core is incorporated on the same silicon as the embedded core to be tested as shown 

in Figure 1-11. The time measurement tests can be applied in memory test, as well as, 

clock generation applications, where time measurements are critical. For example, 

memory access times, clock jitter and clock skew timing measurements. 

 

 

Figure 1-11: Time measurement tester integrated with embedded core 

 

 

1.5 Thesis Contributions and Organisation 

 

The body of this thesis comprises of six chapters where, chapters three, four and five 

represent the main contributions of this research. Each chapter is largely self-contained 

and as such incorporates relevant background material and a literature review. The 

driving motivations and subject matter of these chapters are summarised as follows. 
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In Chapter 2, Time measurement architectures (TMAs) based on the Time-to-

Digital Conversion (TDC) technique have been the focus of much work in on-chip time 

measurement testing. Although researchers have developed numerous time 

measurement architectures [10], they are only capable of performing a limited number 

of time measurements with the use of duplicating or adding additional circuitry. In this 

chapter the current time measurement techniques are presented. 

Chapter 3, describes a new programmable time measurement architecture that 

can be programmed to measure four types of measurements; rise time, fall time, pulse 

width and propagation delay is proposed. 

To analysis the practical performance of the time measurement architecture, a 

prototype chip has been fabricated. Chapter 4 describes how the proposed 

programmable time measurement architecture is implemented in a CMOS process. Post 

silicon results from a test chip that was fabricated are presented and a detailed 

description of the test setup is described. 

The International Technology Roadmap for Semiconductors (ITRS) is 

predicting that by 2010 clock frequencies of high performance VLSI devices will 

increase into the tens of GHz. To perform timing performance measurements of such 

devices, timing measurement architectures with capabilities of tens of femtoseconds 

will be required [1]. Whilst there are various architectures capable of achieving timing 

resolutions in the region of picoseconds [21], no single timing measurement 

architecture has been reported that is capable of achieving femtosecond resolution 

which is needed to verify the timing performance of future VLSI devices. 

In Chapter 5, new time measurement architecture for femtosecond resolution 

time measurement is proposed and simulation results are presented. 

Finally, Chapter 6 summaries the presented work and concludes this thesis. The 

contributions outlined in Chapters 3, 4 and 5 resulted in original work published in [22-

24] and are itemised in Appendix E. 
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Chapter 2 
 

 

Literature review 
 

Chapter one outlined limitations in traditional timing performance test methods. These 

problems have led researchers to investigate new test methodologies for on-chip time 

measurement testing. This chapter provides a review of the key advances in the field 

and more recently reported work which is aiming to integrate a high resolution time 

measurement architecture (TMA) on to the same silicon as the circuit under test. The 

device that is described in this thesis is referred as an embedded TMA. Section 2.1.1 

gives an overview of the previous work carried out using the homodyne mixing 

technique. Section 2.1.2 describes the reported work carried out on signal amplitude 

sampling technique and section 2.1.3 describes the proposed work carried out using 

time domain analysis technique. Section 2.2 briefly describes the previous work carried 

out on jitter measurement. Finally, section 2.3 provides concluding remarks for this 

chapter. 

 

 

2.1 Time measurement techniques  

 

Numerous time measurement techniques have been proposed to facilitate the literature 

review and to identify future work. The time measurement architectures are classified 

into three groups. Homodyne mixing, Signal amplitude sampling and Time domain 

analysis [10] as shown in Figure 2-1.  
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Figure 2-1: Classification of on-chip time measurement techniques 

 

Each of these techniques and their suitability for on-chip time measurement testing is 

described and discussed in the following sections. 

 

2.1.1 Homodyne mixing 

 

Homodyne mixing is a technique that converts a phase difference into a DC voltage by 

modulating the input with a reference phase signal and a low pass filter that is coupled 

to the output to produce a DC voltage. This DC voltage is a function of the phase 

difference [25]. Figure2-2 shows the basic operation of homodyne mixing method.  

 

 

Figure 2-2: Homodyne Mixing [10] 

 

The modulation is achieved by the use of an analogue multiplier, followed by a low 

pass filter. If two sinusoidal signals with the same amplitude, A, and frequency, ω, but 

have a difference phases, φ1 and φ2, respectively, then the output of the mixer is given 

by 

 

( ) ( )21
2 coscos φωφω ++ ttA  (2.1) 

( ) ( )( )2121

2
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2

φφωφφ +++−= t
A

 (2.2) 
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The 2ω term is removed by the low pass filter, leaving only the DC term which is 

proportional to the cosine of the phase difference multiplied by a constant.  

 

))(cos(
2 21

2

φφ −A
 (2.3) 

 

This technique was used to measure the jitter and skew in a high-frequency clock 

distribution network [25], where the maximum sensitivity of the measurement system 

was measured to be 60fs/mV. In this application, the DC voltage was measured using 

an off-chip voltmeter. 

The main drawback of this technique is that the temporal resolution is directly 

proportional to the frequency of the input signals. As a result, a very high-resolution 

DC voltmeter is needed to measure the phase differences in the order of picoseconds 

for relatively low-frequency signals. Another disadvantage is the need for a periodic 

input signal and so it is not easy to perform rise and fall time measurements. 

 

 

2.1.2 Signal amplitude sampling  

 

Signal amplitude sampling is a technique that involves sampling a signal well above the 

Nyquist rate (2fmax) using high-speed, high resolution ADC, to obtain phase 

information. This technique is used in digital sampling oscilloscopes and has been used 

in several applications for on-chip signal capture circuits. After the signal is captured, 

an off-chip digital signal processor (DSP) is used to manipulate the digitized output for 

time measurements [26-31]. Figure 2-3 shows an example of an input waveform that is 

triggered by the positive edge of the signal clock and is repeated once every T seconds. 

The sampling clock samples the data on its leading edge and a new data time point is 

captured each time the waveform is repeated. The output then comprises of a “spread-

out” version of the waveform by a factor of T/∆t. 
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Figure 2-3: Subsampling in the time domain [32] 

 

One of the limitations of the sub-sampling technique is that two tightly controlled 

clocks are required. This is usually achieved by employing a delay-lock loop (DLL) to 

create a voltage controlled delay line (VCDL) or a vernier approach which uses two 

DLLs [32]. The time resolution of this technique is not only limited to a gate delay or 

the difference of two gate delays if the vernier approach is used, but also by the jitter of 

the DLLs and the error in the matching of the buffer stages of the VCDL. This 

technique is impractical as implementations tend to consume large area [18]. Another 

limitation of this technique is that the input signal needs to be either periodic or be 

rendered periodic from a clock edge, therefore in the later case, additional circuitry is 

needed. 

 

 

2.1.3 Time domain analysis 

 

Time domain analysis is the most commonly used method for time measurement 

applications as they are more suitable for on-chip implementations and are attractive 

for low-voltage process technologies. There are number of different techniques that 

have been proposed [21, 33-61] and the following sections give a brief overview to 

these techniques. 
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2.1.3.1 Single Counter 

 

The Single counter technique [10] is often used for frequency measurements but unable 

to provide high resolution for measuring short intervals. This is because the short 

intervals to be measured are less than the single gate delay. The resolution of this 

circuit is constrained by the speed of the reference clock and can be no higher than a 

single clock period. Figure 2-4 shows a typical implementation of the single counter 

technique. The operation is as follows; the single counter counts the number of clock 

cycles of a high frequency clock signal. This count represents the time interval ∆T 

between the rising edges of the start pulse to that of the stop pulse. The AND gate 

ensures that the counter is enabled only when the start and stop signals are logically 

different. 

 

 

Figure 2-4: Single Counter [10] 

 

2.1.3.2 Interpolation 

 

The implementation of the Interpolation technique is shown in Figure 2-5 [62, 63]. A 

complementary input is generated and applied to the inputs and used to steer current, I0, 

from Q1 to Q2 and back to Q1. The resulting voltage across the capacitor will be 

proportional to the charging time and is given by 

 

t
C

I
Vc

0=  (2.4) 
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where t is the time interval being measured. Switch S is opened and closed to pre-

charge the capacitor to the supply voltage. Figure 2-6 shows the voltage across the 

capacitor, C. 

 

 

Figure 2-5: Interpolation based time domain analysis [63] 
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Figure 2-6: Capacitor Voltage 

 

The disadvantage of this circuit is that the parasitic capacitances causes a transient 

decay on all the time measurements and hence non-linearity. This parasitic capacitance 

comprises of the emitter capacitances of the transistors Q1 and Q2, the collector 

capacitance of the current source, I, and the associated interconnect between the 

components. Also this technique will require a very high resolution ADC for high 

resolution time measurement applications. 

 

2.1.3.3 Dual Slope  

 

This technique is based on a dual slope method similar to the one used in dual-slope 

analogue-to-digital converters (ADC) as shown in Figure 2-7 [43].  
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Figure 2-7: Basic Dual-Slope ADC [43] 

 

The dual-slope integrator consists of a binary-controlled ratio resistor array, a capacitor, 

an opamp and a digital counter. Two binary words control the ratio-resistor array to 

perform the dual-slope charging and discharging. The dual-slope conversion is based 

on the equation 

 

C
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I

C
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21 ∆∗=∆∗=∆=∆  (2.5) 

 

If the currents Ich and Idis are constant then the relationship between the original time 

and the converted time is linear, such that  
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=∆  (2.6) 

 

The advantage of this technique is that it provides good linearity. The chip area is 

relatively small and compatible on any CMOS process. The technique is relatively 

simple and low power. The disadvantage of this technique is that it is noise sensitive, 

although this can be overcome by good layout practises, such as guard rings and 

shielding. Offset voltages and settling time of the opamps, as well as, errors in the 

resistor array limit the resolution of this measurement technique. 
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2.1.3.4 Pulse stretching 
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Figure 2-8: Pulse stretching 

 

Single ramp is often insufficient for measuring short time intervals. A dual slope ramp, 

generated by charging and discharging a capacitor between the start and stop events 

and discharging it slowly, can overcome this deficiency. Figure 2-8 shows such a 

circuit [64]. By making the discharge rate slower than the charging rate, in effect a time 

interval amplifier is created, and then a simple counter can be used to measure this 

interval. Figure 2-9 shows the voltage across the capacitor, C. 

 

 

Figure 2-9: Capacitor voltage 
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2.1.3.5 Charge Pump 

 

Figure 2-10 shows the implementation of the charge pump technique [57]. 

 

 

Figure 2-10: Charge Pump Technique [57] 

 

The circuit consists of a charge pump, a comparator, a 6-bit digital counter, and a 

capacitor. The proposed technique also consists of an acquisition circuit which consists 

of two additional comparators. The circuit operates in an analogue, continuous mode 

without using a sampling clock. It compares the signal to be measured with a reference 

signal by charging and discharging a capacitor, Cp. The disadvantages of this technique 

are that this technique uses three comparators, and that this circuit is prone to switching 

error, such as charge sharing and clock feed-through. Although the techniques to 

minimise effects are well established, they can not eliminate it completely. The effect 

on the output voltage, VCp, can lead to non-linearity in the output measurement. 

 

2.1.3.6 Vernier Oscillator 

 

Figure 2-11 shows an implementation of the vernier oscillator technique [65]. Two ring 

oscillators that are set by buffers τs and τf quantize the time interval to be measured. 

The start and stop pulses enable the oscillators and the time interval is measured by the 

phase detector and counter.  
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Figure 2-11: Vernier Oscillator [65] 

 

The main disadvantage of this technique is the accumulation of the period jitter in the 

free running oscillators, limits achievable accuracy. The relative jitter between the 

oscillators prevents achieving the accuracy required for multiple gigahertz application. 

In addition, the circuit suffers from a long test time. 

 

2.1.3.7 Flash conversion 

 

The flash conversion technique is well suited for use in on-chip timing measurement 

systems because they can be operated at high speed, offer low test time and are 

relatively easy to integrate. However, clock jitter is often on the same order of 

magnitude as the temporal resolution of the TDC itself. In Figure 2-12 a single delay 

chain flash converter can be seen. Each buffer produces a delay equal to τ [66]. To 

ensure that there is known accuracy, the delay chain is controlled by a delay locked 

loop (DLL) [41]. The operation of the single delay flash converter is as follows. Each 

flip-flop compares the difference in time of the rise edge of the start signal to the rising 

edge of the stop signal. A thermometer-encoded output indicates the value of the time 

difference, ∆T, assuming the flip-flops are given sufficient time to resolve. The main 

disadvantage of the single delay flash converter is that the temporal resolution can be 

no smaller that a single gate delay.  
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Figure 2-12: Single delay chain flash converter 

 

To achieve a higher resolution that is smaller than a gate delay, the flash converter can 

be constructed with a vernier delay line as shown in Figure 2-13 [41]. 
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Figure 2-13: Flash converter with a vernier delay line 
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The timing resolution is now dependant on the difference between two buffer delays 

rather than on the minimum gate delay used in the single delay flash converter. The 

delays τ1 and τ2 can be controlled by the sizing of the buffers or by using a voltage 

controlled delay cell [67]. The disadvantage of this technique is that the problems of 

vernier delay lines are now inherited. The timing resolution is limited by error factors, 

such as mismatch in the delay elements, switching noise and also by the physical length 

of the delay line. Usually, the length of the delay line is quite large to meet the required 

resolution and this increases the size of the circuit as well as the power dissipation. For 

higher resolution the delay buffers can be removed completely and only the temporal 

offsets on the flip-flops themselves are used for time quantization. Figure 2-14 shows 

such a circuit.  
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Figure 2-14: Flash converter without vernier delay line 

 

This type of flash converter is known as a “sampling offset” [12]. The main 

disadvantage of this technique is that the flip-flops are not ideal and they possess 

component mismatching and switching noise. The other main problem of this technique 

is that as the phase difference becomes smaller and smaller, data and clock edges 

becomes very close to each other [68]. This gives rise to a metastability problem where 

the setup and hold times for the flip-flop is violated [69]. In order to reduce the 
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metastablility time of the flip-flop, Abas et al used a mutually exclusive (MUTEX) 

circuit to replace the traditional flip-flop/latch circuit within the vernier delay line. 

Figure 2-15 shows the circuit of the MUTEX. 

 

 

Figure 2-15: MUTEX Circuit [70] 

 

Although a metastability condition also exists in the MUTEX circuit, this is suppressed 

until the condition is resolved [70]. The block diagram of the time measurement 

architecture is shown in Figure 2-16. 
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Figure 2-16: time measurement circuit with MUTEX elements [70] 

 

The resolution of this time measurement circuit incorporating the MUTEX circuit is 

5ps. This is similar to the vernier and flash based architectures. 
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Table 2.1 gives a summary of the literature review of the development of on-chip time 

measurement architectures from the highest resolution to the lowest reported to-date. 

 

Year Proposed Method Resolution 

2000 [41] Vernier delay line 5ps 

2004 [70] Vernier delay line 5ps 

2004 [12] Flash 5ps 

2003 [71] Time to Voltage Conversion 14ps 

2005 [72] Vernier Oscillator 18.5ps 

2002 [36] Vernier Oscillator 67ps 

2001 [44] Time-to-Voltage Conversion 350ps 

1999 [52] Interpolator 30ps 

Table 2-1: Recent work on on-chip time measurement architectures 

 

It can be seen from Table 2-1 that the highest resolution achieved using an on-chip time 

measurement architecture is 5ps. The time measurement technique used to obtain this 

resolution is the vernier and flash methods that use latches or flip-flops. 

 

 

2.3 Concluding remarks 

 

The literature review has identified various time measurement techniques with different 

resolutions. The work on time–to-digital conversion (TDC) forms the foundations for 

the research described in chapters 3, 4 and 5. The literature review also identifies a 

number of worthy problems that requires further investigations. This includes multiple 

measurements, programmability and sub-picosecond timing resolutions which forms 

the foundations of this research.  

This chapter has presented the previous work that focuses on different types of 

time measurement architectures base on three types of time measurement techniques. 

However, the types of time measurements capable with the proposed time measurement 

architectures are limited. In order to obtain a different type of time measurement, extra 

or additional circuitry is required and in some cases, the time measurement architecture 

must be re-produced. Therefore, there will be multiple time measurement architectures 
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being required on-chip to measure the required time measurement for a single CUT and 

this may not be acceptable for some applications. The proposed time measurement 

architecture in Chapter 3 addresses this problem of measuring multiples of time 

measurements with a single architecture, thereby eliminating the need to reproduce or 

add circuitry in order to obtain different types of time measurements. Many of the 

proposed architectures in the literature review have based their results on simulation 

alone. Therefore, practical validation is needed to gain maturity. 
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Chapter 3 
 

 

Programmable Time Measurement 

Architecture 
 

As illustrated in chapter 2, numerous circuits and techniques for on-chip time 

measurement testing have been proposed in the literature. The numbers of different 

types of time measurements that are capable of being performed are limited, and in 

order to perform the different types of measurement, extra or additional circuitry is 

needed. For example, in order to perform a rise and fall time measurement, additional 

circuitry incorporating a voltage discriminator for 90% and 10% of the supply voltage 

is needed [57]. Therefore within this thesis these types of time measurement 

architectures are classed as fixed and are only specific to certain types of measurements 

such as propagation and pulse width types of measurements. In addition, the time 

measurement architecture has to be duplicated in order to perform such measurements. 

For example, numerous additions of the time measurement architecture are needed to 

be integrated if a rise time measurement and a propagation delay type measurement is 

required [10]. Therefore, multiples of time measurement architectures will be required 

on the chip and this may be not suitable for some applications. In this chapter, a new 

novel programmable time measurement architecture is proposed and can perform a 

number of different types of time measurements without the need for duplication or 

additional circuitry. The main attributes that were considered when designing the 

architecture were overall size of the area, easy of integration and performance 

specification parameters such as resolution and dynamic range. The outline of this 

chapter is as follows. Section 3.1 presents the proposed programmable time 
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measurement architecture. In section 3.2 the programmable input stage is described. 

Section 3.3 describes the design of a high speed comparator that was employed into the 

overall design of the time measurement architecture. The time measurement 

architecture uses the time-to-voltage (TVC) technique as the main measurement 

technique. In section 3.4 this method is described and different implementations are 

analysed and based upon these, a current steering time-to-voltage converter is described 

in section 3.5. Section 3.6 describes the digital processing block that generates the N-

bit digital output code of the time measurement architecture and simulations of the 

overall architecture are presented in section 3.7. Finally, section 3.8 concludes this 

chapter. 

 

3.1 Proposed time measurement architecture 

 

The proposed programmable time measurement architecture (PTMA) is shown in 

Figure 3-1. The PTMA is a self contained embedded core, which can be integrated on-

chip adjacent to the core-under-test (CUT). It is composed of three main blocks; a 

programmable interface block (PIB), a time-to-voltage converter (TVC) and a digital 

processing block to generate an N-bit digital output code. The PTMA is based on the 

time-to-digital converter (TDC) method, where the time difference between to input 

signals are represented by a digital output stream. The time measurement architecture is 

capable of performing four different types of time measurements, rise time, fall time, 

pulse width and propagation delay type measurements.  

 

 

Figure 3-1: Proposed programmable timing measurement architecture 

 

In order to configure the time measurement circuit to perform the different types of 

measurement, two pins: mode0 and mode1 are programmed. This can be achieved by 

directly applying the correct voltages to the inputs of mode0 and mode1 or by setting 

the correct values into a register using a microcontroller or other computer device. In 
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practice, the test will be automated and the bits will be stored in memory on the ATE. 

There are two bits to set four programming modes. Binary coding is used instead of 

other coding schemes, such as thermometer coding, as it uses less programming bits 

and therefore saves on the amount of memory which could be used for other test 

procedures. The modes of operation are shown in Table 3-1. 

 

Mode1 Mode0 Measurement 

0 0 Rise Time 

0 1 Fall Time 

1 0 Pulse Width 

1 1 Propagation Delay 

Table 3-1: Modes of operation 

 

When the start signal is asserted high, the time measurement architecture converters the 

time difference, in this case a propagation delay between Vin1 and Vin2, into N-bit 

digital output stream and stored into an output register for post analysis. Figure 3-2 

shows the ideal waveforms of the proposed time measurement.  

 

 

Figure 3-2: Proposed time measurement architecture waveforms 

 

The output of the PIB is an inverted pulse that allows the capacitor in the TVC to 

charge and discharge. Then a comparator output signal is used to enable and disable the 

counter and latch the data into a register. In the following sections, each of the main 

building blocks is described. 
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3.2 Programmable Interface block (PIB) 

 

The programmable interface block (PIB) consists of seven dynamic switches, a rail-to-

rail comparator and some control logic. The internal reference voltages, VrefH, VrefM 

and VrefL, are generated internally via a voltage reference or by an external voltage 

reference. As the current design is targeted for a 1.2V 0.12µm process the reference 

voltages are currently 1.08V, 0.6V and 120mV respectively to represent the 90%, 50% 

and 10% of the supply voltage. In order to facilitate a rise time measurement, switches 

sw<1> and sw<4>, as shown in Figure 3-3, are closed in order for the comparator to 

compare the input rising signal with the applied VrefL. As soon as the output of the 

comparator goes high, both switches sw<3> and sw<6> turn on and sw<1> and 

sw<4> turn off. This now allows the comparator to compare the input voltage with 

VrefH. When the input voltage crosses the VrefH reference voltage, the output of the 

comparator goes low. The output of the comparator passes through a switch that is 

opened by the high to low transition of the comparator output to form a single pulse 

that represents the time duration of the rising edge of the input voltage. This pulse is 

then converted into a voltage by the use of a time-to-voltage converter (TVC) which is 

described in section 3.5. Finally, a digital processing block generates a N-bit digital 

output code. A fall time measurement is achieved in a similar way but the references 

VrefH and VrefL are reversed. For pulse width measurements switches sw<0> and 

sw<4> are closed first and then switches sw<3> and sw<5> are closed to compared 

the Vin1 input with VrefM, and for propagation delay measurements switches sw<0> 

and sw<4> are used and then sw<2> and sw<5>, so that Vin1 and Vin2 can be 

compared with VrefM. 
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Figure 3-3: Programmable Interface Block (PIB) 

 

As shown in Figure 3-3, the switch controller controls the opening and closing of the 

switches at the input to the comparator. Depending on the input from the comparator 

and the measurement mode that the architecture is set to, determines what switches are 

opened and closed. The operation of the switch controller can be shown by the truth 

table in Table 3-2.  

 

Inputs Outputs 

comp_in mode_1 mode_0 sw<6> sw<5> sw<4> sw<3> sw<2> sw<1> sw<0> 

0 0 0 0 0 0 1 0 0 1 

0 0 1 0 0 0 0 1 1 0 

0 1 0 1 0 0 0 0 0 1 

0 1 1 1 0 0 0 0 0 1 

1 0 0 0 0 0 0 1 1 0 

1 0 1 0 0 0 1 0 0 1 

1 1 0 1 0 0 0 0 0 1 

1 1 1 0 1 1 0 0 0 0 

Table 3-2: Switch Controller Truth Table 
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There are number of different logic minimization techniques [73] that are available in 

order to minimise the logic for the control block. Using such methods like the classical 

Karnaugh maps or K-maps for short, can take a long time to generate a solution and is 

not well suited for more than 6 input variables and only practical for up to 4 variables. 

The Quine and McCluskey method was the first alternative tabular method that was 

well suited to be implemented in a computer program to speed up the process time. The 

procedure starts with the truth table and generates a set of logic functions to which a set 

of prime implicants is compose. Finally a systematic procedure is followed to find the 

smallest set of prime implicant the output functions can be realized with. This method 

was found to be inefficient in terms of process time and memory. Adding a variable to 

a function increases both the process time as well as memory, as the length of the truth 

table increases exponentially with the number of variables. As a result, the Quine and 

McCluskey method is only practical for only functions with a limited number of input 

variables and output functions. The Expresso technique uses an algorithm that 

manipulates “cubes” that represents product terms instead of expanding the logic 

function into “minterms”. Although the minimisation result is not guaranteed to be the 

global minimum, in practice it is very close approximation and the solution is always 

free from redundancy. Compared to the previous methods, the Expresso method is 

essentially more efficient in terms of reduced memory usage and computation time. 

There are also no restrictions on the number of variables and output functions. This 

allows for efficient implementation and has been incorporated as a standard logic 

function minimization step in logic synthesis tools. Therefore, this logic minimisation 

method was chosen for the synthesis of the control controller block. The logic for the 

switch controller is shown the schematic in Figure 3-4.  
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Figure 3-4: Switch controller block schematic 

 

Figure 3-5 shows a mixed-signal simulation of the switch controller using the 

SpectreVerilog simulator from Cadence Design Systems [74]. The waveforms show 

that for a given input mode and the input from the comparator output, a set of logic 

values are placed onto the switch control bus that opens and closes the input switches 

of the TMA. For example, if a propagation delay type measurement is required, mode0 

and mode1 are set to a logic level high. If the comparator input to the switch control 

block is at a logic level low, then the value on the switch control bus is set to a 

hexadecimal value of 22, which opens switches sw<3> and sw<1>, as shown in Figure 

3-5. The verilog description of the switched controller can be found in Appendix B.  
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Figure 3-5: Switch controller block simulations 

 

The comparator control logic circuitry (See Figure 3-6) is incorporated within the 

TMA. The objective of this circuitry is to prevent the comparator output from changing 

state on each pulse of the input clock signal. The architecture of the control circuitry is 

designed so that only the first edge or pulse is measured, whether a rise time, fall time, 

pulse width or propagation delay type measurement is performed. In order to ensure 

that the output of the comparator is disabled from the output of the PIB, a switched 

connected to the output of the comparator is used in conjunction with the control logic 

shown in Figure 3-6. 

 

 

Figure 3-6: Comparator control logic circuitry 

 

In order to demonstrate this operation, Figure 3-7 shows the input and output 

waveforms of the PIB. Firstly, the power up signal is asserted to enable the circuitry 

(See Figure 3-3). In order to start the measurement, the start signal is asserted to a logic 

level high. In this case, a propagation delay type measurement is intended to be 
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performed, in which the two input signal Vin_1 and Vin_2 are applied to the input of 

the PIB as shown in Figure 3-3 and simulated in Figure 3-7.  
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Figure 3-7: Comparator control simulations 

 

It can be seen that the comparator continues to change state after the period of the 

required input signal required by the measurement. This is due to the comparator clock 

still being activated. But the output has not propagated to the output of the PIB as we 

have disabled the output from the comparator. Therefore, the output of the PIB is a 

signal inverted pulse that can now be supplied to the TVC for conversion.  

Figure 3-8 and Figure 3-9 show the effect of adjacent switches being switched 

in opposite directions. This only ever happens in two cases. Firstly, during a rise time 

measurement adjacent switches sw<2> and sw<3> are open and closed respectively. 

After the first comparison, the output of the comparator causes the switches to switch in 

opposite directions. This also happens during a fall time measurement; switches sw<0> 

and sw<1> are initially open and closed respectively and after the first comparison, the 

output of the comparator causes the switches to switch in opposite directions. As can be 

seen from Figure 3-8 and Figure 3-9, the switch control rise and fall time signal 

supplied from the control block for turning on and off the input switches, is fast enough 
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such that when the two adjacent switches switch, there is little or no effect on the 

comparator input, (vinn and vinp), due to the two switches conducting at the same time.  
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Figure 3-8: Adjacent switching during rise time measurement. 

 

 

Figure 3-9: Adjacent switching during fall time measurement. 
 

 

3.3 High speed comparator design 

 

The comparator is an important as it compares two input signals and outputs a binary 

signal. Speed and resolution of CMOS comparators are limited by the inherent 

MOSFET characteristics of low transconductance and relatively large device 

mismatches. Therefore, there has been number of recent architectures for comparator 

design [75-82] and this section investigates a technique for high-speed, high resolution 
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comparator design for time-to-digital conversion applications. A block diagram of a 

high performance comparator is shown in Figure 3-10. 

 

 

Figure 3-10: Block diagram of a high speed comparator [91] 

 

The comparator consists of three stages: the input preamplifier, a positive feedback or 

decision stage, and an output buffer stage. The preamp stage amplifies the input signal 

to improve the comparator sensitivity, thereby increasing the minimum input signal 

with which the comparator can make a decision. The preamp stage also isolates the 

input of the comparator from switching noise or kickback noise coming from the 

positive feedback stage that can effect the overall performance of the comparator [83]. 

The positive feedback or decision stage is used to amplify the small differential signal 

from the output of the pre-amplifier stage to a signal level needed to drive digital 

circuitry. Positive feedback is used to generate the analogue signal into a full scale 

digital signal. Finally, the output buffer amplifiers this information and outputs the 

digital signal. The decision circuit is the heart of the comparator and should be able to 

discriminate mV level signals. The circuit that is used in the comparator is shown in 

Figure 3.11. The circuit uses positive feedback to increase the gain of the decision 

element. 

 

 

Figure 3-11: Decision circuit 

 

For the design of the comparator a rail-to-rail input common mode input range is 

needed. Previous research has used two additional comparators to form a window 

comparator [57, 84] as shown in Figure 3-12.  
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Figure 3-12: Window comparator [57] 

 

However, this uses additional resources. By using a comparator with a rail-to-rail input 

stage it is possible to eliminate the need for the two additional comparators [57]. A 

common solution to achieve a rail-to-rail operation from a comparator is to decouple 

the inputs using capacitors or to use a switched-capacitor based sampling network [85], 

as shown in Figure 3-13, where Cs1-Cs4 samples the reference (Vr1 and Vr2) and input 

voltages (Vi1 and Vi2). 

 

 

Figure 3-13: Switched-capacitor input sampling network [85] 

 

During φ1, Vi1 and Vi2 are connected to Cs2 and Cs3, and Vr1 and Vr2 are connected 

to Cs4 and Cs1, respectively. This solution is costly in terms of area and noise, as due 

to the KT/C noise. Where, K is Boltsmans constant, T equals the temperature in Kelvin 

and C is the value of the capacitor. It can be seen that the capacitors need to be large in 

order to reduce the noise. In order to minimise offsets at the input of the comparator, 

capacitors Cs1-Cs4 needs to be well matched. In addition, an overlap clock generator, 
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such as the one shown in Figure 3-14 [11], is required to generate the non-overlapped 

clocks, φ1 and φ2. Thus, extra circuitry is required. 

 

 

Figure 3-14: Non-overlapped clock generator [11] 

 

Another solution is to design a comparator with a two complementary differential pairs. 

Figure 3.15 shows two amplifiers, one with a PMOS input and one with a NMOS input. 

 

 

Figure 3-15: PMOS and NMOS differential amplifiers. 

 

The common mode input voltage range of the amplifier with the PMOS input is given 

by: 

 

1513 GSSDDDCMTHGSss VVVVVVV −−<<++  (3.1) 

 

where the VGS3 is the gate source voltage of the transistor M3, VTH1 is the threshold 

voltage of transistor M1, VSD5  is the source drain voltage of transistor M5 and VGS1 is 

the gate source voltage of transistor M1. 
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The common mode input voltage of the amplifier with the NMOS input is given by: 

 

68610 THGSDDCMGSDSSS VVVVVVV +−<<++  (3.2) 

 

where VDS10 is the drain source voltage of transistor M10, VGS6 is the gate source 

voltage of transistor M6, and VGS8 is the gate source voltage of transistor M8 and VTH6 is 

the threshold voltage of transistor M6. When the n-channel and p-channel input pairs 

are placed in parallel, the common mode input range becomes: 

 

6815 THGSDDCMGSDSSS VVVVVVV +−<<++  (3.3) 

 

A schematic of a rail-to-rail clocked comparator is shown in Figure 3-16 [11]. The 

input of the comparator consists of a rail-to-rail input stage that contains two 

complementary differential pairs in parallel. When one of the common-mode (CM) 

inputs is close to VDD, differential pair M1,M2 is active. When the common-mode 

input is close to VSS, differential pair M3,M4 is active. Vpbias and Vnbias are the bias 

voltages for the tail currents of the two differential pairs which are supplied by a bias 

circuit; this is not shown for simplicity. The operation of the comparator is as follows. 

When Vlatch is low, the comparator is in a reset state and transistors M11,M12 couple 

the drains of transistors M9,M10 to VDD. 

 

 

Figure 3-16: Rail-to-Rail Comparator 

 

Consequently, transistors M13,M14 are off and there is no supply current flowing. 

When Vlatch is high, transistors M13 and M12 are open. The cross coupled 
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regenerative inverters amplify the voltage difference and one of the output nodes is at 

VDD, the other is at VSS. The regeneration time Treg  of the comparator can be 

approximated as follows. 

 

8,7

8,7

gm

C
T gs

reg ≈  (3.4) 

 

where gm7,8 is the transconductance of transistors M7 and M8, and Cgs7,8  is their gate 

source capacitance. The transconductance of transistors M7 and M8 is given by:- 

 

)(8,7 vthvgs
L

W
KPgm n −=  (3.5) 

 

where W and L are the width and lengths of the transistors M7 and M8, vgs is the gate 

source voltage, vth is the threshold voltage and KPn is the transconductance parameter 

for a n-channel transistor and is given by 

 

ox

ox
noxnn t

CKP
εµµ ==  (3.6) 

 

where µn is the electron mobility in the n-channel, Cox is the gate oxide capacitance per 

unit area, εox is the dielectric constant of silicon oxide and tox is the thickness of the 

oxide. The output of the comparator changes on the rising or falling edge of a clock 

signal.  The SR latch is used in order to make the outputs of the comparator change on 

the rising edge of the clock signal. The comparator has been designed through intensive 

transistor dimension optimization (See Table 3-3), instead of employing offset 

cancellation techniques often associated with high speed comparator design. Offset 

cancellation is a popular technique in analogue MOS circuits. However, if the time slot 

for comparison differs from the time slot for the offset storage in an offset cancelling 

technique, the stored offset voltage of the offset interval is not expected to be the same 

as the time slot for the comparison. In a noisy environment this will cause noise in the 

converted signal. In this technique, it is also inevitable to have an offset caused by 

clock feedthrough [11, 86]. 
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Device Width ( µµµµm) Length (µµµµm) 

M1 1.2 0.2 

M2 1.2 0.2 

M3 3.4 0.2 

M4 3.4 0.2 

M5 1.2 0.4 

M6 3.4 0.4 

M7 2.8 0.2 

M8 2.8 0.2 

M9 3.4 0.2 

M10 3.4 0.2 

M11 3.4 0.2 

M12 3.4 0.2 

M13 2.8 0.2 

M14 2.8 0.2 

Table 3-3: Comparator transistor sizes 

 

The following Cadence plot (Figure 3-17) shows a simulation of the comparator when 

two clock edges are applied to the input of the comparator with a delay of 10ps 

between them. As can be seen, the comparator shows good performance and is able to 

distinguish differences as small as 10ps. 

 

 

Figure 3-17: Simulation of comparator with input difference of 10ps 
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3.3.1 Comparator bias circuitry 

 

In order to generate the bias voltages, Vnbias and Vpbias, for the comparator as shown 

in Figure 3-16, a bias circuit is created. The bias circuitry used is shown in Figure 3-18. 

[11]. The gate source voltage of M1 is given as 

 

RIvv Dgsgs ⋅+= 221  (3.7) 

 

If the channel modulation effect is neglected, equation 3.7 can be written as follows; 
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where µn is the mobility of the NMOS transistors and Cox is the oxide capacitance. 

Neglecting the body effect equation 3.9 can be re-written as follows 
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Therefore, 
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In this design K is equal to 4. The final values are shown in Figure 3-18, where M is the 

multiplying factor which represents the number of devices in parallel. 
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Figure 3-18: Bias circuit with start-up circuitry [11] 

 

Transistors M6-M7 form a differential amplifier which is used to compare the drain 

voltage of M1(Vnbias), with the drain voltage of M2 that regulates them to be equal. 

This results in an effective increase in M2’s output resistance by using feedback. The 

operation is as follows; if the drain voltage of M2 is above Vnbias, the amplifier output 

increases. This drives the gate of M4 upwards, lowering the current it supplies and 

causing Vreg to drop back down. At the same time the gate of M3 is also increased, 

causing it to source less current. This causes a drop in Vnbias, which is the same as the 

drain voltage of M2 due to symmetry. Figure 3-19 shows the reference current with 

change in VDD when the amplifier has a gain of 10dB. To make the reference stable, 

MOS capacitors 250fF formed by M9 and M10 are added to the circuit. 
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Figure 3-19: Output current verses supply voltage 
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This bias circuit does not require external biasing and therefore is self-biased. As with 

any self-biased circuit there are two possible operating points, one where no current 

flows, and thus the circuit will remain in this stable state forever, and the other is where 

the circuit is in the desirable operating state. In order to ensure that the first state does 

not happen, a start up circuit is supplied, as shown in Figure 3-18. The operation of the 

start-up circuitry is as follows. Transistors M11-M13 forms the start-up circuitry. At 

start-up where there is no current flowing, the gates of M1 and M2 are at ground, while 

the gates of M3 and M4 are at VDD. In this state, the gate of M11 is at ground and is 

turned off. The gate of M12 is somewhere between VDD and VDD-Vthp. Transistor 

M13 behaves like a NMOS switch which turns on and leaks current into the gates of 

M1,M2 from the gates of M3,M4. This causes the current to jump to the desired 

operating state and M13 will turn off. 

 

3.3.2 Comparator simulations 

 

The comparator was designed using a 0.12µm CMOS process with a supply voltage of 

1.2V. The propagation delay time of the comparator was defined as the time required 

from 50% of strobe input pulse to 50% of the output crossing the 0.6V threshold. Table 

3-4 shows the simulation results of the comparators propagation delay across process 

corners. 

 

Process Voltage [V] Temp [degC] Propagation Delay [ps] 
Best 1.32 -40 160.47 
Typical 1.20 25 175.65 
Worst 1.08 120 191.11 

Table 3-4: Comparator propagation delay across process corners 

 

A common mode input voltage reference of 0.6V and a 2.5 GHz clock is supplied to 

the comparator. A propagation delay of the comparator, measured from the 50% of the 

clock signal to the 50% of the output low-to-high transition, of approximately 200ps is 

achieved with a capacitive loading of 50fF that is connected to the output of the 

comparator. The simulated power dissipation was found to be 999µW with a supply 

voltage of 1.2V and the current consumption of 832.5µA. The capacitive load, Cload, on 

the output of the comparator during all simulations was 50fF. The following 
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simulations show the comparator operation over process, voltage and temperature 

(PVT) corners. Figure 3-20 shows the typical process corner, Figure 3-21 shows the 

fast process corner and Figure 3-22 shows the slow process corner. It can be seen that 

the comparator performs according to expectation over the PVT simulations. 

 

 
Figure 3-20: Typical process corner (TT, 1.2V, 27 degC) 

 

 
Figure 3-21: Worst process corner (FF, 1.08V, -40 degC) 
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Figure 3-22: Best process corner (SS, 1.32V, 125 degC) 

 

3.4 Time–to-voltage conversion 

 

The time-to-voltage converter (TVC) is based on the dual-slope technique of charging 

up a capacitor C, in a time interval T1 using a constant current source, Ich, and 

discharging it at a slower time interval T2 using another constant current source Idis. 

This technique is widely used in time measurement architectures [51, 57, 87]. Figure 3-

23 depicts the operation of the TVC. 

 

 

Figure 3-23: TVC operation 

 

During the charging phase of the TVC, the voltage at the integration capacitor C, is 

given by: 

 

1T
C

I
V ch

ch ∆∗=∆  (3.12) 

 

During the discharge phase the capacitor voltage is given by: 
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2T
C

I
V dis

dis ∆∗=∆  (3.13) 

 

where 

 

clkTCountT ∗=∆ 2  (3.14) 

 

Equating ∆Vch = ∆Vdis gives : 

 

clk
disch TCount
C

I
T

C

I
∗∗=∆∗ 1  (3.15) 

 

Therefore 

 

clk
ch

dis TCount
I

I
T ∗∗=∆ 1  (3.16) 

 

As can be seen in equation (3.16), the input measurement, ∆T1, is a function of the ratio 

of the discharging current, Idis and the charging current, Ich. Therefore the accuracy of 

the currents, Ich and Idis, has little effect on the accuracy of the measurement and 

temperature effects can be minimised by current layout techniques of current mirrors. A 

number of circuits have been proposed to implement the TVC [51, 87, 88] and Figure 

3-24 shows a simplified view of the current implementations. 

 

 

Figure 3-24: Current TVC implementations for embedded memory characterization 
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Configuration 3-24(a) is based on an integrator, where the capacitor Cint is charged and 

discharged by SWdis. Configuration 3-24(b) and 3-24(c) are very similar; when switch 

S1 is closed, they both use a constant current source, I1, to charge up the capacitor, C. 

The resulting voltage ramp is directly proportional to the time and the voltage across 

the capacitor, Vc, is given by equation (3.17). 

 

t
C

I
tVc ∗= 1
)(  (3.17) 

 

When switch S2 is closed and switch S1 is opened, the capacitor discharges. However, 

in Figure 3-24(c) a constant current I2 is used to slowly discharge the capacitor. Each 

of the configurations in Figure 3-24 has non-linearities which limits their dynamic 

range. Configuration 3-24(a) has non-linearity caused by the settling time of the 

opamp. Both configurations 3-24(b) and 3-24(c) have non-linearity in their voltage 

transfer curves (VTC) as shown in Figure 3-25. 

 

 

 

Figure 3-25: VTC of configurations (b) and (c). 

 

This non-linearity arises because when switch, S1, is open, the voltage at node (x) is at 

VDD, but when S1 closes, this voltage rapidly falls to zero. This requires charge 

redistribution in the transistors of the current source which leads to a transient current 

in excess of the steady-state current. In order to avoid this, the current from the current 

source maybe diverted through a second switch while S1, is open. This can be achieved 

by the use of a current steering time-to-voltage converter, which is described in section 

3.5. 
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3.5 Current steering time-to-voltage converter 

 

Figure 3-26 shows a circuit diagram of a current steering time-to-voltage converter. 

This type of circuit is often used in Phase Locked Loop (PLL) circuits [89] but it has 

been used in the proposed current steering TVC to achieve better linearity and dynamic 

range, than previous TVC architectures. The operation of the circuit is as follow; 

transistors M7,M8 and also M11-M16 form the current reference similar to the one 

previously used for the biasing used for the comparator circuit where the drain current, 

ID8, following in transistor M8 is given by:- 

 

R

vv
I gsgs

D
816

8

−
=  (3.18) 

 

where vgs16 and vgs8 are the gate to source voltage of transistor M16 and M8 respectively 

and R is the resistor connected from the source of transistor M8 to vss. The current 

mirror form by M11-M14 tried to force the current flowing in M16 to be equal to ID8 

but this can only happen if the vgs16 is greater than vgs8. In order to ensure this, the width 

of M8 is made K times as large as the width of M16. In this case K is equal to 4 times. 

The currents are then mirrored to devices M9,M10 and M5,M6 that are used to charge 

and discharge the capacitor, C, depending on the voltage of Vin and VinB. 
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Figure 3-26: Current steering time-to-voltage converter (TVC) 

 

Simulations of the current steering TVC and the commonly used configuration 3-24(b) 

are shown in Figure 3-27. As can be seen from the simulations, the current steering 

TVC has better linearity and dynamic range compared to that of configuration 3-24(b).  

 

 

 

Figure 3-27: Simulations of TVC 

 

3.6 Digital processing block 

 

The final block of the PTMA is the digital processing block. In order to convert the 

output voltage from the TVC (Figure 3.1) to an N-bit digital output, a comparator, a 

counter and a register is used. The counter is enabled and disabled by the output of the 
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comparator. This comparator is exactly the same type of comparator used for the 

programmable input block as described in section 3.2 and is used to enable the counter 

to start when the capacitor is discharging. When the capacitor has stop discharging the 

comparator outputs a signal to stop the counter from counting and latch the final count 

value in the register. Figure 3-28 shows a simplified view of the processing block. 

 

 

Figure 3-28: Simplified view of processing block 

 

In order to calculate the measured result the following can be achieved using the 

following equation. 

 

clk
ch

dis TCount
I

I
T ∗∗=∆ 1  (3.19) 

 

where Count is equal to the digital output value of the counter, Ich and Idis are the 

charging and discharging currents of the TVC, as described in section 3.4. Tclk is equal 

to the period of the clock frequency supplied to the counter; in this case a clock 

frequency of 2 GHz is generated on chip using a ring oscillator. The resolution of the 

TMA, Tres, is given by the ratio of the discharging current, Idis, and the charging current, 

Ich, of the TVC and multiplied by the period of the counter clock frequency, Tclk, as 

shown in equation 3.20. 

 

clk
ch

dis
res T

I

I
T *=  (3.20) 
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Using a clock frequency of 2 GHz and a charging current of 40µA and 8µA for the 

charging and discharging currents, the resolution can be calculated to be approximately 

100ps. In this design, 2 GHz is the maximum clock frequency that is achievable for 

correct operation using a 0.12µm CMOS technology. Based on this, it is likely that 

with technology scaling to smaller geometries the resolution can be improved. 

 

3.7 PTMA simulation results 

 

To verify the proposed programmable time measurement architecture (PTMA), the 

design was implemented and simulated using 0.12µm CMOS process models. The 

charging and discharging currents of the TVC are designed approximately to Ich = 

60µA and Idis = 5µA, respectively. This is in order to give a longer slope during the 

discharging phase as compared to the slope during the charging phase. Figure 3-29 

shows the simulation results of the proposed time measurement block.  

 

V
o
lt
a
g
e
 [
V
]

 

Figure 3-29: 800ps propagation delay time measurement 

 

The input signals applied to the PTMA, Signal1 and Signal2, have a propagation delay 

time of 800ps. The capacitor voltage at the output of the TVC shows good linearity 

brought about by incorporating the current steering TVC. This has improved the 

linearity and therefore the dynamic range has improved compared to previous 

configurations. The digital output code D4-D0 generated by the digital processing 
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block was 101002 = 2010. The measured value can be calculated using the following 

equation. 

 

clk
ch

dis TCount
I

I
T ∗∗=∆ 1  (3.21) 

 

ps83310*500*20
60

5 12 =∗= −  (3.22) 

 

This gives a measured value of approximately 833ps. The percentage error can be 

calculated using the following equation.  

 

%100
_

__
% ∗

−
=

valueactual

valueactualvaluemeasured
Error  (3.23) 

 

%16.4%100*
800

800833 =−=
ps

psps
 (3.24) 

 

This gives an error of approximately 4 percent. This error is caused by a number of 

factors. Firstly, the charging capacitor used in the TVC is non-linear. Secondly, the 

comparator of the PIB stage has a propagation delay of approximately 175ps, as shown 

in Table 3-4 which is adding to this error. Therefore, the temporal resolution, Tres, is 

given by the following equation  

 

clk
ch

dis
pdres T

I

I
CompT *+=  (3.25) 

 

Where Comppd is equal to the propagation delay of the comparator, Ich and Idis are the 

charging and discharging currents of the TVC and Tclk is the clock supplied to the 

counter of the digital processing block. Therefore, the overall resolution of the PTMA 

is approximately 300ps.  

A number of simulations have been made in order to show the accuracy and 

linearity of the proposed programmable time measurement architecture in each of its 

modes. Table 3-5 shows the results of the PTMA configured for propagation delay type 

measurement. 
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Actual [ps] Count Simulated [ps] 

400 9 361 

800 20 833 

900 21 861 

1000 25 927 

1200 30 1235 

1300 33 1380 

1500 39 1610 

1700 42 1750 

1900 46 1902 

2000 51 2130 

2400 60 2500 

2800 65 2710 

2900 68 2830 

3000 71 2960 

Table 3-5: Propagation delay simulation results 

 

Figure 3-30 shows a plot of the simulation results for the actual and measured delays 

for a propagation time delay measurement.  
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Figure 3-30: Propagation delay measurement 

 

The following table shows the simulation results of the PTMA when programmed for a 

rise time measurement. 
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Actual [ps] Count Simulated [ps] 

400 9 375 

800 20 833 

900 21 875 

1000 25 1042 

1200 30 1250 

1300 32 1333 

1500 38 1583 

1700 39 1625 

1900 45 1875 

2000 49 2040 

2400 56 2300 

2800 64 2670 

2900 72 3000 

3000 78 3080 

Table 3-6: Rise time simulation results 

 

The simulated rise time measurement is shown in Figure 3-31. 
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Figure 3-31: Rise time verses output count from the PTMA  

 

Similarly, Table 3-7 shows the results of the PTMA configured for pulse width type 

measurement. 
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Actual [ps] Count Simulated [ps] 

400 9 361 

800 20 833 

900 21 861 

1000 25 927 

1200 30 1235 

1300 31 1277 

1500 39 1610 

1700 39 1610 

1900 46 1902 

2000 50 1902 

2400 60 2500 

2800 69 2920 

2900 70 2830 

3000 80 2880 

Table 3-7: Pulse width simulation results 

 

Figure 3-32 shows a plot of the simulation results for the actual and measured delays 

for a pulse width measurement.  
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Figure 3-32: Pulse width measurement 

 

The following table shows the simulation results of the PTMA when programmed for a 

fall time measurement. 
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Actual [ps] Count Simulated [ps] 

400 9 375 

800 20 833 

900 21 875 

1000 25 1042 

1200 30 1250 

1300 32 1333 

1500 38 1583 

1700 39 1625 

1900 45 1875 

2000 52 1917 

2400 59 2330 

2800 68 2920 

2900 72 3000 

3000 78 3080 

Table 3-8: Fall time simulation results 

 

The simulated fall time measurement is shown in Figure 3-33. 

 

0

20

40

60

80

100

400 900 1200 1500 1900 2400 2900

Actual Time [ps]

O
u

tp
u

t 
C

o
u

n
t

 

Figure 3-33: Fall time verses output count from the PTMA 

 

In Figures 3-30 to Figure 3-33, which plot the actual time to be measured against the 

digital output count, there exists some non-linearity. This non-linearity, which has 

produced errors in the conversion, is primarily caused by the propagation delay of the 

comparator. Therefore, the speed of the comparator is a very important specification in 

this time measurement architecture, as it determines the starting and stopping of the 
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counter, as well as determining when the switches switch after making the first 

measurement. 

Figure 3-34 shows the effect of the rise and fall times on the input transmission 

gates when switching from one measurement to another. The first measurement to be 

made is a rise time measurement where both Mode0 and Mode1 are set to zero. When a 

rising edge of the start signal is asserted high, the comparator compares the two input 

signals, Vin_1 and Vin_2. As can be seen, at this point the capacitor voltage of the TVC 

starts to rise and then fall as expected. Once the measurement has finished, both the 

mode inputs Mode0 and Mode1 are asserted high to perform a propagation delay 

measurement. The circuit is disabled and enabled again and on an assertion of the next 

start signal the measurement is performed. Figure 3-34 shows the data output of the 

TMA. 

 

 

Figure 3-34: The effect of rise and fall time on inputs when switching from one 
measurement to another 

 

Figure 3-35 shows a plot of the simulated conversion times for a rise time 

measurement. As can be seen, the maximum conversion time is 56ns which is for a 9ns 

rise time measurement. It should also be noted that for a TMA using the TVC 

technique, the conversion time will increase in time as the input time measurement 

increases. 
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Figure 3-35: Conversion time 

 

3.8 Concluding remarks 

 

This chapter has presented a new programmable time measurement architecture and 

associated circuits. In previous approaches that are capable of performing different 

types of time measurements, additional circuitry had to be added or duplicated. The 

proposed circuit is capable of obtaining four types of measurements, rise-time, fall-

time, pulse width and propagation delay type measurements, without the need for 

additional or duplicated circuitry. This has been achieved through careful analysis and 

selection of circuits for the various building blocks for the time-to-digital converter 

(TDC), such as the use of a novel programmable input stage which consists of a set of 

input switches, a single comparator that has a rail-to-rail input stage and some control 

logic. Although, the propagation delay of the comparator add to the overall resolution 

of the programmable time measurement architecture, simulation results have shown 

that the time measurement architecture is capable of performing measurements with a 

time resolution of less than 300ps. Furthermore, by employing a programmable 

approach for the time measurement architecture, greater savings in terms of area 

overhead are achieved, as there is no need to add or duplicate circuitry in order to 

perform different types of time measurements. In addition, it has been shown that by 

using a current steering time-to-voltage converter (TVC), the dynamic range has been 

improved due to better linearity within the TVC as apposed to previous time 

measurement architectures that use this method. 
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 In the next chapter, the physical and practical validation of the proposed 

programmable time measurement architecture is described. 
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Chapter 4 
 

 

CMOS implementation of PTMA 
 

In order to validate the programmable time measurement architecture (PTMA) 

proposed in Chapter 3, a prototype chip was fabricated using a 0.12µm, CMOS process 

[90]. This chapter give an in depth explanation of the implementation of the prototype 

chip from schematic to the final layout including experimental results. 

The outline of this chapter is as follows. Section 4.1 introduces the procedure of 

implementation of the prototype chip, describing the backend design flow. Section 4.2 

describes the top level layout of the prototype chip. In section 4.3, the layout of the 

comparator is discussed and analysed, as it is one of the important design modules 

within the overall time measurement architecture. In section 4.4, the layout techniques 

used for the time-to-digital converter is described and explained. Section 4.5 and 4.6, 

explains the layout for the high speed clock generation and the programmable input 

block respectively. Section 4.7 and 4.8 shows the layout for the digital processing block 

and the full chip layout. In section 4.9, experimental results are presented and finally in 

section 4.10, concluding remarks are given. 

 

 

4.1 Backend Design Flow 

 

The following design flow, shown in Figure 4-1, was used for the implementation of 

the prototype chip, from the schematic to the generation of the final device.  
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Figure 4-1: Back end design flow 

 

The design flow proceeds with either a schematic or a register transfer language (RTL) 

file that can be written in verilog or VHDL hardware description language (HDL). This 

describes the detailed functions of the device’s modules. For the design of the PTMA, 

the traditional analogue design flow, that is used today, using schematic entry is applied 

because current analogue hardware description synthesis tools are not yet fully 

developed. The next stage in the procedure is to generate the layout of the components. 

This can be either done manually by placing every device and joining up the wires or 

automatically by using place and route tools. Automatic place and route tools are 

mainly used for placement and routing of digital modules rather than analogue modules 

as the layout of the digital modules are less sensitive to process and noise disturbances. 

Since this design is a mixed-signal architecture and a large proportion of the design is 

analogue, the layout of the design is very sensitive to noise and process variations and 

therefore the layout is done manually.  

Once the layout has be generated, design rule checks (DRC) specified by the 

manufacturer have to be carried out to ensure correct spacing of the device for 

manufacturing. After the layout has met the specified checks, the components are 
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extracted from the layout view so that verification can be done with the schematics in 

order to check that all layouts are as intended. This procedure is known as LVS.  

The next stage of the design flow is to perform simulation on the layout in order 

to verify that the design meets the overall specification. This involves extracting the 

parasitic components that exist within the generated layout. If the design does not meet 

the specification, then the layout has to be modified or re-generated again and the 

process has to be re-done. Once the specification has been met, finally a Graphic 

Design System (GDSII) file format is generated and sent to the manufacture for 

fabrication. 

 

4.2 Prototype chip 

 

Figure 4-2 shows a schematic of the top level hierarchy of the prototype chip for the 

programmable time measurement architecture. 

 

 

Figure 4-2: Top level hierarchy of prototype chip 
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There are three reference voltages, 1.08V, 0.6V, and 120mV that are needed for the 

PTMA. They are either generated on-chip using the on-chip voltage reference block 

(res_ref) or they can be generated off chip and supplied to dedicated pins, VrefL, VrefM 

and VrefH. In this case, the on-chip voltage reference uses a resistive divider in order to 

generate the on-chip voltage references. Figure 4-3 shows the block diagram of the on-

chip generator. External capacitors of 1 nF are used to decouple any noise on the input 

of VrefL, VrefM and VrefH pins. 

 

 

Figure 4-3: On- chip reference generator 

 

In order to determine whether the on-chip reference voltage or an external voltage 

reference is used for the generation of the voltages references, the chip can be 

programmed using a dedicated programming bit. The switches that are programmed are 

transmission gate switches and have an on resistance of approximately 50 ohms. The 

schematic of the time measurement core is shown in Figure 4-4. 
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Figure 4-4: Time measurement core 

 

The time measurement core consists of the programmable input block, a time-to-

voltage converter, a processing block, a clock generator to generate the high speed 

clock signals used for the two comparator circuits and the counters within the 

processing block. In order to calibrate the programmable time measurement 

architecture, an on-chip pulse generator that generates a 1 ns pulse can be used or this 

can be achieved using externally using and external signal generator.  

The implementation of the layout for the time measurement architecture the 

following guidelines were followed to reduced miss-matching and noise that will effect 

the operation and performance, through noise and cause non-linearity and there for 

reduced resolution. Most of the noise problems encountered in integrated circuits are 

caused by capacitive coupling from on circuit node to another. The most noise sensitive 

signals are inputs to high gain amplifiers and high precision comparators, inputs to the 

analogue-to-digital converters (ADCs), outputs of voltages references, analogue ground 

to high precision circuitry. Metal layers that carry noisy signals should not run on top 

of sensitive signals or vice versa. If a crossing of metal layers is unavoidable the area of 

crossing is minimised and shielding formed from an intermediate layer is used as an 

electrostatic shield [91]. Furthermore, noisy signals should not run adjacent to sensitive 

signals if this is unavoidable another signal should be run between them, such as a 

shield or ground line. Wherever possible noisy circuits should be place as far as 
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possible way from sensitive circuits. Guard rings are used extensively to protect 

sensitive circuitry from noise caused by neighbouring circuits. 

 

4.3 Comparator layout techniques 

 

The comparator is a critical module in the overall design of the programmable time 

measurement architecture. The comparator not only has to be high speed but also must 

have high precision. These two prerequisites are critical in achieving a high resolution 

time measurement architecture. Figure 4-5 shows the schematic of the comparator, as 

described in Chapter 3, section 3.3.  

 

 

Figure 4-5: Rail-to-rail comparator 

 

The use of the common centroid layout is used to minimise the mismatch in 

components which will inevitably affect the input offset of the comparator and 

therefore facilitate speed and precision. The mismatch, due to oxide gradients and other 

process variations, is minimised in this design by laying out transistors M1 to M4 in a 

common centriod configuration [91].  

Another means of achieving a high speed comparator is to reduce the total 

capacitance on the output of the latch stage. This is carried out by minimising the 

capacitance on the node at the drains of transistors M9 and M10.  

The total size of the complete comparator layout including the biasing stage is 

35µm by 14µm and is illustrated in Figure 4-6. 
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Figure 4-6: Comparator Layout 

 

 

4.4 Time-to-voltage converter layout techniques 

 

The time-to-voltage converter (TVC) is the heart of the time measurement architecture. 

It performs the pulse amplification by charging up a capacitor and discharging at a 

slower rate as described in Chapter 2. Due to the fact that this block is an analogue 

block it is a very important block and is susceptible to noise and process variations. 

Figure 4-7 shows the schematic of the TVC. The layout of the current sources M12-

M18 that supply the charging and discharging currents need to be matched. Therefore, 

they are laid out in a common centroid layout configuration. The resistor, R, sets the 

bias current and needs to be place close as possible to the module. The additional 

parasitic resistances associated with the routing to the source of the transistor M5 will 

be minimised so that the gate source voltage of transistor M5 is not reduced and thus 

reducing the bias current for the generation of the charging and discharging currents of 

the TVC.  
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Figure 4-7: Time-to-voltage converter (TVC) 

 

When a capacitor is fabricated, undercutting of the mask can lead to mismatch. One 

solution is to construct an array of smaller unit capacitors [91]. Other factors associated 

with larger single capacitors are that the oxide grows non-uniformly this result in non 

accurate capacitor values. Therefore, the capacitor is laid out in a common-centriod 

scheme, so that the first order oxide errors average out to be the same for each capacitor 

[91]. Figure 4-8 illustrates this 

 

 

Figure 4-8: Capacitor array 

 

The full layout of the TVC is shown below in Figure 4-9. Decoupling capacitors of 

80fF are used to reduce the noise on critical bias nodes. The bias resistor is laid out in a 
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“snake” format with dummy resistor on either side. This configuration is utilized in 

order to reduce the mismatch between the neighbouring resistors from the 

photolithography and etching process during manufacturing [91]. When interfacing this 

module within the overall time measurement architecture, the TVC is place as close as 

possible to the next stage, in this case to a comparator. This is done so that the routing 

to the next stage is as short as possible in order to minimise the additional parasitics 

associated with the routing that would add to the overall capacitance on the output node 

of the TVC and would effect the overall timing measurement. 

 

 

Figure 4-9: Time-to-voltage converter (TVC) layout 

 

Τhe final size of the TVC block is measured to be 35.5µm by 42µm. 

 

 

4.5 High speed clock generation 

 

In order to generate the high speed clock signals of 2.5 GHz and 2 GHz for the high 

performance comparator and counter circuits, the clocks had to be generated on-chip. 

The growing electrical distance between the external clock generator and the device, 
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attenuates and introduces a phase delay in the high speed clock signal. In addition, the 

associated parasitic components of the pads in the pad ring connecting to the core 

circuitry on-chip, makes it impossible to supply a clock at such a high frequency. So 

the architecture of the clock generator is in the form of a ring oscillator [92]. The ring 

oscillator is created using an odd number of amplifying inverters in a feedback loop, as 

shown in Figure 4-10. 

 

 

Figure 4-10: On-chip clock generation 

 

The operation of the ring oscillator uses negative feedback and as a result, the circuit 

becomes unstable and oscillations occur. The frequency of the oscillator is calculated 

using the following equation 

 

inv
osc nT

f
τ2

11 ==  (4.1) 

 

where n equals the number of inverters in the feedback loop and τinv is equal to the 

delay of the inverter. A simulation of the ring oscillator running at 4 GHz with 7 

inverters in the feedback loop gives an inverter delay of approximately 17.85ps. Figure 

4-11 shows the schematic of the clock generator circuit.  

 

 

Figure 4-11: Clock generator circuit 

 

The generation of the 2 GHz and 2.5 GHz clocks are shown in Figure 4-12. 
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Figure 4-12: Generation of the 2 GHz and 2.5 GHz clocks 

 

The ring oscillator is a very noisy circuit that injects noise into the substrate [93], 

especially at high frequency this is a problem for noise sensitive circuits. Therefore, it 

is important to keep this type of circuit away from sensitive modules. In addition, guard 

rings and shielding [91] is used to protect such circuits. The layout for the clock 

generator circuit is shown in Figure 4-13. The total area of the clock generation module 

is 68.9µm by 28.7µm. 

 

 

Figure 4-13: Layout of the clock generator module 

 

 

4.6 Programmable input block 

 

It is important to keep the parasitics at the input to the comparator small in order to 

reduce any inaccuracy in the time measurement, and to keep the noisy switches away 
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from sensitive nodes of the comparator. The use of guard rings and shielding is applied 

to the layout. The layout for the programmable input block is shown in Figure 4-14. As 

can be seen the area of the programmable input block is 61.5µm by 39.2µm. 

 

 

Figure 4-14: Layout of the programmable input block 

 

 

4.7 Digital processing block 

 

The digital processing block is a less critical module in terms of layout. As described in 

chapter 3, section 3.6, this block consists of a high speed counter and an 8-bit register. 

The layout for the digital processing block is shown in Figure 4-15. The layout has 

been done manually, due to a limited number of components and therefore it is faster to 

layout the design by hand then to use place and route tools which are targeted for larger 

complex designs. As can be seen in Figure 4-15, the total area is 142µm by 30µm. 

 

 

Figure 4-15: Layout of the digital processing block 
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4.8 Full chip layout 

 

The full chip layout is shown in Figure 4-16. The size of the chip measures 1480.52µm 

by 1505.94µm.  

 

 

Figure 4-16: Full chip layout 

 

All of the digital input and output pins are buffered via tri-state buffers. This is 

intended so that the circuit is isolated from the other on-chip modules on the multi 

project silicon die during power down. Each circuit is powered up by its own power 

supply. This will isolate it from the other circuits so that no interference from adjacent 

circuitry can obstruct the operation and performance of the operating circuit. Figure 4-

16 shows the top level schematic of the programmable time measurement architecture 

that incorporated input and output (I/O) tri-state buffers on the digital I/O pins. When 

the circuit is used, a programming bit is set to enable the tri-state buffers so that the 

architecture is ready for operation. 
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Figure 4-17: Top level schematic with input and output tri-state buffers 

 

Traditionally, each individual circuit has its own powered down mode so it can be 

powered down individually, but this approach ensures that if the circuitry is not 

operating, then the circuit is powered down by default. The individual layout for the 

modules of the PTMA can be seen in the overall layout in Figure 4-18. 
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Figure 4-18: Modules of the PTMA 
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Figure 4-19 shows an optical picture of the chip that was fabricated. As can be seen 

much of the circuitry is hidden under a layer that was placed over the circuitry for 

protection. 

 

 

Figure 4-19: Optical picture of fabricated chip 

 

The PTMA is situated in the top left hand quarter of the die. It is possible to see the top 

layer of the capacitors of the capacitor array of the time-to-voltage converter. 

 

 

4.9 Experimental results 

 

In order to facilitate the programming of the fabricated test chip and to demonstrate the 

operational modes; rise time, fall time, pulse width and propagation delay, a test setup 

for the fabricated test chip was built. An overview of the test setup is shown Figure 4-

20. It consists of a the Microchip MPLAB® ICD 2 development design kit which 

includes the PICDEM 2 PLUS demo board [94] 
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Figure 4-20: Experimental test setup 

 

There are two chips on the breadboard; they are the Maxim 3002 [95] and the Maxim 

DS1020 [96]. The Maxim 3002 is a level translator that converts voltages between 5V 

and 1.2V required by the prototype chip. All control signals and input sources 

interfacing between the PIC controller and the test chip is interfaced via the translator, 

as shown in Figure 4-21. 

 

 

Figure 4-21: Level translator  

 

The Maxim DS1020 device is an 8-bit programmable delay line which is used to setup 

the time measurements that are needed to test the PTMA. The delay values for the 

programmable delay line are set using the 8-bit parallel port and a value is set by the 

microcontroller. The program in the microcontroller is designed to set a range of 8-bit 

values in order to vary the delay. Therefore, the pulse width and propagation delay type 

measurements can be easily generated and adjusted. For the rise and fall time type 

measurements, in order to generate different rise and fall times, additional capacitance 

is added to the output of one stage of the delay line. This was achieved by increasing 

the fan out a single stage delay stage of the delay line. 
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Using the experimental setup described in section 4.2, an input rise time of 

3.3ns is applied to the input of the PTMA using the microchip. The source code for the 

programming of the PIC can be seen in Appendix C. Before making any measurement, 

the time measurement architecture is configured in calibration mode which applies a 

1ns pulse to the input of the time measurement architecture using the on-chip pulse 

generator. The output binary value is ‘000110002’ is achieved which gives a decimal 

gives a value of 2410. In order to verify that the measurement is correct, the data output 

value is inserted into equation 4.2, as described in chapter 3, section 3.7. 

 

clk
ch

dis TCount
I

I
T ∗∗=∆ 1  (4.2) 

 

where, the charging, Ich, and discharge, Idis, currents are 60µA and 5µA respectively. 

The clock frequency supplied by the on-chip oscillator is 2 GHz, which translates to a 

clock period, Tclk, of 500 ps. 

 

nsT 110*500*24
60

5 12
1 =∗=∆ −  (4.3) 

 

This gives a result of 1ns, which corresponds well with the on-chip 1ns input pulse 

generator. In order to verify all the programming modes are tested using the setup 

described above. Table 4.1 shows the various programmable measurements with their 

respective digital output code. As can be seen, the proposed time measurement 

architecture is proficient in achieving the four programmable type measurements (rise 

time, fall time, pulse width and propagation delay). The results are also similar to the 

simulated results in the chapter 3. The errors produced in the conversion are primarily 

caused by number of sources. The propagation delay of the comparator is the main 

cause of the errors, as this delay determines the starting and stopping of the counter. 

However, by improving the design of the comparator, this will reduced this error. 

Another course of this error is the non-linearity of the charging and discharging Metal-

Insulator-Metal (MIM) capacitor. This non-linearity is caused by increasing the 

capacitor density through the use of decreasing the dielectric thickness or using a 

dielectric with a higher permittivity [97]. Both of these methods degrade the linearity of 

the capacitor and therefore as the capacitor is an important element in the time 

measurement architecture, this has an effect on the overall measurement. 
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Mode 1 Mode 0 Measurement Type Input time 
Digital Output 

Code 

Output 

Value 

Magnitude 

of Error 

0 0 Rise time 2.1ns 43 1.792ns -308ps 

0 0 Rise time 2.2ns 46 1.917ns -283ps 

0 0 Rise time 3.3ns 73 3.042ns -258ps 

0 0 Rise time 3.5ns 77 3.208ns -292ps 

0 1 Fall time 2.1ns 44 1.833ns -267ps 

0 1 Fall time 2.2ns 46 1.917ns -283ps 

0 1 Fall time 3.3ns 73 3.042ns -258ps 

0 1 Fall time 3.5ns 77 3.208ns -292ps 

1 0 Pulse width 2.2ns 46 1.917ns -283ps 

1 0 Pulse width 3.3ns 73 3.042ns -258ps 

1 0 Pulse width 3.4ns 75 3.125ns -275ps 

1 0 Pulse width 3.5ns 76 3.167ns -333ps 

1 1 Propagation delay 2.2n 46 1.917ns -283ps 

1 1 Propagation delay 3.2ns 69 2.875ns -325ps 

1 1 Propagation delay 3.4ns 74 3.083ns -317ps 

1 1 Propagation delay 3.5ns 77 3.208ns -292ps 

Table 4.1: Experimental results 

 

In addition, the time measurement architecture requires stable reference voltages. If the 

reference voltages are not stable this will affect the overall measurement value. A 

solution is to use an on-chip bandgap voltage reference and to generate the internal 

references using a voltage regulator [11]. This will supply a stable and accurate voltage 

references for the measurement architecture and therefore minimise reduce the error.  

 

 

4.10 Concluding remarks 

 

This chapter has presented the implementation and test of the proposed programmable 

time measurement architecture as proposed in chapter 3. It has been shown through 

experimental results that a programmable time measurement architecture can perform 

four types of time measurements without the use of additional circuitry or circuit 

duplication. It has been made possible through the design of high performance circuits 

and careful mixed-signal layout techniques, such as common centroid layout, analogue 

to digital circuit separation, the use of analogue shielding and guard rings. The 

programmable time measurement architecture has also been verified in a mixed signal 

noisy environment where there are different circuits operating on the same silicon. 
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The limitations of the fabricated chip are that the chip can only make time 

measurements sequentially rather than in parallel. The advantage of making time 

measurements in parallel would reduce the overall time cost for the testing. The other 

limitation of the chip is that the resolution of the time measurement architecture is 

limited by the propagation delay of the comparator which is simulated to be 175ps 

using the typical process corner, as shown in Chapter 3, section 3.3.2. So, in order to 

improve the resolution of time measurement architectures, a new design is presented in 

chapter 5. 
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Chapter 5 
 

Homodyne Time-to-Digital Conversion 

(HTDC) 
 

The ITRS’05 [1] predicts that on-chip clock speeds will increase into the tens of 

gigahertz range which will require time measurement architectures with timing 

resolutions of tens of femtoseconds. Currently, as discussed in Chapter 1, section 1.3, 

timing characteristics of VLSI devices are performed using automatic test equipment 

(ATE). Such testers are able of achieving accurate timing measurements, however they 

are expensive. Furthermore, the increased integration and performance of VLSI devices 

due to technology scaling has produced limitations in traditional timing performance 

test methods. For example, bandwidth and additional timing skew brought about by the 

increase of electrical distance between the tester and the device under test (DUT). 

For femtosecond resolution, metastability becomes a problem for time 

measurement architectures based on flip-flops and latches, such as the vernier [41] and 

flash based time-to-digital conversion (TDC) architectures [10]. Section 5.1 analyses 

this problem and section 5.2 describes current research that has been carried out to 

improve the resolution of such time measurement architectures using time amplifiers 

[70, 98] that precede the lower resolution TDC. Thereby, adding an extra circuit to the 

time measurement architecture will add to the overall area budget which can be 

unacceptable for some applications. To address these issues, section 5.3 proposes a new 

fully integrated on-chip time measurement architecture that is based on the time-to-

digital conversion method using the Homodyne technique [25]. However, it is not 

based on latches and flip-flops with the attempt of achieving tens of femtosecond 

timing resolution. 
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5.1 Metastability problem with TDC based on Vernier/Flash 

architectures 

 

In order to achieve the femtosecond timing resolution required for future high 

performance VLSI devices, as predicted by the ITRS [1], time measurement 

architectures based on the vernier delay line (VDL) and the flash based architecture 

have a limiting factor. This limiting factor is the metastability problem associated with 

the flip-flops and latches which are the prime elements and used for the time 

measurement technique itself. Metastability arises when the setup and hold time of the 

flip-flop is violated and therefore its normal operation is disturbed. Consequently, the 

output of the flip-flop may stay low and then go high, or vice versa. Figure 5-1 shows 

the setup and hold timing violations of a flip-flop or latch. 

 

 

Figure 5-1: Flip-Flop Setup and Hold Violations 

 

This inherited metastability is a limiting factor for femtosecond timing resolution which 

is necessary to measure time measurements for high performance VLSI devices.  

Further research has been done to improve the resolution of time measurement 

architectures by incorporating time amplifiers [70, 98, 99] that precede the TDC in 

order to improve the overall timing resolution. A review of current time amplifiers used 

for time measurement testing is discussed in the next section. 
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5.2 Time amplifiers 

 

In order to achieve higher resolution time measurement capabilities, researchers have 

explored the idea of amplifying the input to the time measurement architecture using a 

time amplifier [70, 98, 99], as shown in Figure 5-2. The objective is to amplify the 

input time interval into a timing range that the time measurement architecture is 

capable of processing. 

 

 

Figure 5-2: Low resolution time measurement architecture (LRTMA) with time amplifier 

 

Figure 5-3 shows such a time amplifier and uses a mutual exclusion (MUTEX) circuit 

[99] or arbitration circuit which is sometimes called an arbiter [11]. 

 

 

Figure 5-3: MUTEX [99] 

 

The operation of the arbiter is as follows. The cross-coupled NAND gates of the SR 

latch switches the output transistors only when a difference in the output of the bistable 

latch reaches a certain value [100]. The gain of the time amplifier can be increased or 

decreased by the sizing of the output transistors. Another implementation of a time 

amplifier is shown in Figure 5-4 [98]. 
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Figure 5-4: Time amplifier [98] 

 

The circuit consists of two cross-coupled differential pairs with passive RC loads. The 

operation of the circuit is as follows. Two rising edges φ1 and φ2 are applied to the gates 

of M1 and M3 respectively. The bias current of the amplifier is steered around the 

differential pairs and into the passive loads. The voltage at the drains of transistors M1 

and M2 are caused to be equal at a certain time and at the drains of M3 and M4, the 

voltage becomes equal a short time later. This effectively produces a time interval that 

is proportional to the input time difference. These circuits output an analogue voltage 

and are often used to condition the input signal. Then a relatively low resolution time-

to-digital converter (TDC) is used for the actual measurement. 

Although, time amplifiers increase the resolution of time measurement 

architectures, this is achieved at the cost of additional silicon area which may be 

unacceptable for some applications. Therefore, further research is needed to investigate 

and develop an architecture that meets the requirements for tens of femtosecond timing 

resolution with reduced circuit overhead which is low power and compatible with 

modern CMOS technologies. In the next section, a time measurement architecture that 

meets these requirements is proposed and each of the critical sub-blocks are described 

in detail. 
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5.3 Proposed architecture 

 

The proposed time measurement architecture is shown in Figure 5-5.  

 

 

Figure 5-5: Proposed Time Measurement Architecture 

 

The architecture is composed of three components; an analogue mixer, a filter and an 

analogue-to-digital converter (ADC). The operation of the proposed time measurement 

architecture is to convert a small phase difference into a DC voltage using the 

homodyne technique [25] and then a high resolution ADC is used to convert this DC 

voltage (Vdc) into a digital binary output code that represents the phase difference at 

the input. The generation of the DC voltage is achieved by modulating an input clock 

signal (Input) with a reference clock signal (Reference) and apply filtering to produce a 

DC voltage (Vdc). This DC voltage represents a function of the phase difference of the 

two input clock signals. The modulation is achieved by the use of an analogue mixer. 

For example, if two sinusoidal signals with the same amplitude, A and frequency, ω, 

but have different phases, φ1 and φ2, respectively, then the output of the mixer (Vm) is 

given by 
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If a low pass filter is used to remove the 2ω term, this leaves a DC term which is 

proportional to the cosine of the phase difference multiplied by half of the squared 

amplitude. 
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When implementing the proposed time measurement architecture, it is necessary to 

keep the complexity, hence the area overhead to as small as possible, yet capable of 

achieving the required high timing resolution. This characteristic is a requisite if such 

time architectures are to be included onto the same silicon as the DUT. An additional 

requirement is that the time measurement architecture must also operate at low power 

supply. This has the benefit of being low power and compatible with modern CMOS 

technologies. As a result of these requisites, the next sections describe each of the three 

main components, Mixer, Filter and ADC. These components are analyzed and their 

advantages and disadvantage are described for each implementation. 

 

5.4 Mixer design 

 

The CMOS mixer circuit is an important non-linear analogue signal processing 

function that can be found in a wide variety of applications. Such as adaptive filtering, 

modulation, frequency translation, automatic gain controlling, neural network, etc. The 

purpose of the mixer is to convert a signal from one frequency band to another. In 

addition, if un-modulated signals with the same frequency are applied to the two inputs, 

the circuit behaves as a phase detector and produces an output with a DC component 

that is proportional to phase difference between the two input signals. CMOS mixer 

circuits can be implemented in a number of different way, for example single balanced 

[101], double balance [102] and dual-gate [103]. Each of these configurations is 

described in the following sections. Their advantages and disadvantages are analysis 

for suitability and implementation for the mixer circuit within the proposed homodyne 

time measurement architecture. 
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5.4.1 Single balanced 

 

The single balanced mixer is the simplest approach that can be implemented and is 

shown in Figure 5-6. 

 

M2

M1

M3

VIF

VLO

VRF

 

Figure 5-6: Single balanced mixer [101] 

 

The advantage of the single balanced mixer is that the mixer exhibits less input referred 

noise for a given power dissipation than a doubled balanced counterpart, described in 

section 5.4.2. The disadvantage of the single balanced mixer is the local oscillator (LO) 

to intermediate frequency (IF) feed-through, which can be a limiting factor. Transistors 

M2 and M3 operate as a differential pair and therefore amplify the LO signal. If the IF 

signal is not lower enough compared to the LO frequency, the low pass filter (LPF) 

following the multiplier may not adequately filter out the LO feed-through without 

attenuating the IF signal and therefore, desensitize the amplifier. Also this type of 

architecture is more acceptable to the noise in the LO signal, as compared to the double 

balanced mixer [101] which is described in the next section. 

 

5.4.2 Double balanced (Gilbert multiplier) 

 

A configuration commonly used in RF mixers and analogue multipliers is the Gilbert 

Cell [102]. A circuit of the Gilbert multiplier cell is shown in Figure 5-7 [104]. As can 
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be seen it consists of seven devices and the operation of the circuit is as follows. It is 

assumed that all transistors are biased in the saturation region and obey square-law 

equations and that devices are sized and matched so that the transconductance 

parameters satisfy the equations K1=K2=K3=K4=Ka and K5=K6=Kb.  

 

 

Figure 5-7: Double balanced Gilbert multiplier [104] 

 

Defining the output currents 

 

)13(1 IIIo +−=  (5.4) 

 

and  

 

)42(2 IIIo +−=  (5.5) 

 

It can also be shown that the differential current Iod = Io2 - Io1 is given by 
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then 

 

( )VxIIKaIod 652 −=  (5.7) 

 

As I5 and I6 are dependant on the input voltage Vy as shown by 

 

( )65
1

II
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Vy −=  (5.8) 

 

Substituting equation (5-8) into equation (5-7) gives 

 

VyVxKaKbIod 2=  (5.9) 

 

This is the typical characteristic of the analogue multiplier. The advantages of the 

double balanced mixer is that it is implemented using more transistors and generates 

less even order distortion than the single balanced mixer described in section 5.4.3. 

However, the disadvantages are that it is difficult to operate at low voltages due to the 

stacking of the transistors [105]. In addition, the generation of complementary signals 

can add to errors in the final measurement 

 

5.4.3 Dual gate mixer [106] 

 

The dual-gate mixer is a well used technique [103, 106-110]. The dual-gate structure 

has the advantage of isolated signal and local oscillator ports, which allows separate 

matching and provides inherent local oscillator (LO) to radio frequency (RF) input 

isolation. The simplicity of the single-ended dual gate mixer results in current savings 

and is often the choice in low power front-end designs [111]. The optimum bias point 

and the LO power required for a dual-gate mixer are chosen in order to maximise the 

conversion transconductance, gc. This is defined as the ratio of the output intermediate 

frequency (IF) current to the input RF voltage, given by equation 5-10. 
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The maximum conversion tranconductance, gc, occurs when an upper gate fed LO and 

a RF signal fed into the lower gate. The applied LO modulates the floating node 

voltage, which is the drain of the lower transistor. The conversion gain for a dual-gate 

mixer is achieved due to the change in drain-source voltage of the lower transistor, 

which modulates the lower transistor’s transconductance gm. A smaller frequency 

conversion path in the dual-gate mixer is present due to the modulated conductance gds 

of the lower transistor. 

The dual gate device can be implemented by using two cascade-connected 

single-gate transistor devices with equal widths [103]. This is in order to facilitate the 

easy of fabrication of each transistor at the circuit level which also gives freedom to 

adopt different device parameters such as gate width. For optimum performance, the 

dual gate mixer (see Figure 5-8) is selectively biased in such away that the lower 

transistor (M2) is operating as a transconductor while the upper transistor (M1) is acting 

as a switch. For mixing purposes, LO and RF signals are applied to the gate inputs of 

M1, M2, respectively.  

 

 

Figure 5-8: Dual-Gate Mixer [110] 

 

The advantage of this structure is that the LO and RF signals are inherently isolated and 

can be used to develop compact mixers with conversion gain [109]. Although, the 

potential of conversion gain is attractive; the downside is that they tend to have lower 

linearity then passive a design. 

As a result of the advantages of the dual-gate mixer architecture, the design of 

the mixer within the time measurement architecture is based on the dual-gate mixer. 
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Figure 5-9 shows the implementation of an analogue dual-gate cascode mixer for the 

proposed time measurement architecture and the operation is as follows. Transistors 

M3,M4 form a constant current source. Two inputs, Vin and Vref, are applied to the 

gates of transistors M1,M2 respectively and the resulting modulated output of the mixer 

is taken from the drains of transistors M2,M4. This cascode type mixer has the 

advantage of being low power, consumes a small amount of area and capable of 

operating at low supply voltages. The transistor sizes were chosen to achieve the 

required bias currents of 10µA and appropriate driving capabilities to the low pass filter 

of the time measurement architecture. 
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Figure 5-9: Dual-gate cascode mixer 

 

 

5.4.4 Dual gate mixer simulations 

 

In order to show the operation of the dual-gate mixer circuit, Figure 5-10 shows the 

input and output simulations using the Cadence Analogue Design Environment (ADE). 

The top plot shows and input signal with an input frequency of 1 MHz and an 

amplitude of 60mV. The second plot shows an input signal with an input frequency of 

4 MHz and amplitude of 60mV. The third plot shows the output of the dual-gate mixer 

which is the product of the two input signals. 
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Figure 5-10: Dual Gate Mixer Simulations 

 

The conversion gain versus input frequency for the dual-gate mixer is shown in Figure 

5-11. 

 

 

Figure 5:11: Conversion Gain vs Input Frequency 
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5.5 Low pass filter design 

 

The purpose of the filter is to filter out the product of the two fundamental frequency 

components of the input and the reference signals at the input to the time measurement 

architecture. Thus, leaving a phase component that is proportional to the phase. To 

realise the design of the Low Pass Filter (LPF) of the time measurement architecture, a 

2nd order switched-capacitor (SC) bi-quad filter [112] with a cut-off frequency of 

120kHz was used. A switched capacitor (SC) architecture was chosen as apposed to a 

passive, continuous time, gm or switched- current (SI). The components are easy to 

implement on silicon as apposed to the passive and continuous time implementations. 

There is no need for a tuning circuit unlike gm-C filters and have low sensitivity to 

temperature changes, better linearity as compared to switched-current architectures. 

The design of the low pass filter is as follows. The transfer function, H(s), of a 

low pass filter is shown in equation 5.11. 
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where ω0 and Q are the pole frequency and pole Q, respectively, and k0, k1 and k2 are 

the arbitrary coefficients that place the bi-quads zeros. Multiplying through by the 

denominators and dividing by s2, equation 5.11 can be written as 
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Equation 5.12 can be expressed as two integrator based equations as follows 
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Figure 5-12 show the signal flow graph (SFG) describing the preceding two equations  
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Figure 5-12: Signal flow graph representation of high Q SC LPF 

 

Figure 5-13 shows the switched-capacitor implementation, which also incorporates 

switch sharing, minimising the amount of switches that are needed for the 

implementation [113]. 

 

 

Figure 5-13: A 2nd order low pass switched-capacitor filter with switch sharing. 

 

Figure 5-13 was implemented into the Cadence design environment using the amplifier 

described in section 5.7.2. The switches are based on transmission gates and have a low 

on-resistance of 1k ohms, as shown in Figure 5-14. This is in order for the circuit to 

settle within half a clock period of the sampling clock.  

 



Homodyne Time-to-Digital Conversion  106 

O
n
 R
e
s
is
ta
n
c
e
 [
o
h
m
s
]

 

Figure 5-14: On–resistance of transmission gate 

 

The filter was simulated using SPECTRE models based on 0.12µm CMOS process. 

Figure 5-15 shows the LPF frequency response. As can be seen, the -3dB point is 120 

KHz as required by the design. 

 

 

Figure 5-15: LPF Frequency Response 

 

Figure 5-16 shows the transient input and output waveforms of the LPF.  
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Figure 5-16: SC LPF input and output waveforms 

 

Figure 5-17 shows the total output noise density of the mixer with the LPF. As can be 

seen at 1 kHz the noise density is at 360nV/√Hz and at 10 MHz the noise density falls 

to 53nV/√Hz. 

 

 

Figure 5-17: Total output noise of mixer and LPF 
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5.6 Analogue-to-Digital Conversion 

 

Analogue to digital converter are not new and there is a vast amount of literature been 

written about them [92, 114]. The purpose of the ADC is to convert the DC voltage 

from the output of the filter to a digital output code. The following sections give a brief 

overview of the most common types of nyquist-rate ADC architectures. 

 

5.6.1 Successive Approximation ADC 

 

The successive approximation ADC [92] converts an analogue voltage to a digital 

output code. A block diagram of the successive approximation ADC is shown in Figure 

5-18. The operation of the successive approximation register is as follows. At a sample 

time, the ADC sets the most significant bit (MSB) in the successive approximation 

register (SAR) to a logical “1”. All the remaining bits are set to logical “0”. This digital 

guess is converted back to an analogue value and is compared with the input voltage. If 

the input is at a higher voltage than the feedback analogue representation of the guessed 

value, (i.e. Vin > VD), the MSB is left set to a logical “1”. On the other hand, if the 

input is at a lower potential voltage than the feedback analogue value, (i.e. Vin < VD), 

the MSB is reset to a logical “0”.  

 

 

Figure 5-18: Successive Approximation ADC [8] 
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This process is repeated for the second most significant bit. The MSB is left unchanged 

from the first approximation, the second MSB is set to a logical “1” and the reset of the 

bits are left in reset. This digital code is an improved guess and is converted into 

analogue code again and compared with the input voltage again using a comparator. If 

the analogue input voltage is at a higher voltage potential then the feedback value, the 

second MSB is left is set at a logical “1”, otherwise it is reset to a logical “0”. This 

process continues for each of the remaining lower order bits until all N bits of the 

converter have been examined. The value left in the SAR register represents the input 

voltage and this can either be outputted serially of parallel. 

The advantages of successive approximation register ADC are that for N bits, only N 

comparisons are needed to be made, which results in high speed and low power 

dissipation. The disadvantages of the successive approximation ADC is that there are a 

lot of internal operations which must occur for each single sample. In the N-bit 

converter, N approximations and comparisons must be performed in each sample of the 

input voltage. Therefore, an N-bit successive approximation ADC running at a 

sampling frequency of, fs, samples per second must run its internal circuitry at a rate of 

Nfs operations per second. This has a limiting sampling rate which is determined by the 

sampling frequency, fs, and the output digital code size, N. 

 

5.6.2 Flash ADC 

 

The Flash ADC generates all the output bits in one instance; the drawback is its 

complexity. The flash ADC distributes the sampling process across the entire circuit, as 

a result more circuitry is required. A 3-bit flash ADC is illustrated in Figure 5-19. For a 

N-bit flash ADC, the circuit requires 2N resistors, 2N comparators and digital encoding 

logic. 
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Figure 5-19: 3-bit Flash ADC 

 

The advantages of the flash ADC is that the output is determined in one step and 

therefore has the capability of very fast operation. The flash ADC’s internal circuitry 

operates at the sampling frequency. Therefore, it is normally used in fast sampling 

applications. In order to increase the output code word size, a flash ADC needs only to 

add more circuitry unlike the successive approximation ADC which is required to 

operate at a faster internal rate. 

The disadvantages of the flash ADC is the increase in circuitry, as the number 

of comparators and resistors doubles for each additional bit of output. Furthermore, the 

increase in complexity of the thermometer-binary encoding logic is needed. In that 

way, the Flash ADC effectively trades circuit size for speed. The word length is 

determined by the size of the core, consequently the largest flash ADCs are typically 8-

10 bits. 
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5.6.3 Dual-Slope ADC 

 

The Dual-slope ADC is much simpler but much slower then the successive 

approximation ADC. Instead of using binary search like the successive approximation 

register, it uses a step search. It uses an integrator to ramp upwards for a fixed amount 

of time, Tintegration, starting from the time it crosses a fixed threshold voltage.  

 

Figure 5-20: Dual Slope ADC 

 

The slope of integration is directly proportional to the analogue input voltage. 

Therefore, the larger the input voltage, the higher the integration voltage will be at the 

end of the fixed time period. Then the integrator is ramped downwards at a fixed slope 

until it reaches the threshold voltage again. The time it takes to discharge is directly 

proportional to the integrator’s peak voltage, which in turn is proportional to the ADC 

input voltage. The time period Tcount is measured by a digital counter, whose output 

represents the ADC conversion result, as illustrated in Figure 5-21. 
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Figure 5-21: N-bit dual slope ADC [8] 

 

The conversion time of a dual-slope ADC is typically 100ms or more [8]. Therefore, 

using this technique is expensive for production testing, but by their nature, the dual-

slope ADC has excellent differential non-linearity (DNL) characteristics, as each code 

width is dependant on a smooth ramping analogue integrator rather than a binary 

weighted sum of components such as capacitors or resistors. However, the dual-slope 

ADC is susceptible to integral non-linearity (INL) errors which are dominated 

primarily by the linearity of the comparator and the linearity of the integrator’s ramp.  

The key to achieving femtosecond resolution using the proposed architecture is 

the implementation of a high resolution ADC. For this reason, the Delta-Sigma (∆Σ� ) 
ADC was selected as opposed to nyquist rate ADCs because of its high resolution 

capabilities, area requirements and also the accuracy of the converter does not depend 

on precise component matching, precise sample-and-hold circuitry or trimming, like 

nyquist converters such as successive approximation and dual slope ADCs [115]. 

 

 

5.7 Delta Sigma (∆Σ)∆Σ)∆Σ)∆Σ) ADC  

 

Delta Sigma (∆Σ) ADC’s are typically used in high resolution low frequency 

applications. The advantages of ∆Σ ADC is as follows. Firstly there are no precise 

requirements on analogue building blocks as the linearity of the ADC is not dependant 

on component matching. Also this may take advantage of the low cost, low power 

digital filtering. It relaxes the transition band requirements for analogue anti-aliasing 
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filters. It reduces the baseband quantization noise power and most importantly trades 

speed for resolution. The ∆Σ ADC depicted in Figure 5-22 consists of a ∆Σ modulator 

and a decimation filter.  

 

 

Figure 5-22: Block diagram of the ∆Σ∆Σ∆Σ∆Σ ADC 

 

The purpose of the ∆Σ Modulator is to convert the analogue input voltage in to a 1-bit 

pulse stream. The loop filter/integrator can be either switched capacitor or continuous 

time. Switched capacitor filters are easier to implement on silicon then continuous time 

and the frequency characteristics scale with the clock rate [112]. The purpose of the 

digital filter is to remove the out of band quantization noise and provides anti-aliasing 

to allow re-sampling at a lower sampling rate. There are numerous ∆Σ ADC 

architecture and the choice usually involves trade-offs between resolution, circuit 

complexity and stability. Through extensive simulations, it was found that a 1st-order 

∆Σ ADC with an over-sampling ratio (OSR) of 32 is sufficient to achieve femtosecond 

resolution avoiding stability and complexity issues often associated with higher order 

converters. A block diagram of the 1st-order ∆Σ modulator is shown in Figure 5-23. It 

consists of an integrator and a single bit quantizer.  

 

 

Figure 5-23: Block diagram of the 1st Order ∆Σ∆Σ∆Σ∆Σ Modulator 
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The oversampling ratio (OSR) of the modulator is given by the following equation 
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2
=  (5.14) 

 

Where fs is the sampling frequency and fB is the input signal bandwidth. For this 

application the OSR is set to 32, in order to provide to appropriating noise shaping that 

is required to achieve the high resolution time measurement.  

 

 

Figure .5-24: 1st Order ∆Σ∆Σ∆Σ∆Σ Modulator using Simulink® 

 

Figure 5-24 was implemented into MatLab and a Simulink® simulation result is shown 

in Figure 5-25. 

 

 

Figure 5-25: Simulink Simulations 
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The ∆Σ modulator is based on a switched-capacitor implementation and is shown in 

Figure 5-26. 

 

Figure 5-26: 1st order switched-capacitor ∆Σ∆Σ∆Σ∆Σ modulator 

 

 

5.7.1 Non-overlap clocking scheme 

 

The ∆Σ modulator operates on a two phase clocking scheme, where both clock phases 

and delayed versions of the clock phases are generated to avoid signal dependant 

charge injection. The two phase clock generator is shown in Figure 5-27 and the 

clocking scheme is shown in Figure 5-28. 

 

 

Figure 5-27: Non-overlapping clock generator 
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Figure 5-28: Non-overlapped clock timing 

 

A simulation of the non-overlap clock generator using the SPECTRE simulator is 

shown in Figure 5-29. 

 

 

Figure 5-29: Non-overlap clock simulation 

 

 

5.7.2 Amplifier design 

 

The amplifier employed in the integrator (see Figure 5.26) is a critical element within 

the ∆Σ modulator. Any integrator leakage resulting from the finite DC gain of the 
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amplifier will reduce the modulator attenuation of the quantization noise at low 

frequencies. Although the modulator can tolerate non-ideal components, the required 

DC gain of the amplifier is chosen slightly higher than the oversampling ratio. Figure 

5-30 shows the amplifier employed in the modulator. It is based on the folded cascode 

operational amplifier [92] and has a class AB output stage so that the output can swing 

close to the supply voltages. It also uses a summing circuit that consists of two current 

mirrors, M5,M6 and M9,M10 with cascades M7,M8 and M11,M12 respectively, and a 

floating current source M13,M15. The current generated by the floating current source 

M13,M15 flows through M11 and M7. At the source of M11, the bias current of the 

NMOS input pair is added, and the current is mirrored by M9,M10. At the source of 

M12, the bias current of the NMOS input pair is subtracted again. The current through 

M12,M8 and the class AB control transistors M14,M16 is constant and equal to the 

current set by the floating current source. By using this type of configuration, the 

biasing of the output stage is not affected by the common mode input voltage. The 

transistor sizes in the amplifier have been designed and optimised to achieve a DC gain 

of 60dB, a unity gain bandwidth of 110 MHz and a phase margin of 70 degrees. Where 

the unity gain bandwidth, ω1, is given by:- 
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where gm1 is the transconductance of the input stage and Cc is the miller capacitance. 

The second frequency pole is given by:- 
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where gm2 is the transconductance of the output stage, Cgs is the gate source voltage 

capacitance of the output stage including all parasitics connected to the gates, and CL is 

the load capacitance including all parasitic capacitance connected to the output. The 

phase margin is given by:- 

 



Homodyne Time-to-Digital Conversion  118 

L
c

gs
Lgs

c
m

C
C

C
CC

C

gm

gm
a

++
=








=

1

2

1

2tan
ω
ωϕ  

(5.17) 

 

In order to achieve a phase margin of 70 degrees, the second pole should be at least 

three times the unity gain frequency. Figure 5-30 shows the complete design of the 

amplifier with the optimised transistor values. 

 

 

Figure 5-30: Folded cascode operational amplifier. 

 

Figures 5-31 and 5-32 show the gain and phase response of the amplifier across 

process, voltage and temperature. As can be seen the DC gain varies from 43dB to 

64dB over process, voltage and temperature (PVT) corners. 
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Figure 5-31: Amplifier gain across process corners 
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Figure 5-32: Amplifier Phase response across process corners 

 
 

Figure 5-33 shows the step response of the amplifier across process, voltage and 

temperature (PVT) corners. 
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Figure 5-33: Amplifier step response 

 

Table 5-1 shows the settling time of the amplifier across PVT corners, as can be seen 

the settling time varies form 16ns to 23ns. 

 

Process corner Setting time 
tt, 27degC, 1.2V 18ns 
ff, 125degC,1.2V 16ns 
ff, 80degC, 1.2V 17.8ns 
ss, -40degC,1.2V 23ns 

 

Table 5.1: Amplifier settling time across PVT 

 

 

5.7.3 Comparator  

 

The comparator used for the single bit quantizer within the ∆Σ modulator (Figure 5-24) 

is shown in Figure 5-33. The comparator is the same as the one used in the 

programmable time measurement architecture (PTMA) described in Chapter 3, section 

3.3. The reason for choosing this particular comparator is for its high performance.  
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Figure 5-34:  High performance comparator  

 

 

5.7.4 Integrator simulations 

 

The input and output waveforms of the integrator of the ∆Σ modulator are shown in 

Figure 5-35 and Figure 5-36. The sampling clock period is 10ns, the input signal period 

is 160ns, and the output load capacitance CLoad equals 50fF. The simulations were 

performed over typical process corners, with temperature of 27degC and a supply 

voltage of 1.2V 
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Figure 5-35: Clock, Input and output waveforms of the integrator 
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Figure 5-36: Zoomed in version 

 

 

5.7.5 Modulator Simulations 

 

The delta modulated output signal of the ∆Σ modulator is shown in Figure 5-37  

 

 

Figure 5-37: Delta modulated output of the ∆Σ∆Σ∆Σ∆Σ modulator 
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Figure 5-38 shows the frequency spectrum of the ∆Σ modulator  

 

Frequency (Hz)
 

Figure 5-38: Frequency spectrum of the ∆Σ∆Σ∆Σ∆Σ modulator 

 

5.7.6 Decimation Filter [116] 

 

The output of the 1st order modulator contains very little quantization noise at low 

frequencies and the power spectral density (PSD) of the output noise grows rapidly 

with increasing frequencies. Hence, the signal band limit, fb, must be a lot smaller than 

half the sampling frequency, fs/2, and if the modulator is to be used as an ADC, the out 

of band noise must be removed by a digital low pass filter (LPF). Afterwards, the 

LPF’s output signal may be decimated, thereby reducing the sampling rate to the 

nyquist sampling frequency 2fb. The requirements of the LPF are that the gain response 

should be flat and large over the signal band from zero to fb, and very small between fb 

and fs/2. Often, it is also desirable to have a flat group delay response in the signal 

band. 

There are two classes of digital filters and can be determined by their impulse 

response [117]. They are Finite Impulse Response (FIR) and Infinite Impulse Response 

(IIR). The main differences between the two types of filters are that the FIR filters have 

a unit sample response of finite length and therefore a system function which is a 

polynomial in Z-1. All the poles of the system function are at the origin and therefore do 
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not effect the shape of the response. IIR filters have a unit sample response that is of 

infinite duration. FIR filters are less sensitive to rounding errors in the coefficients and 

computation. They are incapable of becoming unstable, whereas, IIR filters can 

produce oscillations as a result of non-linearity caused by overloading or quantization 

errors [116, 117]. 

The advantages of using a FIR topology as apposed to an IIR filter are as 

follows [116, 117]. They can easily be designed for "linear phase". Linear-phase filters 

would delay the input signal, but do not distort its phase. They are relatively easy to 

implement. On most DSP microprocessors, the FIR calculation can be done by looping 

a single instruction. They are suited to multi-rate applications; either "decimation" 

(reducing the sampling rate), "interpolation" (increasing the sampling rate), or both. 

Whether decimating or interpolating, the use of FIR filters allows some of the 

calculations to be omitted, thus providing an important computational efficiency. In 

contrast, if IIR filters are used, each output must be individually calculated, even 

though the output may be discarded, so the feedback will be incorporated into the filter. 

They have desirable numeric properties. In practice, all DSP filters must be 

implemented using "finite-precision" arithmetic that is a limited number of bits. The 

use of finite-precision arithmetic in IIR filters can cause significant problems due to the 

use of feedback, but FIR filters have no feedback and they can usually be implemented 

using fewer bits. The FIR filter can be implemented using fractional arithmetic. Unlike 

IIR filters, it is always possible to implement a FIR filter using coefficients with 

magnitude of less than 1 and the overall gain of the FIR filter can be adjusted at its 

output, if desired. This is an important consideration when using fixed-point DSP's, as 

it makes the implementation easier. 

The disadvantages of using an Impulse Response (IIR) filter are as follows. 

They are more susceptible to problems of finite-length arithmetic, such as noise 

generated by calculations, and limited cycles. This is a direct consequence of feedback: 

when the output is not computed perfectly and is fed back, the imperfection can 

compound. It is more difficult to implement the IIR using fixed-point arithmetic. They 

do not offer the computational advantages of FIR filters for multi-rate (decimation and 

interpolation) applications. 

This latter condition can be satisfied by using a linear phase finite impulse 

response (FIR) LPF. Since the output signal of the modulator is a single bit stream, it 

may be practical to use a single-stage high order linear-phase FIR filter, since there are 
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no actual multiplications required between the samples of the signal and the weights of 

the taps. In general, however, it is usually more efficient and economical to carry out 

the filtering and decimation in stages. The most commonly used stage for the filter is a 

sinc filter. A sinc filter is an FIR Filter with N-1 delays and N equal-valued tap 

weights, which computes a running average of the input data stream. The output of the 

sinc filter can be represented by: 
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Its impulse response is given by 
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The z-domain transfer function is given by: 
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And thus its frequency response is 
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Where sinc(f) is defined as (sin(πf))/(πf), hence the name of this filter. 

An important advantage of the sinc filter is that for single-bit modulators it can 

be realized very economically, using a counter that is incremented for each +1 from the 

modulator. Once in every N clock cycles, the output of the counter is clocked into a 

register, and the counter is reset. Thus the output y(n) is a down sampled count of +1s 

produced by the modulator over the last N clock cycles. 

The Decimation filter of the ∆Σ ADC that follows the ∆Σ modulator is shown in 

Figure 5-39. The filter performs both digital filtering and down-sampling of the single 

bit input data stream form the modulator. The architecture of the decimation filter 
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consists of a counter, a clock divider and a register, making it suitable for time 

measurement architectures as it is small and easy to integrate. The divide-by ratio of the 

clock divider is set equal to the oversampling ratio (OSR) of the ∆Σ modulator, in this 

case the OSR is set to 32. 

 

 

Figure 5-39: Decimation Filter 

 

A MATLAB® implementation of the 16 tap low pass digital FIR filter is shown in 

Figure 5-40. 

 

 

Figure 5-40: Filter output response 
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5.7.7 Simulation results 

 

In order to verify the performance of the proposed timing measurement architecture 

based on the time-to-digital conversion method using the homodyne technique shown 

in Figure 5-41. 

 

 

Figure 5-41: Proposed time measurement architecture 

 

The circuit level designs, considered in section 5.3, were implemented using a 0.12µm 

CMOS process. Using the SPECTRE® simulator together with foundry transistor 

models, the relationship between timing resolution and the output of the LPF was 

simulated. Jitter was applied to the reference clock signal using a divide-by-2 module. 

Therefore, the reference frequency was set initially to twice the frequency of the input 

clock signal. The divide-by-2 module models a jitter of 1% of the clock frequency on 

the output signal. The verilog code for the module is shown in Appendix D. Figure 5-

42 shows the output of the LPF when the input phase delay of the two clock signals 

was varied from 0 to 500fs. As it can be seen, there is a linear relationship between the 

voltage output and the phase difference of the input as expected. 
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Figure 5-42: Simulated relationship between timing resolution and the output of the LPF 

 

To further demonstrate the correct operation of the proposed time measurement 

architecture, Figure 5-43 shows a simulation of two clock inputs (Clock_in and 

Clock_ref) with a phase difference (∆Φ) of 40fs (top plots), the mixer and filter outputs 

are shown in the third and forth plot respectively and the output from the ∆Σ modulator 

is shown in the fifth plot. 

 

 

Figure 5-43: Input and output waveforms of the proposed architecture. 
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Table 5-2 shows the simulation results of the time measurement architecture with 

various input time differences representing a propagation delay type measurement.  

 

Measurement type Input difference [fs] Count 

Propagation delay 42 4 

Propagation delay 85 7 

Propagation delay 110 9 

Propagation delay 200 15 

Propagation delay 300 21 

Propagation delay 400 27 

Propagation delay 500 33 

Propagation delay 600 39 

Propagation delay 700 45 

Propagation delay 800 51 

Propagation delay 1000 65 

Table 5-2: Propagation delay results 

 

Figure5-44 shows the plot of f the propagation time measurement against the digital 

output count. 
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Figure 5-44: propagation delay versus output count 
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Table 5-3 shows the tolerance on the count on a propagation delay time measurement 

of 42fs. As can be seen the count does not change that much over process, voltage and 

temperature as expected. This is because the accuracy of the ∆Σ ADC converter does 

not depend on component matching, precise sample and hold circuitry or trimming and 

only has a small amount of analogue circuitry that is affected by process variations. 

Therefore, most of the variation is caused by the earlier stages, such as the mixer and 

the low pass filter circuits that create the DC voltage prior to the ∆Σ ADC converter. 

 

Process corner Propagation delay [fs] Count 
tt, 27degC, 1.2V 42 4 
ff, 125degC,1.2V 42 5 
ff, 80degC, 1.2V 42 5 
ss, -40degC,1.2V 42 3 

Table 5-3: Propagation delay tolerance results 

 

The following plot shown in Figure 5-45 shows the current consumption of the 

homodyne time measurement architecture. The top plots show the current consumption 

of the digital supplies and the bottom plot shows the current consumption of the 

analogue supplies. 
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Figure 5-45: Time measurement architecture current consumption 
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To give insight into the silicon area, careful layout techniques, such as common 

centroid layout of critical transistors (e.g. input transistors of opamp and comparator 

circuits), separated analogue and digital layouts were used to reduce offsets and 

switching noise that would affect the overall performance of the time measurement 

architecture. In Figure 5-46 the time measurement core shows a silicon area of 160µm 

by 155µm, making it attractive for high resolution on-chip time measurement. 

 

 

Figure 5-46: Layout of time measurement core 

 

 

5.8 Concluding remarks 

 

This chapter has presented a new high resolution time measurement architecture. Un 

like previous approaches for time-to-digital conversion, it has been shown that such a 

technique is effective in achieving high resolution of tens of femtoseconds which is 

needed for high performance VLSI devices operating with clock frequencies of tens of 
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gigahertz. This has been made possible through appropriate selection of mixer, filter 

and data conversion techniques. Simulations using SPECTRE models based on the 

0.12µm CMOS process show that measurements are capable with a resolution of 42fs 

which is the highest reported-to-date. 
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Chapter 6 
 

Conclusions and Further Research 

Directions 
 

6.1 Conclusions 

 

This thesis has identified the existing problems using current external automatic test 

equipment (ATE) for on-chip timing measurements. These problems have been brought 

about by technology scaling increasing to tens of GHz over the last decade. Current 

ATE tends to use the same technology and hence lags behind the leading edge 

developments. Finding a solution that is on-chip is becoming crucial in reducing the 

electrical distance between the tester and the embedded core under test. Although 

recent research has produced some solutions using time amplifiers, vernier delay lines 

and other time-to-digital converter method. In this work, a different approach was 

pursued, focusing on the issue of multiple time measurements using a single high 

resolution embedded test core that not only reduces the electrical distance but also 

reduces the number of test resources available on-chip. In this thesis, two on-chip time 

measurement architectures have been proposed and an analysis of the contributions 

presented is given as follows. 

In Chapter 3, a programmable time measurement architecture has been 

proposed to address multiple time measurements using a single test core. The proposed 

architecture is based on the time-to-digital (TDC) method using the dual-slope 

technique and does not require additional or duplication of circuitry, which is often the 

case for other architectures. A key feature of the proposed architecture is its ability to 

be programmable. The architecture is capable of making four different types of 
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measurements. They are rise and fall times, pulse width and propagation type time 

measurements. Simulations based on a 1.2V CMOS process show that it is possible to 

obtain these multiple measurements with high resolution.  

Chapter 4 presents a detailed implementation and verification of a prototype 

chip of the programmable time measurement architecture fabricated using a 1.2V 

CMOS process. The high performance of the time measurement architecture is 

achieved by the use of careful consideration of the use of mixed-signal layout 

techniques, such as minimisation of noise and mismatch of devices. This was achieved 

through the use of common centriod layout techniques and shielding of carefully 

selected components. 

The advantage of this programmability and flexibility is in the ability to 

perform different types of on-chip time measurements and the potential to reduce the 

overall time cost of chip testing. Another advantage of this architecture is that it can be 

easily automated. Automation of on-chip time measurement testing is possible using 

the proposed PTMA using either an on-chip embedded microcontroller or an off-chip 

programmable device such as a field programmable gate array (FPGA). 

Realising the potential of the fabricated programmable time measurement 

architecture, chapter 5, has proposed a novel time measurement architecture that is 

capable of tens of femtosecond timing measurements. This was achieved using the 

TDC method using the homodyne technique. This technique uses a different approach 

to the problem of sub picoseconds by means of an analogue/RF solution. It has been 

shown that by using a TDC incorporating a frequency domain method, higher 

resolutions are capable compared with time domain methods.  

With regards to the practicality of these two time measurement architectures, 

the number of time measurement architectures required on a chip, will be determined 

on how large the chip is and how much is to be tested. With small designs only one or 

two time measurement blocks may be required and the connections can be easily 

multiplex. However, in larger SoC devices where the CUTs are placed far apart from 

one side of the chip to the other, then there may be more time measurement blocks 

required, simply to minimise the parasitcs from the CUT to the time measurement 

block.  

Although setup and hold times on register files are important time 

measurements on digital circuitry, often rise and fall time specifications are important 

in analogue and mixed-signal circuits. Therefore, the Programmable Time 
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Measurement Architecture (PTMA) proposed in Chapter 3 is more suited to analogue 

and mixed signal SoC devices for signal conditioning and sensor applications. While 

the Homodyne TDC is more suited for digital applications where setup and hold times 

on register files are more important. 

If only a few time measurement blocks are included within a design, in order to 

guarantee the length of signal paths to the measurement block, if it is required to be 

multiplexed, is to ensure that all the tracks that are connected from the CUT and the 

measurement block are wide and short as possible and to guaranteed not to use 

minimum width metal tracks. This is in order to again minimise the parasitics from the 

CUT to the time measurement block.  

Furthermore both of these time measurement architectures are analogue in 

nature. Therefore, as device dimensions are scaled down they are susceptible to process 

variations. Although the designs of both the proposed time measurement blocks have 

used known design and layout techniques to minimise process variations 

In conclusion, this thesis has presented two detailed designs and 

implementations for on-chip time measurement testing. The two architectures proposed 

are a significant contribution to the development of on-chip time measurement 

architectures and increase its potential for testing of current and future CMOS system-

on-chip devices.  

 

 

6.2 Further research directions 

 

Based on the work in this thesis, the following relevant future research directions have 

been identified and are briefly outlined as follows: 

 

Higher resolution single shot time measurement architectures:  

It has been shown in chapter 5 that a high resolution time measurement architecture 

with tens of femtosecond timing resolution is capable, but as on-chip clock frequencies 

continue to increase higher resolutions may also be required.  

 

Parallel time measurement architectures:  

One of the limitations of current time measurement architectures is that they can only 

perform time measurements sequentially. The advantage of performing time 
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measurements in parallel could reduce the overall test time even further. Currently, 

time measurement architectures can be duplicated and placed on a single piece of 

silicon at a required location near to the core under test (CUT). However, placing 

numerous architectures on the same test node increases the parasitics on that node and 

thereby increases the problem of accuracy. Therefore, research into time measurement 

architectures that can perform time measurements in parallel would be of great value. 

 

Period to non periodic signal generation:  

Currently, only period signals can be applied to the time measurement architecture 

based on the homodyne time-to-digital conversion (HTDC) technique described in 

chapter 5. Therefore, research into techniques for rendering a periodic signal to a non-

periodic signal will allow this architecture to make other types of time measurements, 

such as, rise and fall time measurements that are needed for on-chip time measurement 

tests. 

 

On-chip calibration for the homodyne time to digital conversion (HTDC) technique:  

A feature of the HTDC method is that it has a small layout foot print (160µm by 

155µm) but an on-chip calibration circuit is still required. Therefore, depending on the 

size of the calibration circuit the size of the overall time measurement architecture will 

increase and this could be at least half the size of the time measurement core. 

Therefore, research into on-chip calibration schemes and incorporating it into the 

Homodyne Time to Digital Converter (HTDC) method without reducing the overall 

performance is required. 

 

Incorporation in the IEEE 1500 standard:  

The IEEE 1500 standard is a core level solution and was developed to facilitate test 

integration and test reuse. Its purpose is to provide a uniform interface between the 

embedded cores and the test access circuitry. A brief overview of the IEEE 1500 

standard is described in Appendix A. Addition research in to how and where time 

measurement architectures, such as PTMA and the HTDC proposed in chapter 3 and 

chapter 5 respectively, are integrated into this standard is required. 
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Appendix A 
 

IEEE Standard 1500 
 

To facilitate SoC testing a new standard has been recently approved and is known as 

the IEEE 1500 standard [13, 118, 119]. The purpose of this standard is to provide a 

uniform interface between the embedded cores and the test access circuitry which is 

similar to the Joint Test Action Group (JTAG) mechanism associated system on board 

level testing [8]. The IEEE 1500 standard is a core level solution and was developed to 

facilitate test integration and test reuse. The IEEE standard 1500 defines a collection of 

wrapper interface ports that fall into two categories. Wrapper serial ports, wrapper 

serial input (WSI) and wrapper serial output (WSO) are used for serial access and 

wrapper parallel ports, wrapper parallel input (WPI) and wrapper parallel output 

(WPO), for parallel access. Figure 1-9 shows the IEEE standard 1500 wrapper 

architecture.  
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Figure A-1: IEEE Standard 1500 wrapper architecture [120] 
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The IEEE standard 1500 wrapper architecture consists of an instruction register known 

as the wrapper instruction register (WIR). The wrapper instruction register (WIR) 

configures the 1500 wrapper into different modes of operation determined by an 

instruction shifted into the WIR register. A wrapper boundary register (WBR) provides 

access to the core terminals where data can be shifted, captured, updated and 

transferred. A wrapper bypass register (WBY) is provided as a bypass in serial mode. It 

is intended for use when several IEEE 1500 wrappers are chained together, thus 

providing a minimum length scan path through the wrapper. 

 

 

 



Appendix B  139 

 

 

 

 

 

 

 

Appendix B 
 

Switch Control Block 
 

The following verliog RTL code for the switch control block within the programmable 

input block (PIB) of the Programmable time measurement architecture (PTMA) is 

shown below. This code was used to simulate a mixed-signal simulation of the PIB 

module.   

 

// Verilog HDL for "matt_scratch", "CTL_BLOCK5_s" " functional" 

 

module CTL_BLOCK5_s( dvdd, dvss, mode1, mode0, cmp_ in, sw, start); 

 

input dvdd, dvss, mode1, mode0, cmp_in, start; 

output [6:0] sw; 

 

reg [6:0] sw_reg; 

 

initial 

begin  

sw_reg= 7'b0000000; 

end 

 

always@(mode1 or mode0 or cmp_in) 

begin 

 

case ( {mode1, mode0, cmp_in} ) 

3'b000:  // rise time 

begin 

             if (cmp_in == 0 ) 

          sw_reg = 7'b0001001; 

        else 

          sw_reg = 7'b0000110; 

      end  
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      3'b101: // Fall Time 

      begin 

          if (cmp_in == 0 ) 

            sw_reg = 7'b0000110; 

   else 

     sw_reg = 7'b0001001; 

      end 

             

      3'b110: // Pulse Width 

      begin 

         

          sw_reg = 7'b1000001;         

      end 

             

      3'b111: // Propagation 

 

      begin 

         sw_reg = 7'b1000001; 

         if (cmp_in == 1) 

           sw_reg = 7'b0110000; 

  end 

             

      default: sw_reg = 7'b0000000; 

       

   endcase  

       end 

 assign sw[6:0] = sw_reg[6:0]; 

     

endmodule 
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Appendix C 
 

 

Test chip Microchip PIC 18F2030 test 

program 
 

In order to validate the fabricated test chip for the programmable time measurement 

architecture (PTMA), described in chapters 3 and 4, the Microchip PIC 18F2030 device 

is used for programming the four different modes of the test chip. The following shows 

the program used for the PIC microcontroller. The program consists of a number of 

subroutines and a main program. There are four subroutines for each of the four 

programmable modes of PTMA. Each subroutine sets up the signals for the operation 

of the device within the required mode. The main program sets up the input and output 

ports of the device and configures the test chip for a particular mode and then calls the 

subroutine for the required test mode of the test chip. Currently, the program is set for a 

rise time measurement and therefore the main program calls the subroutine MODE1, in 

order to configure the device for a different programming mode, for example a 

propagation delay, the main program should be changed to call subroutine MODE4. 

For example: 

  

CALL  MODE4 

 

 
title "PIC18F2030 MC01TDC PROGRAM" 
; 
; Matthew Collins 
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; Date : 22/03/06  REV: 1 
; For PIC18FXXX 
; Function 
; -------- 
; Program MC01TDC Module 
 
    list p=18f452 
 
; Include file, change directory if needed 
#include <p18f452.inc> 
 
; Start at the reset vector 
Reset_Vector  code 0x000 
 
; Start application beyond vector area 
 code 0x002a 
 
goto init 
 
;******** THE SUBROUTINES START HERE ******** 
init   ; the Program starts here 
 
;******** MEMORY EQUATES ******** 
; You define names and allocation as required by the program 
 
 goto start 
 
 
MODE1 ; Rise Time Measurement 
 
 bcf  PORTB,RB3 ;set PORTB BIT3 High (MODE0) 
 bcf  PORTB,RB4 ;set PORTB BIT4 High (MODE1) 
 
 bsf  PORTB,RB5 ;set PORTB BIT5 High (START) 
 
; Vin_1  
 bcf  PORTB,RB0 ;set PORTB BIT6 High 
 bcf  PORTB,RB0 ;set PORTB BIT6 Low 
 bcf  PORTB,RB0 ;set PORTB BIT6 Low 
 bcf  PORTB,RB0 ;set PORTB BIT6 Low 
 bsf  PORTB,RB0 ;set PORTB BIT6 High 
 bsf  PORTB,RB0 ;set PORTB BIT6 High 
 bsf  PORTB,RB0 ;set PORTB BIT6 High 
 
 
MODE2 ; Fall Time Measurement 
 
 bcf  PORTB,RB3 ;set PORTB BIT3 High (MODE0) 
 bsf  PORTB,RB4 ;set PORTB BIT4 High (MODE1) 
 
 bsf  PORTB,RB5 ;set PORTB BIT5 High (START) 
 
 bsf  PORTB,RB0 ;set PORTB BIT6 High 
 bsf  PORTB,RB0 ;set PORTB BIT6 High 
 bsf  PORTB,RB0 ;set PORTB BIT6 High 
 bcf  PORTB,RB0 ;set PORTB BIT6 Low 
 bcf  PORTB,RB0 ;set PORTB BIT6 Low 
 bcf  PORTB,RB0 ;set PORTB BIT6 Low 
 
MODE3 ; Pulse Width Measurement 
  
 bsf  PORTB,RB3 ;set PORTB BIT3 High (MODE0) 
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 bcf  PORTB,RB4 ;set PORTB BIT4 High (MODE1) 
 
 bsf  PORTB,RB5 ;set PORTB BIT5 High (START) 
 
; Vin_1  
 bcf  PORTB,RB0 ;set PORTB BIT6 High 
 bcf  PORTB,RB0 ;set PORTB BIT6 Low 
 bcf  PORTB,RB0 ;set PORTB BIT6 Low 
 bcf  PORTB,RB0 ;set PORTB BIT6 Low 
 bsf  PORTB,RB0 ;set PORTB BIT6 High 
 bsf  PORTB,RB0 ;set PORTB BIT6 High 
 bsf  PORTB,RB0 ;set PORTB BIT6 High 
 bcf  PORTB,RB0 ;set PORTB BIT6 Low 
 bcf  PORTB,RB0 ;set PORTB BIT6 Low 
 bcf  PORTB,RB0 ;set PORTB BIT6 Low 
 
 bcf  PORTB,RB5 ;set PORTB BIT5 Low (START) 
 
MODE4 ; Propagation Delay Measurement 
 
 bsf  PORTB,RB3 ;set PORTB BIT3 High (MODE0) 
 bsf  PORTB,RB4 ;set PORTB BIT4 High (MODE1) 
 
 bsf  PORTB,RB5 ;set PORTB BIT5 High (START) 
 
; Vin_1  
 bcf  PORTB,RB0 ;set PORTB BIT6 High 
 bcf  PORTB,RB0 ;set PORTB BIT6 High 
 bcf  PORTB,RB0 ;set PORTB BIT6 High 
 bsf  PORTB,RB0 ;set PORTB BIT6 High 
  
; Vin_2 
 bcf  PORTB,RB1 ;set PORTB BIT6 Low 
 bsf  PORTB,RB1 ;set PORTB BIT7 High 
 
 
;******** MAIN PROGRAM ******** 
 
start 
 clrf PORTB  ; Clear PORTB 

clrf TRISB   ; PORTB all outputs 
 clrf PORTA ; Clear PORTA 
 clrf TRISA ; PORTA all outputs 
 
 
PWRUP  bcf PORTB,RB0 ;set PORTB BIT0 High (PWRUP) 
BGAP_EN bcf PORTB,RB1 ;set PORTB BIT1 High (BGAP_EN) 
N0_MEM bsf PORTB,RB2 ;set PORTB BIT2 High (No_MEM) 
  CALL  MODE1 
 
 end   ;and ends here - this must appear on the last line of the program so the assembler knows 

where to stop 
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Appendix D 
 

 

Divide-by-2 with Jitter 
 

The following Verilog® code describes a divide-by-2 frequency divider that is based 

on the frequency divider from www.designers-guide.org. The divide-by-2 module was 

used to model jitter on the input clocks to the mixer and LPF in the HTDC and the 

result of the output simulation can be seen in section 5.7.7. 

 
// Verilog HDL for "matt_scratch", "divideby2" "fun ctional" 

 

module dividerby2 (clk_out, clk_in); 

 

output out;  

electrical out;  

input in;  

electrical in; 

parameter real vh = 1.2; // output voltage high 

parameter real vl = 0.0; // output voltage low 

parameter real vth = (vh + vl)/2; // threshold volt age 

 

parameter real tt = 1p from (0:inf); // transition time 

parameter real tdel = 1p from (0:inf); // delay fro m input to output 

parameter real jitter = 5f from [0:tdel/5); // edge -to-edge jitter 

 

integer count; 

integer n; 

integer seed; 

real delta_t; 

 

analog begin 

    @(initial_step) seed = -311; 

    @(cross(V(in) - vth, +1 )) begin 
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 count = count + 1;  

 if (count >= 2) 

     count = 0; 

 n = (2*count >= 2); 

 delta_t = jitter*$rdist_normal( seed, 0 ,1); 

    end 

    V(out) <+ transition(n ? vh : vl, tdel + delta_ t, tt); 

 

end 

 

endmodule 

 

 



Appendix E  146 

 

 

 

 

 

 

 

Appendix E 
 

 

Publications 
 

During the course of this research, a number of papers have been published for 

publication, in [22-24] and these are listed below. 

 

• M. Collins, B. M. Al-Hashimi, and N.Ross, “A Programmable Time 
Measurement Architecture for Embedded Memory Characterization”, 
Proceedings of the 10th IEEE European Test Symposium (ETS’05), pp. 128-133, 
Tallinn, Estonia, May 2005 

 
• M. Collins, B. M. Al-Hashimi and P. R. Wilson, "On-chip timing 

measurement architecture with femtosecond resolution", IEE Electronics 
Letters, vol. 42, issue 9, pp. 582-583, 27th April 2006 

 
• M. Collins and B. M. Al-Hashimi, "On-Chip Time Measurement 

Architecture with Femtosecond Timing Resolution", Proceedings of the 11th 
IEEE European Test Symposium (ETS'06), pp. 103-108, Southampton, UK, 
May 2006 
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