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UNIVERSITY OF SOUTHAMPTON
ABSTRACT
School of Electronics and Computer Science
Faculty of Engineering, Science and Mathematics
On-Chip Time Measurement Architectures and Implementation
By Matthew Collins

In recent years, system on chip (SoC) devices have becomesingtggoopular in
many applications, such as automotive, signal processing, poefaloteonic devices
and communication products. This has led to more functionality beiegyated onto a
single piece of silicon. As the level of technology decreases dmwvismaller
geometries, not only has the design become more complicated butealgrification
of such devices has become significantly complex that it hasolstrihgent timing
requirements being placed on such devices. With the continuing inbegeatil speed
scaling to higher frequencies into the low giga hertz rangeitations in the
effectiveness of traditional production testing have been introdUdesl.increase in
cost of automatic test equipment (ATE) and the fact thaglgwatrical distance between
the tester and the embedded core under test (CUT) has got welandde the
verification of such devices challenging.

To alleviate this cost test problem, this research investighteglesign and
methods associated with high resolution on-chip time measuremerimsysind
proposes the design of a low cost, high resolution, programmal#entieasurement
architecture for characterizing on-chip time measurements. fiéw architecture is
based on the time-to-digital conversion (TDC) method and uses thesldpel-
technique to perform the timing measurement. The proposed ataretean perform a
number of different types of time measurements, such as risalatiché, pulse width
and propagation delay type measurements, without the need for additrondry or
circuit duplication that would add to the overall cost of the timeasuement
architecture. Each of the critical building blocks are aralysnd a description of the
final implementation of a prototype chip using a i?2CMOS process is described.

As the on-chip clock speeds of high performance VLSI devices increase into the
tens of gigahertz range, time measurement architecturegiming resolutions of tens
of femtoseconds will be required. Current high resolution time measuats
architectures based on vernier and flash time measuremeneeiat@s use latches and
flip-flops in the main timing measurement technique and canrsudfie the inherited
metastability phenomenon. To address this problem, current resedutions are
analysed in this thesis and an on-chip time measurement arclatdwtiis also based
on the time-to-digital conversion method but uses the homodyne techsiprogposed.
The architecture is described and finally simulations usingsistors based on a
0.12um CMOS process are presented and suggest that timing resslirtithe tens of
femtosecond range are attainable.
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Chapter 1

Introduction

Today, the electronics industry is driven by number of drivingofac such as quick

time to market, higher levels of integration, lower power dissipaind cost [1]. In the

past industry built large systems on multiple printed circuit bo&R{3B) which
provided a quick turn around solution and therefore delivering a product in a faster time
to market [2]. But as the industry was driven by the demands for rhighels of
integration, smaller sized devices, lower power dissipation and lovezall cost [1],
multi-chip system-on-board (SoB) solutions had to migrate to siygeem-on-chip
(SoC) solutions. These devices incorporated digital logic, memoriggaedmixed-
signal and radio frequency (RF) embedded modules onto the sameopigitieon.

This is summarised in Figure 1-1.

System on Board (SoB) System on Chip (SoC)
ﬁ&)ms
DSP v ROM
RISC
v
DRAM uDL
SoC

Quick turn around time

W
W

Figure 1-1: SoB versus SoC [2]
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This popularity of SoC solutions has led to a continuous increase in omiotut
complexity and transistor density. This has led to more and mor&diady being
integrated onto a single piece of silicon, ranging from digaahlogue and mixed-
signal components. As the level of technology decreases towaallersgeometries,
the design of these SoC devices has become more complicatect Eig shows the
predicted semiconductor process technology nodes. As these devioesebeore
complicated, the verification of such devices also becomes seymtiffocomplex and it
has led to strict timing requirements being placed on such devices.

140 -
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Technology Node [nm]

Year

Figure 1-2: Semiconductor technology node prediction [1]

The topic of this dissertation is to provide an embedded test corediing time
measurements which will contribute towards reducing the cost otifi@eturing test
providing a low cost system-on-chip test solution. This chapter is seghas follows.
In section 1.1, describes the importance of integrated circuitt¢kIing. Section 1.2,
discusses the differences between the traditional system-on-{&#aiB) and current
system-on-chip (SoC) devices, which includes the design flowshanidhplication on
testing these devices. Section 1.3 highlights the issues of theofcdssting and
problems associated with current automatic test equipment. Thignsalso describes
current Built-In Self Test (BIST) solutions to help reduced theradveost of test.
Section 1.4 introduces the concept of on-chip time measurement tdsinadly,
section 1.5 outlines the main contributions of this work and presentsgdugsation of
this thesis.
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1.1 The importance of test

Integrated circuit (IC) testing is very important part of aygtem as it serves as a
go/no-go test at the end of a manufacturing production cycle andisgsiofor defect
analysis during product diagnosis [3, 4]. The types of tests #mabe performed are
categorized into two groups, Structural Tests and Functional. T&stetural testing
are tests which are used to verify the topology of the manufaatbipd This type of
testing can be done with reliance on the static stuck-at faademAssuming that the
physical defect being searched for will represent i@el& “net” or “gate” connection
that acts as if it is always at a logic level ‘1’ or al@ at a logic level ‘0’. Tests are
developed by applying values to the inputs that toggle the susplfesdive node to
its opposite value. For example, forcing a logic ‘1’ on a stuck¥ahode and then
applying values at the inputs that will allow the correct vabugropagate to a detected
point. If the value at the detected point is different from the e@rgdevalue for a good
circuit, then a fault has been detected. Structural tests asuned by fault coverage
where the number of faults detected is compared to the total naipessible faults.
A delay fault model can be applied similarly to assess tirfafigres, and a current-
based fault model can be used to assess power consumption [5].

Functional testing is a test to validate the correct operationsysi@m with
respect to its functional specification. It is used to verify thenodel or a logic block
behaves as it was intended. For example, if a core to legl ieshn adder, then a test
stimulus is written to see if the core actually performsdatitian function. Functional
tests are derived from a functional model that is used tokgbiegsical faults in the
manufactured system and can also be used as design verificat®fotechecking that
the implementation is free of design errors. Functional tesingeasured by the logic
committing the correct action (known expected response) to the (knappiled
stimulus [6].

There is another set of important tests that throughout this thesis isdeteas
Characterization tests. Characterization tests are a sob&atctional testing. They
verify how well the manufactured device meets the specificatigamiles of these
include analogue tests such as gain, noise, bandwidth and time meaguiests, such

as a rise time measurement, where the rise time of alsgrdefined as the time
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elapsed as the signal passes from 10% to 90% of its maximum asalukeistrated in

Figure 1-3.

90%

trise

Figure 1-3: Rise time measurements

Tests can be performed either at the core level or at thensystel. Core level test
deals with the testing of the core design itself. The system integréointegrates the
cores into the overall system, usually regards the cores as la libaes and the
designer has to provide the model and the test setup for them. Wisystas) level

test deals with testing at the system level and addréssdsst of the entire system.
Compared to conventional PCB test, system level test is far coorplex. The system
level tests consists of tests for the individual core, testsskar define logic (UDL) and

tests for the interconnect logic and wiring.

1.2 System-on-chip (SoC) design flow

Traditional system-on-board (SoB) comprises of discrete composentsas resistors,
capacitors and transistor, as well as integrated circuitsirii@yporated on single or
multiple printed circuit boards (PCB). In the traditional SoB des&ach integrated
circuit is designed, developed, manufactured and tested by the proMmdefunction

of the system integrator was only to integrate the ICs intesyseem and check for
interconnectivity faults, whereas, system on a chip (SoC) deareesomposed from
embedded core, which makes it easier to import existing technologiesder to

shorten the time-to market through design reuse. The embeddedceor@erform a

wide range of functions, for example, Digital Signal Proceg&$P), Reduced
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Instruction Set Computer (RISC) processors, Dynamic Random sschemory
(DRAM), analogue circuits and Complementary Metal Oxide &ili¢CMOS) logic.
Figure 1-4 shows a generic IC design flow for a typical system q@n chi

Specification
Behavioural _ __ ___ | __ ___ ______________
Y 1
Architectural Behavioural Soft
Design Synthesis oit core
Register __ _ __ _ _ _ | _ _ __ _ ___ _____N___________ o
A 4 A 4
. . Logic .
Logic Design Synthesis Firm core
Gate _ _ _ _ _ | __N___________ o
A 4 A 4
. Physical
Mask design Synthesis Hard core
Mask _________ | _____________ Yoo ___ o
Y
Fabrication

Figure 1-4: Generic IC design flow [7]

There are four levels of abstraction; behavioural, registerfératevel (RTL), gate
level and physical level. The behavioural level describes the spéicihs using
generic methods where no structural constraints are considerededister transfer
level is where the generic functions are replaced by staldblocks such as registers
and arithmetic logic units (ALUs). The gate level is whére structural components
are mapped to a netlist of components that are interconnected tdwoilderg blocks
and gates. Finally the physical level is where the modules are nej@e by a layout of
the low level physical components such as transistors, resatdrsnterconnection
wires. This is then streamed out into a file format, such aphr Data System I
(GDSII) or stream format that describes planar geometapes, text labels and other
information needed for the manufacture of the chip. Often these a@gwoducts of
technology, software and intellectual proprietary (IP) informatowl subjected to
patents and copyrights. An embedded block represents an IP that ¢natortécenses
from the embedded core provider. Therefore, the embedded core user is noableays
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to apply changes to the core as it's forced to use it as k It where the user only
knows the functionality and the input/output interface for the core. Irtiaddwhile
ICs are delivered in a range of manufactured and tested form, embeslésdare
delivered in a range of hardware description levels, soft cores,cres and hard
cores. Soft cores consist of a synthesizable representationisth&gchnology
independent that can be re-targeted for different technologies. @hdssided cores
are delivered as a hardware description language (HDth, as VHDL or verilog and
are very flexible for the user. Firm cores are usually dediveas a gate level netlist
ready to be place and routed into the overall system. They acenpanied by
simulation models and give some flexibility to the designer. Harelscare delivered as
a technology dependant layout, such as in GDSII format. They aresgrdependant
and include timing information. They are optimised for area and peafaren The user
has little or no flexibility and uses the core as a black box.

Reuseability, Portability, Flexibility

\ 4

Predicability, Performance, Cost, Effort by Vendor

Figure 1-5:Types of IP Blocks [2]

Due to the popularity and high complexity of system-on-a-chip (So@geke there are
two main test related problems that can be identified. They are the tastrindture for
the SoC device and the overall cost of test, which if current tieardsiue will have a
negative effect on the total production cost of the device [1]. Htisrlwill mainly

have an influence on the importance of testing future SoC deasc#lsistrated in the

following section.
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1.3 Cost of testing

It is predicted by the International Technology Roadmap for Semdictors (ITRS)
[8] that on-chip clock frequencies will be driven into the multi gigatz range. This
has introduced limitations in the effectiveness of traditional praoluctesting.
Traditionally, post silicon timing parameter verification of higgrformance devices,
such as rise time, fall time, propagation delay and pulse widtrgdgionally carried
out and is still carried out using a large and expensive digiloa mixed-signal
production testers, as shown in Figure 1-6. As clock frequencies cotdimarease, it

is becoming impractical to use these production testers for post silicon walidati

Figure 1-6: Modern SoC digital/mixed-signal production tester [9]

There are four main reasons for this and they are Cost, Bandwidtbluken and
Observability [10].

Cost: The cost of such production testers extends into the millions ofrgloltamore
depending on its configuration [8] and for most small companiesstimstian option.
Renting the equipment on a per hour basis can also amount to &argrpiroportion
of the cost depending on the test program and if there are thousatheldoafs to be
tested then the cost can be significantly large. Despite then@elvan the automatic
test equipment (ATE) technology, testing very large systergriaien (VLSI) circuits
has become continually more and more difficult and costly. The afotite tester
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(Crestey Can be divided into the cost of the test equipment it§glf) (and the cost of
handling the test equipmer@ianding

C

ester ~ Cate T Chandiing (1.1)
Bandwidth and Resolution®: Often the technology used to fabricate the pin electronics
of the tester is the same technology used for the devicearéhtsted. This has a large
effect on the resolution capability of the tester, as the transirequencyfr, of a
transistor for a particular technology will determine how fa& transistor can be
switched [11]. The Bandwidth limitation of the tester also exdsis to the growing
electrical distance between the tester and the device bestedt(DUT). Figure 1-7

gives a graphical representation of the electrical distance from teedas the DUT.

Tester 1|

Rs

A
v
S © R

B

Figure 1-7: Electrical distance from the tester and the DUT.

The expression for the equivalent electrical distdniseas follow;

¢=p (1.2)

therefore

L=

v, =t (1.3)

SERS

IS

wherel is the equivalent electrical distangeis the insertion phase or the phase shift
through the propagation medium or netwdgitks the phase constant of the propagation
medium, v, is the phase velocity, is the phase delay, is the velocity of light in a
vacuum andw is the angular frequency. As the electrical distance betwepin
electronics of the tester and the output pins of the device growsgttassneeded to

be tested attenuates and an additional phase delay is inheritéa thvé high speed

! Throughout this thesis, the word resolution isduge order to clarify, the notation of high residm is
taken as the smallest timing resolution that iseaable.
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signal. This additional phase delay will appears as an errbeitirhing measurement

of the timing performance parameters being carried out [10].

Observability: In addition, modern integrated circuits (ICs) are frequently ausebe
and have highly integrated levels of functionality. Routing out emiskdddes from
deeply buried cores to the pins of the device at the chip boundary fnvatisn is
often impossible and impractical. The resistive and capagavasitic effects will not
only increase the electrical distance, but will also atteraradeskew the timing results
[12].

The difficulties in integrated circuit (IC) testing, have nistue to the shortage of I/O
points. VLSI SoC devices have a limited number of input and output pins and in
addition there are usually multiple cores, which are integratedtbatsame silicon [4].
Therefore, the test points for a particular core maybe deepldoand the access from
external ATE is impossible. Signal distortions and noise disturbaimcésterface
connections from the ATE to the device under test (DUT) mayt exid introduce
timing errors in the measurement. In addition, there maybe utfficn synchronising
the test object’s timing with the tester timing. There $® dhe cost of the large volume
of test data to be processed although research into data comptessioigues are
being carried out [7] to minimise this cost. Also the externaEAilay have limited
performance compared to the DUT. This will limit the capabibfythe tester for
measuring timing measurements of today’s high performan& Wévices. Therefore,
the cost for running the tests, as well as, the ATE equipmseilf is high. It is
predicted by the ITRS [1] that costs will rise further &ods $20 million [1, 13]. If the
cost of test is not lowered, testing will have a negative impadhe cost of design,
leading to an increase in the overall production cost [1, 14-16]. Thebkms with
quality and cost of external ATE will continue to get worsehigh speed, high density
VLSI devices, thus rendering external ATE expensive, inaccunatesaunacceptable
[13].

This has led to research into on-chip test solutions such as baétfinest (BIST),
where the tester or part of the tester is situated on thes sdlcon as the
device/lembedded core under test. There have been a number of BIS®nsolut
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implemented such as SCAN [8] and memory BIST [17], however, shigi in the

scope of this thesis.

1.4 On-chip time measurement testing

To address the issues of the costs of IC testing, a number afaleses have proposed
an approach, which involves integrating test circuitry onto the salwen that is
required for time measurement testing [18]. This approach includesgke tester
circuit on-a chip or a multiple number of tester circuits on-chip 50C environment.
The implementation of the embedded tester can be delivered asaegbér firm or
hard core, as mentioned in section 1.2. On-chip time measurement iestifgym of
Built-in self test (BIST) specifically used for charattation of embedded cores.
Traditional BIST mechanisms, such as logic BIST [5] and memd®y B19, 20] are
structural tests. Time measurement testing is a fornuradtional testing and focuses
on specific kinds of test. Time measurement tests can befieldssto four main types
of measurements. They are rise time, fall time, pulse widtlpeomwhgation delay types
of measurements; Rise tintgs, is the time it takes a signal to change from 10% of the
logic “1” to 90% of the logic “1” level (Figure 1-7). Fall timgy, is the time a signal
to change from 90% of a logic “1” level to 10% of a logic “1” leifelgure 1-8). Pulse
width, t,, is defined as the time interval between the rising edge arfdllihg edge of
the pulse where the amplitude of the pulse is 50% of the peak vaeagFi-9).
Propagation delayop, is defined as the time interval for a signal to travel thinoaig

logic gate or series of gates to the output destination (Figure 1-10).

Figure 1-9: Pulse width measurement
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Figure 1-10: Propagation delay measurement

The aim of this research is to carry out on-chip time measuteesing for system on
chip that is delivered as a hard embedded core. In practicgla sming measurement
test core is incorporated on the same silicon as the embedded core tedbagestown
in Figure 1-11. The time measurement tests can be applied in pnasgras well as,
clock generation applications, where time measurements arealcriEor example,

memory access times, clock jitter and clock skew timing measurements.

— Embedded —
Core

Time
Measurement
Tester

Figure 1-11: Time measurement tester integrated with embekdd core

1.5 Thesis Contributions and Organisation

The body of this thesis comprises of six chapters where, chdbptees four and five
represent the main contributions of this research. Each chapaegesyl self-contained
and as such incorporates relevant background material and a ldéeratugw. The

driving motivations and subject matter of these chapters are summarisddwas. fol
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In Chapter 2,Time measurement architectures (TMAs) based on the Time-to-
Digital Conversion (TDC) technique have been the focus of much wank-ahip time
measurement testing. Although researchers have developed numgnoais
measurement architectures [10], they are only capable of pertparimited number
of time measurements with the use of duplicating or adding additooaltry. In this
chapter the current time measurement techniques are presented.

Chapter 3, describes a new programmable time measuremenédtohiitthat
can be programmed to measure four types of measurementanasdall time, pulse
width and propagation delay is proposed.

To analysis the practical performance of the time measureanehitecture, a
prototype chip has been fabricated. Chapter 4 describes how the proposed
programmable time measurement architecture is implemente@MC$5 process. Post
silicon results from a test chip that was fabricated areepted and a detailed
description of the test setup is described.

The International Technology Roadmap for Semiconductors (ITRS) is
predicting that by 2010 clock frequencies of high performance \WWeSices will
increase into the tens of GHz. To perform timing performancesuneients of such
devices, timing measurement architectures with capabilitigensf of femtoseconds
will be required [1]. Whilst there are various architecturgsmbge of achieving timing
resolutions in the region of picoseconds [21], no single timing measoreme
architecture has been reported that is capable of achievingsierond resolution
which is needed to verify the timing performance of future VLSI devices.

In Chapter 5, new time measurement architecture for femtoseesntiition
time measurement is proposed and simulation results are presented.

Finally, Chapter 6 summaries the presented work and concludes tliss Tmees
contributions outlined in Chapters 3, 4 and 5 resulted in original work putblish22-

24] and are itemised in Appendix E.
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Chapter 2

Literature review

Chapter one outlined limitations in traditional timing performamst tethods. These
problems have led researchers to investigate new test methoddtogoeschip time
measurement testing. This chapter provides a review of thedkeyees in the field
and more recently reported work which is aiming to integrategl resolution time
measurement architecture (TMA) on to the same silicon asirthetainder test. The
device that is described in this thesis is referred as an esdhdddA. Section 2.1.1
gives an overview of the previous work carried out using the homodyregni
technique. Section 2.1.2 describes the reported work carried out on sigrialicen
sampling technique and section 2.1.3 describes the proposed work carriedngut usi
time domain analysis technique. Section 2.2 briefly describes th@psewvork carried
out on jitter measurement. Finally, section 2.3 provides concluding rerfaarkkis

chapter.

2.1 Time measurement techniques

Numerous time measurement techniques have been proposed to fabdithterature
review and to identify future work. The time measurement achites are classified
into three groups. Homodyne mixing, Signal amplitude sampling and d@onein

analysis [10] as shown in Figure 2-1.
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On-chip Time Measurement Architecture
Techniques

Homodyne Mixing Single Amplitude Sampling Time Domain Analysis

Figure 2-1: Classification of on-chip time measurement tectiques

Each of these techniques and their suitability for on-chip timesorement testing is

described and discussed in the following sections.
2.1.1 Homodyne mixing

Homodyne mixing is a technique that converts a phase differataca DC voltage by
modulating the input with a reference phase signal and a lowfippassthat is coupled
to the output to produce a DC voltage. This DC voltage is a functioheophase

difference [25]. Figure2-2 shows the basic operation of homodyne mixing method.

|
| A Acos(ot+6;)
[ \_/
|
:: % A Acos(wt+do) T
[

¢ A%cos(wt+h1)cos(ot+d,)
A%/2(cos(§1-¢)+cos(20t+d1+())

LPF ———> A%cos(¢r-02)/2

Figure 2-2: Homodyne Mixing [10]

The modulation is achieved by the use of an analogue multiplieowed by a low
pass filter. If two sinusoidal signals with the same amplitddend frequencyg, but

have a difference phaseg,and ¢, respectively, then the output of the mixer is given

by

A2 codut +@)codat + @) (2.1)

=~ coda - ) +cod2at + @ +4) 22)
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The 2w term is removed by the low pass filter, leaving only the tBin which is

proportional to the cosine of the phase difference multiplied by a constant.

A7(coszq ) (2.3)

This technique was used to measure the jitter and skew in a baggreficy clock
distribution network [25], where the maximum sensitivity of the mesament system
was measured to be f8mV. In this application, the DC voltage was measured using
an off-chip voltmeter.

The main drawback of this technique is that the temporal resolutdirersly
proportional to the frequency of the input signals. As a result, ahighyresolution
DC voltmeter is needed to measure the phase differences ordéeof picoseconds
for relatively low-frequency signals. Another disadvantage is tleel her a periodic

input signal and so it is not easy to perform rise and fall time measurements.

2.1.2 Signal amplitude sampling

Signal amplitude sampling is a technique that involves sampling a signabaed the
Nyquist rate (8nay uUsing high-speed, high resolution ADC, to obtain phase
information. This technique is used in digital sampling oscilloscopg$ias been used

in several applications for on-chip signal capture circuits. Altersignal is captured,
an off-chip digital signal processor (DSP) is used to manipuiatéigitized output for
time measurements [26-31]. Figure 2-3 shows an example of an inpubmatkat is
triggered by the positive edge of the signal clock and is reppeatse everyl seconds.
The sampling clock samples the data on its leading edge and datewme point is
captured each time the waveform is repeated. The output then cesnpiria “spread-

out” version of the waveform by a factor Bi4t.



Literature review 26

= (0N 00.

T+At

<>
Sampling |
clock 3 ‘ ‘
: : : i t

o Py —°

Sampled //

waveform

t

t

Figure 2-3: Subsampling in the time domain [32]

One of the limitations of the sub-sampling technique is that tglutlyi controlled
clocks are required. This is usually achieved by employingaydetk loop (DLL) to
create a voltage controlled delay line (VCDL) or a vernier @gr which uses two
DLLs [32]. The time resolution of this technique is not only limitechtgate delay or
the difference of two gate delays if the vernier approached, usit also by the jitter of
the DLLs and the error in the matching of the buffer stages ofVtbBL. This
technique is impractical as implementations tend to consumedeege[18]. Another
limitation of this technique is that the input signal needs to lhereeriodic or be
rendered periodic from a clock edge, therefore in the later addéional circuitry is

needed.

2.1.3 Time domain analysis

Time domain analysis is the most commonly used method for timesurement
applications as they are more suitable for on-chip implementatrmhsra attractive
for low-voltage process technologies. There are number of diffeeehhiques that
have been proposed [21, 33-61] and the following sections give a brief ovdoview

these techniques.
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2.1.3.1 Single Counter

The Single counter technique [10] is often used for frequency measot® but unable
to provide high resolution for measuring short intervals. This is bectues short
intervals to be measured are less than the single gate déleyre3olution of this
circuit is constrained by the speed of the reference clock antbecao higher than a
single clock period. Figure 2-4 shows a typical implementation ofittggescounter
technique. The operation is as follows; the single counter countsuthber of clock
cycles of a high frequency clock signal. This count represéetdiie intervalAT
between the rising edges of the start pulse to that ofttpepailse. The AND gate
ensures that the counter is enabled only when the start and gitajs sare logically

different.

start —| I— — D Q

aR
o Counter

stop _\— — D aQ

Tstart  Tstop

Ref clk =

Figure 2-4: Single Counter [10]

|

°
|

2.1.3.2 Interpolation

The implementation of the Interpolation technique is shown in Fig&rg62, 63]. A
complementary input is generated and applied to the inputs and useat tmstent),
from Q1 to Q2 and back toQl. The resulting voltage across the capacitor will be

proportional to the charging time and is given by

V, =|E°t (2.4)
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wheret is the time interval being measured. Switch S is opened aseédclto pre-
charge the capacitor to the supply voltage. Figure 2-6 shows tteggeacross the

capacitorC.

\‘S
DL ADC
Q1 Q2
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Tstart  Tstop
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Figure 2-5: Interpolation based time domain analysis [63]
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Figure 2-6: Capacitor Voltage

The disadvantage of this circuit is that the parasitic capamt causes a transient
decay on all the time measurements and hence non-linearitypdiaisitic capacitance
comprises of the emitter capacitances of the transistorsnQ1Q2, the collector
capacitance of the current sourde,and the associated interconnect between the
components. Also this technique will require a very high resolution A@¥Chigh

resolution time measurement applications.

2.1.3.3 Dual Slope

This technique is based on a dual slope method similar to the onénudeal-slope

analogue-to-digital converters (ADC) as shown in Figure 2-7 [43].
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Figure 2-7: Basic Dual-Slope ADC [43]

The dual-slope integrator consists of a binary-controlled ratio resistor arcapacitor,
an opamp and a digital counter. Two binary words control the ratsteesirray to
perform the dual-slope charging and discharging. The dual-slope camvesdbased

on the equation

av =09 Ahoy Bl 2.5)
C C C

If the currents & and ks are constant then the relationship between the original time

and the converted time is linear, such that

At, = [ﬁ}ml (2.6)
The advantage of this technique is that it provides good linedity.chip area is
relatively small and compatible on any CMOS process. The techmqgreatively
simple and low power. The disadvantage of this technique is thatdise sensitive,
although this can be overcome by good layout practises, such as gumdamd
shielding. Offset voltages and settling time of the opamps, dsasekrrors in the

resistor array limit the resolution of this measurement technique.
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2.1.3.4 Pulse stretching

VDD

< AT;
+
Count
|_ o Vref4E>7 ounter

— c

Tstart ~ Tstop GD nl

|
xg
L —

Figure 2-8: Pulse stretching

Single ramp is often insufficient for measuring short timervals. A dual slope ramp,
generated by charging and discharging a capacitor betweemath@rsd stop events
and discharging it slowly, can overcome this deficiency. Fidi+8 shows such a
circuit [64]. By making the discharge rate slower than the amgqurgte, in effect a time
interval amplifier is created, and then a simple counter can ltktasmeasure this

interval. Figure 2-9 shows the voltage across the capaCitor,

>

Capacitor Voltage, V.

» Time

Tstart Tstop

o AT

Figure 2-9: Capacitor voltage
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2.1.3.5 Charge Pump

Figure 2-10 shows the implementation of the charge pump technique [57].

CMP1
Vref] o——
I
D*Q
Vin Control
Logic % overflow
o —

L 4

C =
’ I - cMP3 Q
T = l 6-bit
cup2 . é = Vin

Figure 2-10: Charge Pump Technique [57]

The circuit consists of a charge pump, a comparator, a 6-bit |dogitenter, and a
capacitor. The proposed technique also consists of an acquisition winacht consists
of two additional comparators. The circuit operates in an analoguenwomsi mode
without using a sampling clock. It compares the signal to be measiiled reference
signal by charging and discharging a capac@gt, The disadvantages of this technique
are that this technique uses three comparators, and that ¢his isiprone to switching
error, such as charge sharing and clock feed-through. Although dheidgees to
minimise effects are well established, they can not elimiiatompletely. The effect
on the output voltagd/Cp, can lead to non-linearity in the output measurement.

2.1.3.6 Vernier Oscillator

Figure 2-11 shows an implementation of the vernier oscillathinique [65]. Two ring
oscillators that are set by buffersandt; quantize the time interval to be measured.
The start and stop pulses enable the oscillators and the timainsemeasured by the

phase detector and counter.
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Figure 2-11: Vernier Oscillator [65]

The main disadvantage of this technique is the accumulation of the pteod the
free running oscillators, limits achievable accuracy. Thetivelgitter between the
oscillators prevents achieving the accuracy required for muljigighertz application.

In addition, the circuit suffers from a long test time.

2.1.3.7 Flash conversion

The flash conversion technique is well suited for use in on-cimimgi measurement
systems because they can be operated at high speed, offéeedbwme and are
relatively easy to integrate. However, clock jitter is oftem the same order of
magnitude as the temporal resolution of the TDC itself. In Ei@uit2 a single delay
chain flash converter can be seen. Each buffer produces a delayceqyébi. To
ensure that there is known accuracy, the delay chain is codtinlle delay locked
loop (DLL) [41]. The operation of the single delay flash convedesi follows. Each
flip-flop compares the difference in time of the rise edgéefstart signal to the rising
edge of the stop signal. A thermometer-encoded output indicates theot/&hgetime
difference, AT, assuming the flip-flops are given sufficient time to resolNe main
disadvantage of the single delay flash converter is that the tehrpsolution can be
no smaller that a single gate delay.
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Figure 2-12: Single delay chain flash converter

To achieve a higher resolution that is smaller than a gate delay, the flasheocae

be constructed with a vernier delay line as shown in Figure 2-13 [41].
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Figure 2-13: Flash converter with a vernier delay line
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The timing resolution is now dependant on the difference between tvier blelays
rather than on the minimum gate delay used in the single delsty flonverter. The
delayst; andt, can be controlled by the sizing of the buffers or by using a voltage
controlled delay cell [67]. The disadvantage of this technique isthibaproblems of
vernier delay lines are now inherited. The timing resolution igdonby error factors,
such as mismatch in the delay elements, switching noise and also by ticalgaggth

of the delay line. Usually, the length of the delay line iseglairge to meet the required
resolution and this increases the size of the circuit as wéleapower dissipation. For
higher resolution the delay buffers can be removed completely andhentgmporal
offsets on the flip-flops themselves are used for time quamtzafigure 2-14 shows

such a circuit.
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Figure 2-14: Flash converter without vernier delay line

This type of flash converter is known as a “sampling offset” .[ITPhe main
disadvantage of this technique is that the flip-flops are not idehltlaey possess
component mismatching and switching noise. The other main problem of this technique
is that as the phase difference becomes smaller and snu#ta and clock edges
becomes very close to each other [68]. This gives rise to ataieli#yg problem where

the setup and hold times for the flip-flop is violated [69]. In oraerdduce the
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metastablility time of the flip-flop, Abast al used a mutually exclusive (MUTEX)
circuit to replace the traditional flip-flop/latch circuit withithe vernier delay line.
Figure 2-15 shows the circuit of the MUTEX.

In1

Ik L

In2 out1
out2

I I

| |

Figure 2-15: MUTEX Circuit [70]

Although a metastability condition also exists in the MUTEXwirdhis is suppressed
until the condition is resolved [70]. The block diagram of the time sorement
architecture is shown in Figure 2-16.

i > > >~ W‘%D—l

MUTEX MUTEX MUTEX MUTEX MUTEX MUTEX

IN2 ,,W

Thermometer code converter

Capture register

T

5-bit output code

Figure 2-16: time measurement circuit with MUTEX elementg70]

The resolution of this time measurement circuit incorporatingMbdEX circuit is

5ps. This is similar to the vernier and flash based architectures.
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Table 2.1 gives a summary of the literature review of theldpnreent of on-chip time

measurement architectures from the highest resolution to the lowest repaitad.t

Year Proposed Method Resolution
2000 [41] Vernier delay line 5ps
2004 [70] Vernier delay line 5ps
2004 [12] Flash 5ps
2003 [71] Time to Voltage Conversion 14ps
2005 [72] Vernier Oscillator 18.5ps
2002 [36] Vernier Oscillator 67ps
2001 [44] Time-to-Voltage Conversion 350ps
1999 [52] Interpolator 30ps

Table 2-1: Recent work on on-chip time measurement architectures

It can be seen from Table 2-1 that the highest resolution achieved using an emehip t
measurement architecture is 5ps. The time measurement technéguto wsbtain this

resolution is the vernier and flash methods that use latches or flip-flops.

2.3 Concluding remarks

The literature review has identified various time measureteehhiques with different
resolutions. The work on time—to-digital conversion (TDC) forms thedations for
the research described in chapters 3, 4 and 5. The literature ralgievidentifies a
number of worthy problems that requires further investigations. mbisdes multiple
measurements, programmability and sub-picosecond timing resolutionk f@inms

the foundations of this research.

This chapter has presented the previous work that focuses on difigresitof
time measurement architectures base on three types offt@asurement techniques.
However, the types of time measurements capable with the proposed timeemeasur
architectures are limited. In order to obtain a different tfp@me measurement, extra
or additional circuitry is required and in some cases, the tinasunement architecture

must be re-produced. Therefore, there will be multiple time umeasent architectures
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being required on-chip to measure the required time measuremargifgle CUT and
this may not be acceptable for some applications. The proposed tiasinem@ent
architecture in Chapter 3 addresses this problem of measomitigples of time
measurements with a single architecture, thereby elimindtmgeed to reproduce or
add circuitry in order to obtain different types of time measungsnéMany of the
proposed architectures in the literature review have based dseitsr on simulation

alone. Therefore, practical validation is needed to gain maturity.
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Chapter 3

Programmable Time Measurement

Architecture

As illustrated in chapter 2, numerous circuits and techniques for ontchg
measurement testing have been proposed in the literature. The nwhlogferent
types of time measurements that are capable of being pedoane limited, and in
order to perform the different types of measurement, extradditi@nal circuitry is
needed. For example, in order to perform a rise and fall timeunsgasnt, additional
circuitry incorporating a voltage discriminator for 90% and 10%hefsupply voltage
is needed [57]. Therefore within this thesis these types of tineasunement
architectures are classed as fixed and are only specdert@n types of measurements
such as propagation and pulse width types of measurements. In addi@otime
measurement architecture has to be duplicated in order to pesficimmeasurements.
For example, numerous additions of the time measurement architactuneeded to
be integrated if a rise time measurement and a propagationtgpi&ayneasurement is
required [10]. Therefore, multiples of time measurement ar¢hiesc will be required
on the chip and this may be not suitable for some applications. Inhénygec, a new
novel programmable time measurement architecture is proposed andricam e
number of different types of time measurements without the needufdication or
additional circuitry. The main attributes that were considereénwtiesigning the
architecture were overall size of the area, easy of irttegraand performance
specification parameters such as resolution and dynamic rangeouflivee of this

chapter is as follows. Section 3.1 presents the proposed programmialele
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measurement architecture. In section 3.2 the programmable inputistdgscribed.
Section 3.3 describes the design of a high speed comparator thahplagesl into the
overall design of the time measurement architecture. The tmeasurement
architecture uses the time-to-voltage (TVC) technique as thm mmeasurement
technique. In section 3.4 this method is described and different iraptations are
analysed and based upon these, a current steering time-to-voltage cogwkseribed
in section 3.5. Section 3.6 describes the digital processing blockethatages the N-
bit digital output code of the time measurement architecture iamgagions of the
overall architecture are presented in section 3.7. Finally, se8t®roncludes this

chapter.
3.1 Proposed time measurement architecture

The proposed programmable time measurement architecture (PTM#)owsn in
Figure 3-1. The PTMA is a self contained embedded core, whichecartegrated on-
chip adjacent to the core-under-test (CUT). It is composed of these blocks; a
programmable interface block (PIB), a time-to-voltage convel®C] and a digital
processing block to generate an N-bit digital output code. The PiEMyased on the
time-to-digital converter (TDC) method, where the time diffeeebetween to input
signals are represented by a digital output stream. The teasurement architecture is
capable of performing four different types of time measuremests time, fall time,

pulse width and propagation delay type measurements.

Mode1 ModeO

Start ———» b b
: rogrammable Time-to-Voltage Digital N
Vin1 Interface ) Data
— > > Converter > Processing ﬁL»
Block Out
Vin2 (PIB) (TvC) Block
—

Figure 3-1: Proposed programmable timing measurement architeate

In order to configure the time measurement circuit to perférendifferent types of
measurement, two pinmodeOandmodelare programmed. This can be achieved by
directly applying the correct voltages to the inputsneideOandmodelor by setting

the correct values into a register using a microcontroll@tloer computer device. In
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practice, the test will be automated and the bits will be siaretemory on the ATE.
There are two bits to set four programming modes. Binary codingead instead of
other coding schemes, such as thermometer coding, as it usgsoigssnming bits
and therefore saves on the amount of memory which could be used fortesther

procedures. The modes of operation are shown in Table 3-1.

Model | ModeO Measurement
0 0 Rise Time
0 1 Fall Time
1 0 Pulse Width
1 1 Propagation Delay

Table 3-1: Modes of operation

When thestart signal is asserted high, the time measurement architecture converters the
time difference, in this case a propagation delay betwgeh and Vin2, into N-bit
digital output stream and stored into an output register for pedysasm Figure 3-2

shows the ideal waveforms of the proposed time measurement.

Start

Vin1

__
[

PIB
Output

TVC
Output
Comparator
Output

Data Output >< Valid Data

Figure 3-2: Proposed time measurement architecture wavefors

The output of the PIB is an inverted pulse that allows the capacitbre TVC to
charge and discharge. Then a comparator output signal is used toaethtisable the
counter and latch the data into a register. In the followingmestieach of the main

building blocks is described.
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3.2 Programmable Interface block (PI1B)

The programmable interface block (PI1B) consists of seven dyramitiches, a rail-to-
rail comparator and some control logic. The internal referencages,VrefH, VrefM
and Vrefl, are generated internally via a voltage reference or by &mnex voltage
reference. As the current design is targeted for a 1.2Muthl@ocess the reference
voltages are currently 1.08V, 0.6V and 120mV respectively to représef%, 50%
and 10% of the supply voltage. In order to facilitate a rise tineasurement, switches
sw<1> andsw<4>, as shown in Figure 3-3, are closed in order for the comparator to
compare the input rising signal with the appldafL. As soon as the output of the
comparator goes high, both switches<3> and sw<6> turn on andsw<1> and
sw<4> turn off. This now allows the comparator to compare the input voltaie w
VrefH. When the input voltage crosses WefH reference voltage, the output of the
comparator goes low. The output of the comparator passes througlich thai is
opened by the high to low transition of the comparator output to forimge ulse
that represents the time duration of the rising edge of the vighiaige. This pulse is
then converted into a voltage by the use of a time-to-voltage con¢Ew®€) which is
described in section 3.5. Finally, a digital processing block ge&seeatN-bit digital
output code. A fall time measurement is achieved in a similgrbué the references
VrefH and VrefL are reversed. For pulse width measurements switslve®> and
sw<4> are closed first and then switch®8<3> andsw<5> are closed to compared
the Vinl input with VrefM, and for propagation delay measurements switshe®>
and sw<4> are used and thew<2> and sw<5>, so thatVinl and Vin2 can be

compared with/refM.
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Figure 3-3: Programmable Interface Block (PIB)

As shown in Figure 3-3, the switch controller controls the opening lasdag of the
switches at the input to the comparator. Depending on the input froocothmearator
and the measurement mode that the architecture is set to, idetemmat switches are
opened and closed. The operation of the switch controller can be showa tyth
table in Table 3-2.

Inputs Outputs
comp_in | mode_1| mode_Q sw<6»> sw<5pr sw<4p sw<3> sw<g2sw<l> | sw<0>
0 0 0 0 0 0 1 0 0 1
0 0 1 0 0 0 0 1 1 0
0 1 0 1 0 0 0 0 0 1
0 1 1 1 0 0 0 0 0 1
1 0 0 0 0 0 0 1 1 0
1 0 1 0 0 0 1 0 0 1
1 1 0 1 0 0 0 0 0 1
1 1 1 0 1 1 0 0 0 0

Table 3-2: Switch Controller Truth Table
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There are number of different logic minimization techniques [73]dha available in
order to minimise the logic for the control block. Using such methkeghe classical
Karnaugh maps dk-maps for short, can take a long time to generate a solution and is
not well suited for more than 6 input variables and only practicalgdo 4 variables.
The Quine and McCluskey method was the first alternative tabiud#nonh that was
well suited to be implemented in a computer program to speed upottespitime. The
procedure starts with the truth table and generates a set ofdogions to which a set
of prime implicants is compose. Finally a systematic procedui@lowed to find the
smallest set of prime implicant the output functions can bezeehivith. This method
was found to be inefficient in terms of process time and mgndalding a variable to
a function increases both the process time as well as memsdhg &Ength of the truth
table increases exponentially with the number of variables. Asudtrthe Quine and
McCluskey method is only practical for only functions with a tedinumber of input
variables and output functions. The Expresso technique uses an algdnidhm t
manipulates “cubes” that represents product terms instead painéxg the logic
function into “minterms”. Although the minimisation result is not gudeed to be the
global minimum, in practice it is very close approximation andstiiation is always
free from redundancy. Compared to the previous methods, the Expretsud ne
essentially more efficient in terms of reduced memory usegke computation time.
There are also no restrictions on the number of variables and outptiohs. This
allows for efficient implementation and has been incorporated atandard logic
function minimization step in logic synthesis tools. Therefore, tig& Iminimisation
method was chosen for the synthesis of the control controller blocKogieefor the

switch controller is shown the schematic in Figure 3-4.
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sw<2>

Figure 3-4: Switch controller block schematic

Figure 3-5 shows a mixed-signal simulation of the switch contral&ng the
SpectreVerilog simulator from Cadence Design Systems [l##. waveforms show
that for a given input mode and the input from the comparator output,cd leefic
values are placed onto the switch control bus that opens and closeguhswitches
of the TMA. For example, if a propagation delay type measureimeatjuiredmode0
andmodelare set to a logic level high. If the comparator input to théckvgontrol
block is at a logic level low, then the value on the switch contrsl ibuset to a
hexadecimal value of 22, which opens switch®s3> andsw<1>, as shown in Figure

3-5. The verilog description of the switched controller can be found in Appendix B.
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Figure 3-5: Switch controller block simulations

The comparator control logic circuitry (See Figure 3-6) is ripoated within the
TMA. The objective of this circuitry is to prevent the comparatopwiufrom changing
state on each pulse of the input clock signal. The architecture obtiw®l circuitry is
designed so that only the first edge or pulse is measured, whetisertime, fall time,
pulse width or propagation delay type measurement is performed. én torénsure
that the output of the comparator is disabled from the output of IByeaPswitched
connected to the output of the comparator is used in conjunction with thmel dogic

shown in Figure 3-6.

vss—D@—
vss —D@—
vdd—— D Q sc<2>

™~
pwrup —— | |
start —— = Q1
Comparator Input

Figure 3-6: Comparator control logic circuitry

sc<1>

In order to demonstrate this operation, Figure 3-7 shows the input and output
waveforms of the PIB. Firstly, the power up signal is asseaeshable the circuitry
(See Figure 3-3). In order to start the measurement, thesiggaal is asserted to a logic

level high. In this case, a propagation delay type measurementeisdéd to be
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performed, in which the two input signdin_1 andVin_2 are applied to the input of

the PIB as shown in Figure 3-3 and simulated in Figure 3-7.
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Figure 3-7: Comparator control simulations

It can be seen that the comparator continues to change stat¢hafigeriod of the
required input signal required by the measurement. This is dhe tmmparator clock
still being activated. But the output has not propagated to the outpgut &fiB as we
have disabled the output from the comparator. Therefore, the output ofBthe &
signal inverted pulse that can now be supplied to the TVC for conversion.

Figure 3-8 and Figure 3-9 show the effect of adjacent switobieg switched
in opposite directions. This only ever happens in two cases.yfulstling a rise time
measurement adjacent switches sw<2> and sw<3> are open aed dgpectively.
After the first comparison, the output of the comparator causes the swdchesch in
opposite directions. This also happens during a fall time measuresnéichies sw<0>
and sw<1> are initially open and closed respectively and thiefirst comparison, the
output of the comparator causes the switches to switch in opposite directiaas Be
seen from Figure 3-8 and Figure 3-9, the switch control rise dhdinfee signal

supplied from the control block for turning on and off the input switckdast enough
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such that when the two adjacent switches switch, there les dittno effect on the

comparator inputMinnandvinp), due to the two switches conducting at the same time.
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Figure 3-8: Adjacent switching during rise time measurement.
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Figure 3-9: Adjacent switching during fall time measurement.

3.3 High speed comparator design

The comparator is an important as it compares two input signalsugpdts a binary
signal. Speed and resolution of CMOS comparators are limitedhéyinherent
MOSFET characteristics of low transconductance and relativaige device
mismatches. Therefore, there has been number of recent atsleefir comparator
design [75-82] and this section investigates a technique for high;dpigé resolution
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comparator design for time-to-digital conversion applications. Akbtiagram of a

high performance comparator is shown in Figure 3-10.

iop vop
Decision Post

Preamplifier ) - o
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Figure 3-10: Block diagram of a high speed comparator [91]

The comparator consists of three stages: the input preamplifp@sitve feedback or
decision stage, and an output buffer stage. The preamp stage anipdifieput signal
to improve the comparator sensitivity, thereby increasing themmmi input signal
with which the comparator can make a decision. The preamp stgesalates the
input of the comparator from switching noise or kickback noise coming fram
positive feedback stage that can effect the overall performartbe abmparator [83].
The positive feedback or decision stage is used to amplifyntaé differential signal
from the output of the pre-amplifier stage to a signal leveteedo drive digital
circuitry. Positive feedback is used to generate the analognal snto a full scale
digital signal. Finally, the output buffer amplifiers this infotroa and outputs the
digital signal. The decision circuit is the heart of the parator and should be able to
discriminate mV level signals. The circuit that is used indbmparator is shown in
Figure 3.11. The circuit uses positive feedback to increasedineof the decision

element.

Figure 3-11: Decision circuit

For the design of the comparator a rail-to-rail input common mode nangfe is
needed. Previous research has used two additional comparators to fimiosv

comparator [57, 84] as shown in Figure 3-12.
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Figure 3-12: Window comparator [57]

However, this uses additional resources. By using a comparatoa vathto-rail input
stage it is possible to eliminate the need for the two additimmalparators [57]. A
common solution to achieve a rail-to-rail operation from a compaistior decouple
the inputs using capacitors or to use a switched-capacitor basptinganetwork [85],
as shown in Figure 3-13, whe@s1-Cs4samples the referencérl andVr2) and input
voltages Vil andVi2).

o Cst 1
Vr2 I}
l
92 : Vot

o1 Cs2
Vit I}

02
o1 \ Cs3 ¢1

- Il
Vi2 i

Vr1 H
o1

L

Vbias

Vo2

Figure 3-13: Switched-capacitor input sampling network [85]

During ¢, Vil andVi2 are connected t6s2andCs3 andVrl andVr2 are connected
to Cs4andCsl], respectively. This solution is costly in terms of area and nassdue
to theKT/C noise. WhereK is Boltsmans constant, equals the temperature in Kelvin
andC is the value of the capacitor. It can be seen that the tayzaceed to be large in
order to reduce the noise. In order to minimise offsets at the afigbhe comparator,

capacitoraCs1kCs4needs to be well matched. In addition, an overlap clock generator,
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such as the one shown in Figure 3-14 [11], is required to generaterttmverlapped

clocks, ¢l and¢®. Thus, extra circuitry is required.

CLK ™S ™S ™S o1
= = =
R S B 02
= = =

Figure 3-14: Non-overlapped clock generator [11]

Another solution is to design a comparator with a two complementéeyedhitial pairs.
Figure 3.15 shows two amplifiers, one with a PMOS input and one with a NMOS input.

VDD

Wﬂ# -

e—0O Vo2 O—o

Vin

o—O Vo1 O—4

Figure 3-15: PMOS and NMOS differential amplifiers.

The common mode input voltage range of the amplifier with the PM@& is given

by:
Vss +VGS3 + TH1| <VCM <VDD _VSD5 _V631 (3-1)
where theVgss is the gate source voltage of the transidt®; Vry; is the threshold

voltage of transistoM1, Vsps is the source drain voltage of transidws andVgs: is

the gate source voltage of transigwi.
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The common mode input voltage of the amplifier with the NMOS input is given by:
Vss +VDS:LO +VGSG <VCM <VDD _NGSB| +VTH6 (3-2)

where Vpsio is the drain source voltage of transisMiO, Vsss is the gate source
voltage of transistdv6, andVssgis the gate source voltage of transidit® andVrg is
the threshold voltage of transisti6. When the n-channel and p-channel input pairs

are placed in parallel, the common mode input range becomes:
Vss +VD85 +V(351 <VCM <VDD _I\/GSS| +VTH6 (3-3)

A schematic of a rail-to-rail clocked comparator is shown igufe 3-16 [11]. The
input of the comparator consists of a rail-to-rail input stage tumtains two
complementary differential pairs in parallel. When one of the commuate (CM)
inputs is close tovDD, differential pairM1,M2 is active. When the common-mode
input is close ta/SS differential pairM3,M4 is active.VpbiasandVnbiasare the bias
voltages for the tail currents of the two differential paifsc are supplied by a bias
circuit; this is not shown for simplicity. The operation of the pamator is as follows.
WhenVlatchis low, the comparator is in a reset state and transistbidM12 couple
the drains of transistoid9,M10to VDD.

VDD

L o # éw@o b b
)

Figure 3-16: Rail-to-Rail Comparator

Consequently, transistofd13,M14 are off and there is no supply current flowing.

When Vlatch is high, transistorsM13 and M12 are open. The cross coupled
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regenerative inverters amplify the voltage difference and onleeobutput nodes is at
VDD, the other is alVSS The regeneration tim&.e, of the comparator can be

approximated as follows.

CS
1%=&%£ (3.4)
8

where gmg is the transconductance of transistbfd andM8, and Cys7 5 is their gate

source capacitance. The transconductance of transistors M7 and M8 is given by:-
W
gm,, = KP, T(vgs— vth) (3.5)

whereW andL are the width and lengths of the transistdizandM8, vgsis the gate
source voltageyth is the threshold voltage am®, is the transconductance parameter

for a n-channel transistor and is given by

&

Kﬁ=u£m=mt

o (3.6)

ox

where/ is the electron mobility in the n-chann€ly is the gate oxide capacitance per
unit area,&y is the dielectric constant of silicon oxide agis the thickness of the
oxide. The output of the comparator changes on the rising or fadlgg of a clock
signal. The SR latch is used in order to make the outputs of the i@orpzhange on
the rising edge of the clock signal. The comparator has begmeddhrough intensive
transistor dimension optimization (See Table 3-3), instead of @mplooffset
cancellation techniques often associated with high speed compdesign. Offset
cancellation is a popular technique in analogue MOS circuits. Howiétiee time slot
for comparison differs from the time slot for the offset storiagan offset cancelling
technique, the stored offset voltage of the offset interval isxpeoted to be the same
as the time slot for the comparison. In a noisy environment thicavise noise in the
converted signal. In this technique, it is also inevitable to have faat afaused by
clock feedthrough [11, 86].
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Device Width (pm) Length (um)
M1 1.2 0.2
M2 1.2 0.2
M3 3.4 0.2
M4 3.4 0.2
M5 1.2 0.4
M6 34 0.4
M7 2.8 0.2
M8 2.8 0.2
M9 34 0.2
M10 34 0.2
M11 3.4 0.2
M12 3.4 0.2
M13 2.8 0.2
M14 2.8 0.2

Table 3-3: Comparator transistor sizes

53

The following Cadence plot (Figure 3-17) shows a simulation of thepaator when

two clock edges are applied to the input of the comparator widelay of 10ps

between them. As can be seen, the comparator shows good perfoemdnseble to

distinguish differences as small as 10ps.
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Figure 3-17: Simulation of comparator with input difference of 10
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3.3.1 Comparator bias circuitry

In order to generate the bias voltagésbiasandVpbias for the comparator as shown
in Figure 3-16, a bias circuit is created. The bias circugsd is shown in Figure 3-18.
[11]. The gate source voltageMfl is given as

Vog =V

gs2 + I D2 ER (37)

If the channel modulation effect is neglected, equation 3.7 can be written as ;follows

2l [ 2,
—P _ 4+vth= [—22  +vth+1,,[R 3.9
:unCox(W/ L)l :unCox(W/ L)Z o ( )

where £, is the mobility of the NMOS transistors af@x is the oxide capacitance.

Neglecting the body effect equation 3.9 can be nigtem as follows

215, 1
1- =1, R 3.10
IunCox(W/ L)Z( \/Rj o2 ( )
Therefore,
o2 pify 1y (3.11)
o luncox(W/ L)Z R2 \/E .

In this desigrK is equal to 4. The final values are shown in Feg8nl8, wherd is the

multiplying factor which represents the number evides in parallel.
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TransistorsM6-M7 form a differential amplifier which is used to cpare the drain
voltage ofM1(Vnbias) with the drain voltage o2 that regulates them to be equal.
This results in an effective increaseNt2’s output resistance by using feedback. The
operation is as follows; if the drain voltageM? is aboveVnbias the amplifier output
increases. This drives the gate Mfi upwards, lowering the current it supplies and
causingVreg to drop back down. At the same time the gatd8fis also increased,

causing it to source less current. This causes idrVnbias which is the same as the

Start- Up Circuit

Bias Circuit

Figure 3-18: Bias circuit with start-up circuitry [11]

drain voltage ofM2 due to symmetry. Figure 3-19 shows the referenrest with

change invDD when the amplifier has a gain of 10dB. To maker#ference stable,

MOS capacitors 250fF formed 9 andM10 are added to the circuit.

+ IS("/17/M1/D")
4py = ISCY/7/R1/MNUS™)

Current [A]

.40

60

Vsupply [V]

Figure 3-19: Output current verses supply voltage
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This bias circuit does not require external biasang therefore is self-biased. As with
any self-biased circuit there are two possible ajeg points, one where no current
flows, and thus the circuit will remain in this Iska state forever, and the other is where
the circuit is in the desirable operating stateotdder to ensure that the first state does
not happen, a start up circuit is supplied, as shiowFigure 3-18. The operation of the
start-up circuitry is as follows. Transistdwl1-M13 forms the start-up circuitry. At
start-up where there is no current flowing, theegaifM1 andM2 are at ground, while
the gates oM3 andM4 are atvDD. In this state, the gate 811 is at ground and is
turned off. The gate of M12 is somewhere betwg&D and VDD-Vthp. Transistor
M13 behaves like a NMOS switch which turns on and dealrrent into the gates of
M1,M2 from the gates oM3,M4. This causes the current to jump to the desired

operating state and13 will turn off.

3.3.2 Comparator simulations

The comparator was designed using a @ ZMOS process with a supply voltage of
1.2V. The propagation delay time of the comparatas defined as the time required
from 50% of strobe input pulse to 50% of the outatssing the 0.6V threshold. Table

3-4 shows the simulation results of the comparapoopagation delay across process

corners.
Process Voltage [V]| Temp [degC] Propagation Delay [ps]
Best 1.32 -40 160.47
Typical 1.20 25 175.65
Worst 1.08 120 191.11

Table 3-4: Comparator propagation delay across process corners

A common mode input voltage reference of 0.6V arlZaGHz clock is supplied to
the comparator. A propagation delay of the comparateasured from the 50% of the
clock signal to the 50% of the output low-to-higartsition, of approximately 200ps is
achieved with a capacitive loading of 50fF thatcennected to the output of the
comparator. The simulated power dissipation wasidoto be 99AW with a supply
voltage of 1.2V and the current consumption of B@A. The capacitive loadCipag, ON

the output of the comparator during all simulatiomss 50fF. The following
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simulations show the comparator operation over gg®c voltage and temperature
(PVT) corners. Figure 3-20 shows the typical precesrner, Figure 3-21 shows the
fast process corner and Figure 3-22 shows the gtogess corner. It can be seen that
the comparator performs according to expectatiar the PVT simulations.
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Figure 3-20: Typical process corner (TT, 1.2V, 27 degC)
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Figure 3-21: Worst process corner (FF, 1.08V, -40 degC)
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Figure 3-22: Best process corner (SS, 1.32V, 125 degC)

3.4 Time—to-voltage conversion

The time-to-voltage converter (TVC) is based ondbal-slope technique of charging
up a capacitorC, in a time interval T using a constant current sourdeg, and
discharging it at a slower time interval T2 usingp@ner constant current sourkg.
This technique is widely used in time measuremesttiectures [51, 57, 87]. Figure 3-

23 depicts the operation of the TVC.

= A
g Slope = I¢/C Slope = l4;/C
©
o \
= |
5 | v
s |
[e X
< |
© |
» Time
«—>
Charging Discharging
phase phase

Figure 3-23: TVC operation

During the charging phase of the TVC, the voltagéha integration capacitdt, is
given by:

AV, = %“ CAT, (3.12)

During the discharge phase the capacitor voltagesen by:
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AV = IdTIS CAT, (3.13)
where
AT, =Count[T, (3.14)
EquatingAVe, = AVyis gives :
I%h OAT, = Id?'s CCountTT (3.15)
Therefore
AT, = 'I‘“S CCountT, (3.16)

ch

As can be seen in equation (3.16), the input measemt,AT,, is a function of the ratio
of the discharging currenlyis and the charging current;,. Therefore the accuracy of
the currents|c, and lgis, has little effect on the accuracy of the measergnand

temperature effects can be minimised by currertdatechniques of current mirrors. A
number of circuits have been proposed to implertten{TVC [51, 87, 88] and Figure

3-24 shows a simplified view of the current impleraions.

——— VDD VDD
11 CD 11
) )
S1 S1
o V, — Ve
S2
L C I C
12 =
(a) (b) (c)

Figure 3-24: Current TVC implementations for embedded memory chaacterization
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Configuration 3-24(a) is based on an integratorenetihe capacitdCy; is charged and
discharged bysWis. Configuration 3-24(b) and 3-24(c) are very simikghen switch
Slis closed, they both use a constant current splirceo charge up the capacit@,
The resulting voltage ramp is directly proportiot@lthe time and the voltage across

the capacitory,, is given by equation (3.17).

VACERS (3.17)

When switchS2is closed and switcB1is opened, the capacitor discharges. However,
in Figure 3-24(c) a constant currd@tis used to slowly discharge the capacitor. Each
of the configurations in Figure 3-24 has non-limgs which limits their dynamic
range. Configuration 3-24(a) has non-linearity eaudy the settling time of the
opamp. Both configurations 3-24(b) and 3-24(c) hawe-linearity in their voltage

transfer curves (VTC) as shown in Figure 3-25.

|

|

. |
Nonlinear |
Region |

|

Linear Region

Voltage

Time

Figure 3-25: VTC of configurations (b) and (c).

This non-linearity arises because when swigl,is open, the voltage at nodg (s at
VDD, but whenS1 closes, this voltage rapidly falls to zero. Thexjuires charge
redistribution in the transistors of the curreniree which leads to a transient current
in excess of the steady-state current. In ordawvtoad this, the current from the current
source maybe diverted through a second switch V@&ijles open. This can be achieved
by the use of a current steering time-to-voltageveater, which is described in section
3.5.
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3.5 Current steering time-to-voltage converter

Figure 3-26 shows a circuit diagram of a curreeeshg time-to-voltage converter.
This type of circuit is often used in Phase Lockedp (PLL) circuits [89] but it has
been used in the proposed current steering TVCHheae better linearity and dynamic
range, than previous TVC architectures. The opmratif the circuit is as follow;
transistors M7,M8 and also M11-M16 form the curregfierence similar to the one
previously used for the biasing used for the comoarcircuit where the drain current,

Ips, following in transistor M8 is given by:-
= Yoo “Vow (3.18)

wherevysisandvgsg are the gate to source voltage of transistb6 andM8 respectively
andR is the resistor connected from the source of is&msM8 to vss The current
mirror form byM11-M14 tried to force the current flowing iM16 to be equal tdpg
but this can only happen if tivgsisis greater thamgsg In order to ensure this, the width
of M8 is madeK times as large as the width of M16. In this ddse equal to 4 times.
The currents are then mirrored to devitdgM10 andM5,M6 that are used to charge

and discharge the capacit@;, depending on the voltage din andVinB.
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Figure 3-26: Current steering time-to-voltage converter (TVC)

Simulations of the current steering TVC and the wmmly used configuration 3-24(b)
are shown in Figure 3-27. As can be seen from itmellations, the current steering
TVC has better linearity and dynamic range compévdtat of configuration 3-24(b).
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Figure 3-27: Simulations of TVC

3.6 Digital processing block

The final block of the PTMA is the digital procasgiblock. In order to convert the
output voltage from the TVC (Figure 3.1) to an N-tigital output, a comparator, a

counter and a register is used. The counter isletiamnd disabled by the output of the
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comparator. This comparator is exactly the same typ comparator used for the
programmable input block as described in secti@naBd is used to enable the counter
to start when the capacitor is discharging. Whenddmpacitor has stop discharging the
comparator outputs a signal to stop the counten ftounting and latch the final count

value in the register. Figure 3-28 shows a singdifview of the processing block.

Capacitor Voltage

+ Counter

lenable

o  Register

<>

N-Bit Digital Output Code

vref

Figure 3-28: Simplified view of processing block

In order to calculate the measured result the Wiollg can be achieved using the

following equation.

AT, = Las CCountT,, (3.19)
ch

where Count is equal to the digital output value of the countg, and lys are the
charging and discharging currents of the TVC, aideed in section 3.4 is equal
to the period of the clock frequency supplied te ttounter; in this case a clock
frequency of 2 GHz is generated on chip using g ascillator. The resolution of the
TMA, Tes IS given by the ratio of the discharging curréft, and the charging current,
leh, Of the TVC and multiplied by the period of theuater clock frequencyTqy, as

shown in equation 3.20.

| .
res = _dex Tclk (320)

Ich

T
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Using a clock frequency of 2 GHz and a chargingenirof 4QuA and A for the

charging and discharging currents, the resolutemhee calculated to be approximately
100ps. In this design, 2 GHz is the maximum cladqfiency that is achievable for
correct operation using a Ofrd CMOS technology. Based on this, it is likely that

with technology scaling to smaller geometries #&solution can be improved.

3.7 PTMA simulation results

To verify the proposed programmable time measurémechitecture (PTMA), the
design was implemented and simulated using [0MLZMOS process models. The
charging and discharging currents of the TVC arsigiheed approximately to.l =
60uA and ks = 5PA, respectively. This is in order to give a longdope during the
discharging phase as compared to the slope dunegharging phase. Figure 3-29

shows the simulation results of the proposed tirmasurement block.
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Figure 3-29: 800ps propagation delay time measurement

The input signals applied to the PTM8ignallandSignal2 have a propagation delay
time of 800ps. The capacitor voltage at the outguthe TVC shows good linearity
brought about by incorporating the current steefingC. This has improved the
linearity and therefore the dynamic range has iwgao compared to previous

configurations. The digital output code D4-D0O gewed by the digital processing
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block was 101090= 20,0. The measured value can be calculated using fleving

equation.

AT, = g OCount(T,, (3.21)
ch
= % [020* 500* 10™** = 833ps (3.22)

This gives a measured value of approximately 833jp& percentage error can be
calculated using the following equation.

measured value—actual _value
actual _value

Error% =

[100% (3.23)

_ 833ps—-800ps
800ps

*100% = 416% (3.24)

This gives an error of approximately 4 percent.sTéiror is caused by a number of
factors. Firstly, the charging capacitor used ie TVC is non-linear. Secondly, the
comparator of the PIB stage has a propagation délapproximately 175ps, as shown
in Table 3-4 which is adding to this error. Therefathe temporal resolutiofyes, IS
given by the following equation

| .
Tres = Comg)d + %* Tclk (325)

ch

WhereCompyq is equal to the propagation delay of the comparatpandlys are the
charging and discharging currents of the TVC dgd is the clock supplied to the
counter of the digital processing block. Therefahe overall resolution of the PTMA
is approximately 300ps.

A number of simulations have been made in ordeshimwv the accuracy and
linearity of the proposed programmable time measarg architecture in each of its
modes. Table 3-5 shows the results of the PTMA gonéid for propagation delay type

measurement.
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Actual [ps] Count Simulated [ps]
400 9 361
800 20 833
900 21 861
1000 25 927
1200 30 1235
1300 33 1380
1500 39 1610
1700 42 1750
1900 46 1902
2000 51 2130
2400 60 2500
2800 65 2710
2900 68 2830
3000 71 2960

Table 3-5: Propagation delay simulation results

Figure 3-30 shows a plot of the simulation restdtsthe actual and measured delays
for a propagation time delay measurement.
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Figure 3-30: Propagation delay measurement

The following table shows the simulation resultgshed PTMA when programmed for a

rise time measurement.
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Actual [ps] Count Simulated [ps]
400 9 375
800 20 833
900 21 875
1000 25 1042
1200 30 1250
1300 32 1333
1500 38 1583
1700 39 1625
1900 45 1875
2000 49 2040
2400 56 2300
2800 64 2670
2900 72 3000
3000 78 3080

Table 3-6: Rise time simulation results

The simulated rise time measurement is shown iar€ig-31.
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Figure 3-31: Rise time verses output count from th@TMA

Similarly, Table 3-7 shows the results of the PTMgnfigured for pulse width type

measurement.
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Actual [ps] Count Simulated [ps]
400 9 361
800 20 833
900 21 861
1000 25 927
1200 30 1235
1300 31 1277
1500 39 1610
1700 39 1610
1900 46 1902
2000 50 1902
2400 60 2500
2800 69 2920
2900 70 2830
3000 80 2880

Table 3-7: Pulse width simulation results

Figure 3-32 shows a plot of the simulation restdtsthe actual and measured delays

for a pulse width measurement.
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Figure 3-32: Pulse width measurement

The following table shows the simulation resultgshed PTMA when programmed for a

fall time measurement.
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Actual [ps] Count Simulated [ps]
400 9 375
800 20 833
900 21 875
1000 25 1042
1200 30 1250
1300 32 1333
1500 38 1583
1700 39 1625
1900 45 1875
2000 52 1917
2400 59 2330
2800 68 2920
2900 72 3000
3000 78 3080

Table 3-8: Fall time simulation results

The simulated fall time measurement is shown iufa§-33.
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Figure 3-33: Fall time verses output count from the PTMA

In Figures 3-30 to Figure 3-33, which plot the attiime to be measured against the

digital output count, there exists some non-litgarThis non-linearity, which has

produced errors in the conversion, is primarilyssliby the propagation delay of the

comparator. Therefore, the speed of the compaigtwvery important specification in

this time measurement architecture, as it detemsnihe starting and stopping of the
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counter, as well as determining when the switchgick after making the first
measurement.

Figure 3-34 shows the effect of the rise and fales on the input transmission
gates when switching from one measurement to anoile first measurement to be
made is a rise time measurement where MatleOandModelare set to zero. When a
rising edge of thestart signal is asserted high, the comparator compaee$nio input
signals,Vin_landVin_2 As can be seen, at this point the capacitor gelta the TVC
starts to rise and then fall as expected. Oncentbeasurement has finished, both the
mode inputsModeO and Model are asserted high to perform a propagation delay
measurement. The circuit is disabled and enablathand on an assertion of the next
start signal the measurement is performed. Figure 3H®4vs the data output of the
TMA.
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Figure 3-34: The effect of rise and fall time on inputs when stehing from one
measurement to another

Figure 3-35 shows a plot of the simulated converstomes for a rise time
measurement. As can be seen, the maximum convensiens 56ns which is for a 9ns
rise time measurement. It should also be noted fimata TMA using the TVC
technique, the conversion time will increase inetias the input time measurement

increases.
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Figure 3-35: Conversion time
3.8 Concluding remarks

This chapter has presented a new programmable rtisesurement architecture and
associated circuits. In previous approaches thatcapable of performing different
types of time measurements, additional circuitrg b@ be added or duplicated. The
proposed circuit is capable of obtaining four tymésmeasurements, rise-time, fall-
time, pulse width and propagation delay type mesasents, without the need for
additional or duplicated circuitry. This has beehiaved through careful analysis and
selection of circuits for the various building bikscfor the time-to-digital converter

(TDC), such as the use of a novel programmabletisiage which consists of a set of
input switches, a single comparator that has ateaidil input stage and some control
logic. Although, the propagation delay of the conapar add to the overall resolution
of the programmable time measurement architecgineylation results have shown
that the time measurement architecture is capdbterdorming measurements with a
time resolution of less than 300ps. Furthermore, eoyploying a programmable
approach for the time measurement architectureatgresavings in terms of area
overhead are achieved, as there is no need to raddpticate circuitry in order to

perform different types of time measurements. Ilditazh, it has been shown that by
using a current steering time-to-voltage convefi&fC), the dynamic range has been
improved due to better linearity within the TVC apposed to previous time

measurement architectures that use this method.



Programmable Time Measurement Architecture (PTMA) 72

In the next chapter, the physical and practicdldaton of the proposed

programmable time measurement architecture is itbeskcr
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Chapter 4

CMOS implementation of PTMA

In order to validate the programmable time measargmarchitecture (PTMA)
proposed in Chapter 3, a prototype chip was fataitasing a 0.32n, CMOS process
[90]. This chapter give an in depth explanatioriha implementation of the prototype
chip from schematic to the final layout includingperimental results.

The outline of this chapter is as follows. Sec#oh introduces the procedure of
implementation of the prototype chip, describing backend design flow. Section 4.2
describes the top level layout of the prototypecim section 4.3, the layout of the
comparator is discussed and analysed, as it isobriee important design modules
within the overall time measurement architectunesection 4.4, the layout techniques
used for the time-to-digital converter is descrilzedl explained. Section 4.5 and 4.6,
explains the layout for the high speed clock gammraand the programmable input
block respectively. Section 4.7 and 4.8 showsalgelt for the digital processing block
and the full chip layout. In section 4.9, experinakmesults are presented and finally in

section 4.10, concluding remarks are given.

4.1 Backend Design Flow

The following design flow, shown in Figure 4-1, wased for the implementation of

the prototype chip, from the schematic to the gatinan of the final device.
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Figure 4-1: Back end design flow

The design flow proceeds with either a schematia gister transfer language (RTL)
file that can be written in verilog or VHDL hardveadescription language (HDL). This
describes the detailed functions of the device'slufes. For the design of the PTMA,
the traditional analogue design flow, that is usethy, using schematic entry is applied
because current analogue hardware description esistitools are not yet fully
developed. The next stage in the procedure isriergée the layout of the components.
This can be either done manually by placing evewyiae and joining up the wires or
automatically by using place and route tools. Auttin place and route tools are
mainly used for placement and routing of digitaldules rather than analogue modules
as the layout of the digital modules are less sgrdio process and noise disturbances.
Since this design is a mixed-signal architectur@ ararge proportion of the design is
analogue, the layout of the design is very serestiivnhoise and process variations and
therefore the layout is done manually.

Once the layout has be generated, design rule sH&RC) specified by the
manufacturer have to be carried out to ensure comspacing of the device for
manufacturing. After the layout has met the spedifchecks, the components are
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extracted from the layout view so that verificatican be done with the schematics in
order to check that all layouts are as intendeds procedure is known as LVS.

The next stage of the design flow is to performwation on the layout in order
to verify that the design meets the overall speaifon. This involves extracting the
parasitic components that exist within the gener&gout. If the design does not meet
the specification, then the layout has to be medifor re-generated again and the
process has to be re-done. Once the specificatisnbeen met, finally a Graphic
Design System (GDSII) file format is generated amht to the manufacture for
fabrication.

4.2 Prototype chip

Figure 4-2 shows a schematic of the top level htbnaof the prototype chip for the

programmable time measurement architecture.
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Figure 4-2: Top level hierarchy of prototype chip
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There are three reference voltages, 1.08V, 0.6, HOmV that are needed for the
PTMA. They are either generated on-chip using the&lop voltage reference block
(res_rej) or they can be generated off chip and suppliedetticated pinsyrefl, VrefM
andVrefH. In this case, the on-chip voltage reference asesistive divider in order to
generate the on-chip voltage references. FiguresHde8vs the block diagram of the on-

chip generator. External capacitors of 1 nF arel igsalecouple any noise on the input
of VrefL, VrefM andVrefH pins.

VrefH

VrefM

VrefL

On chip
Off chip

Figure 4-3: On- chip reference generator

In order to determine whether the on-chip referemgkage or an external voltage
reference is used for the generation of the vo#faggferences, the chip can be
programmed using a dedicated programming bit. Whielses that are programmed are
transmission gate switches and have an on resgst@inapproximately 50 ohms. The
schematic of the time measurement core is showmgure 4-4.
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Figure 4-4: Time measurement core

The time measurement core consists of the progrdmemaput block, a time-to-
voltage converter, a processing block, a clock gene to generate the high speed
clock signals used for the two comparator circuatsd the counters within the
processing block. In order to calibrate the prograble time measurement
architecture, an on-chip pulse generator that geéeem 1 ns pulse can be used or this
can be achieved using externally using and exteigahl generator.

The implementation of the layout for the time meament architecture the
following guidelines were followed to reduced mmsaiching and noise that will effect
the operation and performance, through noise andecaon-linearity and there for
reduced resolution. Most of the noise problems emi@wad in integrated circuits are
caused by capacitive coupling from on circuit ntmlanother. The most noise sensitive
signals are inputs to high gain amplifiers and hpgkcision comparators, inputs to the
analogue-to-digital converters (ADCSs), outputs oltages references, analogue ground
to high precision circuitry. Metal layers that ganoisy signals should not run on top
of sensitive signals or vice versa. If a crossihgietal layers is unavoidable the area of
crossing is minimised and shielding formed fromiatermediate layer is used as an
electrostatic shield [91]. Furthermore, noisy slgrsould not run adjacent to sensitive
signals if this is unavoidable another signal sdo¢ run between them, such as a

shield or ground line. Wherever possible noisy uwitsc should be place as far as
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possible way from sensitive circuits. Guard ringe ased extensively to protect

sensitive circuitry from noise caused by neighbogigircuits.
4.3 Comparator layout techniques

The comparator is a critical module in the ovedskign of the programmable time
measurement architecture. The comparator not asytd be high speed but also must
have high precision. These two prerequisites dtiealrin achieving a high resolution

time measurement architecture. Figure 4-5 showst¢hematic of the comparator, as

described in Chapter 3, section 3.3.
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Figure 4-5: Rail-to-rail comparator

The use of the common centroid layout is used tmimmse the mismatch in
components which will inevitably affect the inpuffset of the comparator and
therefore facilitate speed and precision. The mismalue to oxide gradients and other
process variations, is minimised in this designayng out transistor1 to M4 in a
common centriod configuration [91].

Another means of achieving a high speed compaiatdo reduce the total
capacitance on the output of the latch stage. Ehisarried out by minimising the
capacitance on the node at the drains of transist®randM10.

The total size of the complete comparator layoualuiding the biasing stage is

35um by 14um and is illustrated in Figure 4-6.
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Figure 4-6: Comparator Layout

4.4 Time-to-voltage converter layout techniques

The time-to-voltage converter (TVC) is the hearthd time measurement architecture.
It performs the pulse amplification by charging apapacitor and discharging at a
slower rate as described in Chapter 2. Due to dlee that this block is an analogue
block it is a very important block and is suscelgtito noise and process variations.
Figure 4-7 shows the schematic of the TVC. The uayd the current sources M12-
M18 that supply the charging and discharging cusreried to be matched. Therefore,
they are laid out in a common centroid layout agunfation. The resistoR, sets the
bias current and needs to be place close as pedsilihe module. The additional
parasitic resistances associated with the routnipeé source of the transistels will

be minimised so that the gate source voltage ofSistéorM5 is not reduced and thus
reducing the bias current for the generation ofdh&ging and discharging currents of
the TVC.
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Figure 4-7: Time-to-voltage converter (TVC)

When a capacitor is fabricated, undercutting of sk can lead to mismatch. One
solution is to construct an array of smaller uapacitors [91]. Other factors associated
with larger single capacitors are that the oxideagr non-uniformly this result in non
accurate capacitor values. Therefore, the capaigttaid out in a common-centriod
scheme, so that the first order oxide errors aweoaq to be the same for each capacitor
[91]. Figure 4-8 illustrates this
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Figure 4-8: Capacitor array

The full layout of the TVC is shown below in Figude9. Decoupling capacitors of

80fF are used to reduce the noise on critical bogkes. The bias resistor is laid out in a
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“snake” format with dummy resistor on either sidéis configuration is utilized in
order to reduce the mismatch between the neighhbguresistors from the
photolithography and etching process during manufag [91]. When interfacing this
module within the overall time measurement archutes; the TVC is place as close as
possible to the next stage, in this case to a coatgra This is done so that the routing
to the next stage is as short as possible in dademinimise the additional parasitics
associated with the routing that would add to therall capacitance on the output node

of the TVC and would effect the overall timing mesnent.

Time-to-Voltage
Converter (TVC)

|

Bias resistor ———»

Decoupling
capacitors

42um

Capacitor Array \

35.5um

Figure 4-9: Time-to-voltage converter (TVC) layout

The final size of the TVC block is measured to b&@ by 42um.

4.5 High speed clock generation

In order to generate the high speed clock signeaB®GHz and 2 GHz for the high
performance comparator and counter circuits, tbeksl had to be generated on-chip.

The growing electrical distance between the exterluek generator and the device,
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attenuates and introduces a phase delay in thespiggd clock signal. In addition, the
associated parasitic components of the pads irp#aering connecting to the core
circuitry on-chip, makes it impossible to supplglack at such a high frequency. So
the architecture of the clock generator is in tenf of a ring oscillator [92]. The ring

oscillator is created using an odd number of amiplgf inverters in a feedback loop, as

shown in Figure 4-10.
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Figure 4-10: On-chip clock generation

The operation of the ring oscillator uses negateexlback and as a result, the circuit
becomes unstable and oscillations occur. The fregyuef the oscillator is calculated

using the following equation

SR 4.1
0sC T ()

f =
2nt,,

wheren equals the number of inverters in the feedback laodTi,, is equal to the
delay of the inverter. A simulation of the ring tistor running at 4 GHz with 7
inverters in the feedback loop gives an invertéaylef approximately 17.85ps. Figure

4-11 shows the schematic of the clock generatouitir

CompOutP2 B—s—=

CompEN B

out =—F clock26

Digital

Figure 4-11: Clock generator circuit

The generation of the 2 GHz and 2.5 GHz clockshosvn in Figure 4-12.
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Figure 4-12: Generation of the 2 GHz and 2.5 GHz clocks

The ring oscillator is a very noisy circuit thatdots noise into the substrate [93],
especially at high frequency this is a problemrfoise sensitive circuits. Therefore, it
is important to keep this type of circuit away freensitive modules. In addition, guard
rings and shielding [91] is used to protect suattuiis. The layout for the clock

generator circuit is shown in Figure 4-13. Theltateaa of the clock generation module

is 68.9um by 28.7um.

68.9um

\

A

Divide by 8 —» |

28.7um

2 GHz
Oscillator

2.5GHz
Oscillator

Figure 4-13: Layout of the clock generator module

4.6 Programmable input block

It is important to keep the parasitics at the infputhe comparator small in order to

reduce any inaccuracy in the time measurementi@kdep the noisy switches away
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from sensitive nodes of the comparator. The ugguafd rings and shielding is applied
to the layout. The layout for the programmable irfgock is shown in Figure 4-14. As
can be seen the area of the programmable inpuk Ed@l.um by 39.21m.

61.5um

Switch
Controller

Input Switches ———> 39.2um

Comparator /

\

Comparator output
controller

Figure 4-14: Layout of the programmable input block

4.7 Digital processing block

The digital processing block is a less critical miedn terms of layout. As described in
chapter 3, section 3.6, this block consists ofgh lspeed counter and an 8-bit register.
The layout for the digital processing block is sihoim Figure 4-15. The layout has
been done manually, due to a limited number of comepts and therefore it is faster to
layout the design by hand then to use place arte tools which are targeted for larger

complex designs. As can be seen in Figure 4-15pthéarea is 142n by 3Qum.

30um

Figure 4-15: Layout of the digital processing block
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4.8 Full chip layout

The full chip layout is shown in Figure 4-16. Theesof the chip measures 1480.52
by 1505.941m.

Programmable Time
Measurement Architecture
(PTMA)

Figure 4-16: Full chip layout

All of the digital input and output pins are bufdr via tri-state buffers. This is
intended so that the circuit is isolated from thkeo on-chip modules on the multi
project silicon die during power down. Each cirdgitpowered up by its own power
supply. This will isolate it from the other circsiiso that no interference from adjacent
circuitry can obstruct the operation and perfornegaottthe operating circuit. Figure 4-
16 shows the top level schematic of the programentifsie measurement architecture
that incorporated input and output (I/O) tri-sthtgfers on the digital /0O pins. When
the circuit is used, a programming bit is set talda the tri-state buffers so that the

architecture is ready for operation.
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Figure 4-17: Top level schematic with input and output tri-sta¢ buffers

Traditionally, each individual circuit has its owsowered down mode so it can be
powered down individually, but this approach ensutlkat if the circuitry is not
operating, then the circuit is powered down by difal'he individual layout for the
modules of the PTMA can be seen in the overall layo&igure 4-18.

Comparators

Time-to-Voltage
Converter (TVC)

Voltage
reference

Clock
generator

Input switches

Digital
processing
block

Figure 4-18: Modules of the PTMA
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Figure 4-19 shows an optical picture of the chiat twas fabricated. As can be seen
much of the circuitry is hidden under a layer thats placed over the circuitry for

protection.
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Figure 4-19: Optical picture of fabricated chip

The PTMA is situated in the top left hand quartethef die. It is possible to see the top

layer of the capacitors of the capacitor arrayheftime-to-voltage converter.

4.9 Experimental results

In order to facilitate the programming of the falated test chip and to demonstrate the
operational modes; rise time, fall time, pulse Wwidhd propagation delay, a test setup
for the fabricated test chip was built. An overviefrthe test setup is shown Figure 4-
20. It consists of a the Microchip MPLAB® ICD 2 dewpient design kit which
includes the PICDEM 2 PLUS demo board [94]
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Figure 4-20: Experimental test setup

There are two chips on the breadboard; they aréidgngm 3002 [95] and the Maxim

DS1020 [96]. The Maxim 3002 is a level translat@ttbonverts voltages between 5V
and 1.2V required by the prototype chip. All cohtsignals and input sources
interfacing between the PIC controller and the tbgb is interfaced via the translator,

as shown in Figure 4-21.

1.2Vo O 3.3/5V

MAX3002
8-bit Level
Translator

Testchip |, 8
PTMA

8 | Microchip PIC
" microcontroller

A\ 4
A

L

Figure 4-21: Level translator

The Maxim DS1020 device is an 8-bit programmablayléhe which is used to setup
the time measurements that are needed to testiNBAPThe delay values for the

programmable delay line are set using the 8-bialfrport and a value is set by the
microcontroller. The program in the microcontrolierdesigned to set a range of 8-bit
values in order to vary the delay. Therefore, this@width and propagation delay type
measurements can be easily generated and adjlsiedhe rise and fall time type

measurements, in order to generate different nsefall times, additional capacitance
is added to the output of one stage of the delas. [This was achieved by increasing

the fan out a single stage delay stage of the diglay
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Using the experimental setup described in secti@y @dn input rise time of
3.3ns is applied to the input of the PTMA using mhierochip. The source code for the
programming of the PIC can be seen in Appendix €oi making any measurement,
the time measurement architecture is configuredalibration mode which applies a
1ns pulse to the input of the time measurementitaathre using the on-chip pulse
generator. The output binary value is ‘0001100 achieved which gives a decimal
gives a value of 24. In order to verify that the measurement is cdyrine data output

value is inserted into equation 4.2, as describhaethapter 3, section 3.7.

AT, = Ild‘S OCountT,, (4.2)

ch

where, the chargind¢, and dischargdgis, currents are G0A and SUA respectively.
The clock frequency supplied by the on-chip ostllas 2 GHz, which translates to a
clock period,T¢i, of 500 ps.

AT, = % [024* 500* 10" = 1ns (4.3)

This gives a result of 1ns, which corresponds wth the on-chip 1ns input pulse
generator. In order to verify all the programmingdes are tested using the setup
described above. Table 4.1 shows the various pmogable measurements with their
respective digital output code. As can be seen, ptuposed time measurement
architecture is proficient in achieving the foungrammable type measurements (rise
time, fall time, pulse width and propagation delayfe results are also similar to the
simulated results in the chapter 3. The errorsywwed in the conversion are primarily
caused by number of sources. The propagation d#ldlye comparator is the main
cause of the errors, as this delay determinesttréng and stopping of the counter.
However, by improving the design of the comparatbis will reduced this error.
Another course of this error is the non-linearifyttee charging and discharging Metal-
Insulator-Metal (MIM) capacitor. This non-linearitys icaused by increasing the
capacitor density through the use of decreasingdibiectric thickness or using a
dielectric with a higher permittivity [97]. Both dfiese methods degrade the linearity of
the capacitor and therefore as the capacitor isngyortant element in the time

measurement architecture, this has an effect ooveell measurement.
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) Digital Output Output Magnitude
Mode 1 Mode 0 Measurement Type Input time
Code Value of Error
0 0 Rise time 2.1ns 43 1.792ns -308ps
0 0 Rise time 2.2ns 46 1.917ns -283ps
0 0 Rise time 3.3ns 73 3.042ns -258ps
0 0 Rise time 3.5ns 77 3.208ns -292ps
0 1 Fall time 2.1ns 44 1.833ns -267ps
0 1 Fall time 2.2ns 46 1.917ns -283ps
0 1 Fall time 3.3ns 73 3.042ns -258ps
0 1 Fall time 3.5ns 77 3.208ns -292ps
1 0 Pulse width 2.2ns 46 1.917ns -283ps
1 0 Pulse width 3.3ns 73 3.042ns -258ps
1 0 Pulse width 3.4ns 75 3.125ns -275ps
1 0 Pulse width 3.5ns 76 3.167ns -333ps
1 1 Propagation delay 2.2n 46 1.917ns -283ps
1 1 Propagation delay 3.2ns 69 2.875ng -325p$
1 1 Propagation delay 3.4ns 74 3.083ng -317p.
1 1 Propagation delay 3.5ns 77 3.208ng -292p$

Table 4.1: Experimental results

In addition, the time measurement architecture iregistable reference voltages. If the
reference voltages are not stable this will afféde overall measurement value. A
solution is to use an on-chip bandgap voltage eefsg and to generate the internal
references using a voltage regulator [11]. Thi$ supply a stable and accurate voltage

references for the measurement architecture ameftine minimise reduce the error.

4.10 Concluding remarks

This chapter has presented the implementation estcbt the proposed programmable
time measurement architecture as proposed in ahdptk has been shown through
experimental results that a programmable time nreasent architecture can perform
four types of time measurements without the usedditional circuitry or circuit
duplication. It has been made possible throughd#sgn of high performance circuits
and careful mixed-signal layout techniques, sucba@msmon centroid layout, analogue
to digital circuit separation, the use of analogleelding and guard rings. The
programmable time measurement architecture hasbakso verified in a mixed signal

noisy environment where there are different cisoperating on the same silicon.



Implementation of PTMA 91

The limitations of the fabricated chip are that tteép can only make time
measurements sequentially rather than in paralleé advantage of making time
measurements in parallel would reduce the ovara# tost for the testing. The other
limitation of the chip is that the resolution ofethime measurement architecture is
limited by the propagation delay of the comparattich is simulated to be 175ps
using the typical process corner, as shown in @naptsection 3.3.2. So, in order to
improve the resolution of time measurement archites, a new design is presented in

chapter 5.
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Chapter 5

Homodyne Time-to-Digital Conversion
(HTDC)

The ITRS'05 [1] predicts that on-chip clock speetil increase into the tens of
gigahertz range which will require time measuremanthitectures with timing
resolutions of tens of femtoseconds. Currentlydiasussed in Chapter 1, section 1.3,
timing characteristics of VLSI devices are perfodmesing automatic test equipment
(ATE). Such testers are able of achieving accuratig measurements, however they
are expensive. Furthermore, the increased integratid performance of VLSI devices
due to technology scaling has produced limitationgraditional timing performance
test methods. For example, bandwidth and additibmahg skew brought about by the
increase of electrical distance between the testéithe device under test (DUT).

For femtosecond resolution, metastability becomesprablem for time
measurement architectures based on flip-flops atuthés, such as the vernier [41] and
flash based time-to-digital conversion (TDC) arebitires [10]. Section 5.1 analyses
this problem and section 5.2 describes currentarekethat has been carried out to
improve the resolution of such time measuremerhi@ctures using time amplifiers
[70, 98] that precede the lower resolution TDC. rEbg, adding an extra circuit to the
time measurement architecture will add to the dveasea budget which can be
unacceptable for some applications. To addresg iksges, section 5.3 proposes a new
fully integrated on-chip time measurement architexithat is based on the time-to-
digital conversion method using the Homodyne tegiai[25]. However, it is not
based on latches and flip-flops with the attemptaohieving tens of femtosecond

timing resolution.
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5.1 Metastability problem with TDC based on VerniefFlash

architectures

In order to achieve the femtosecond timing resofutrequired for future high

performance VLS| devices, as predicted by the ITRE time measurement

architectures based on the vernier delay line (VBh) the flash based architecture
have a limiting factor. This limiting factor is theetastability problem associated with
the flip-flops and latches which are the prime edats and used for the time
measurement technique itself. Metastability ariseemmthe setup and hold time of the
flip-flop is violated and therefore its normal opgon is disturbed. Consequently, the
output of the flip-flop may stay low and then ga@lni or vice versa. Figure 5-1 shows

the setup and hold timing violations of a flip-floplatch.

Setup  Hold Setup Hold
‘ Time = Time | . Time Time |
<« > D < >
CLK | CLK | CLK ‘
DATA | ! 3 DATA 3 >< DATA >< 3
No Setup Hold
Violation violation violation

Figure 5-1: Flip-Flop Setup and Hold Violations

This inherited metastability is a limiting factarffemtosecond timing resolution which
IS necessary to measure time measurements fopkergbrmance VLSI devices.
Further research has been done to improve theutesolof time measurement
architectures by incorporating time amplifiers [B&, 99] that precede the TDC in
order to improve the overall timing resolution. dview of current time amplifiers used

for time measurement testing is discussed in the sextion.
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5.2 Time amplifiers

In order to achieve higher resolution time measer@ntapabilities, researchers have
explored the idea of amplifying the input to th@ei measurement architecture using a
time amplifier [70, 98, 99], as shown in Figure 5The objective is to amplify the

input time interval into a timing range that thendi measurement architecture is

capable of processing.

Vinl —> Time > Low Resolution Time
Amplifier Measurement Architecture Data out
Vin2 —>» P > (LRTMA)

Figure 5-2: Low resolution time measurement architecture (LRRMA) with time amplifier

Figure 5-3 shows such a time amplifier and usesiah exclusion (MUTEX) circuit
[99] or arbitration circuit which is sometimes eallan arbiter [11]

Signal %j
L/

S— T L

S

Figure 5-3: MUTEX [99]

Output Time

The operation of the arbiter is as follows. Thessrooupled NAND gates of the SR
latch switches the output transistors only wheiffarénce in the output of the bistable
latch reaches a certain value [100]. The gain eftiime amplifier can be increased or
decreased by the sizing of the output transistArmther implementation of a time

amplifier is shown in Figure 5-4 [98].
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VDD

VSS

Figure 5-4: Time amplifier [98]

The circuit consists of two cross-coupled differgnpairs with passive RC loads. The
operation of the circuit is as follows. Two risiagges@ andg are applied to the gates
of M1 and M3 respectively. The bias current of the amplifiersteered around the
differential pairs and into the passive loads. Vbkage at the drains of transistdvid
and M2 are caused to be equal at a certain time andeatirdins ofM3 and M4, the
voltage becomes equal a short time later. Thic¥ey produces a time interval that
is proportional to the input time difference. Thesguits output an analogue voltage
and are often used to condition the input signbenra relatively low resolution time-
to-digital converter (TDC) is used for the actuaasurement.

Although, time amplifiers increase the resolutiofh tme measurement
architectures, this is achieved at the cost of taddil silicon area which may be
unacceptable for some applications. Thereforehéurtesearch is needed to investigate
and develop an architecture that meets the reqamtsor tens of femtosecond timing
resolution with reduced circuit overhead which asvlpower and compatible with
modern CMOS technologies. In the next section, & timeasurement architecture that
meets these requirements is proposed and eacle afitltal sub-blocks are described
in detail.
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5.3 Proposed architecture

The proposed time measurement architecture is shrowgure 5-5.

Input —

Dn
Vm

Mixer LPF ADC

Reference — | Do

Figure 5-5: Proposed Time Measurement Architecture

The architecture is composed of three componentsinalogue mixer, a filter and an
analogue-to-digital converter (ADC). The operatadrthe proposed time measurement
architecture is to convert a small phase differemte a DC voltage using the
homodyne technique [25] and then a high resolufiDC is used to convert this DC
voltage ¥dog into a digital binary output code that represdahts phase difference at
the input. The generation of the DC voltage is eobd by modulating an input clock
signal (nput) with a reference clock signdRéferenceand apply filtering to produce a
DC voltage ¥dc). This DC voltage represents a function of thesghdifference of the
two input clock signals. The modulation is achievwgdthe use of an analogue mixer.
For example, if two sinusoidal signals with the saamplitude A and frequencygw,
but have different phaseg and @, respectively, then the output of the mixe€g) is
given by

V(0= A? codat + g )codat + ¢, ) (5.1)

and

2
V. (® =A7(c05(¢1 ~@)+cod2at + ¢ +¢,)) (5.2)
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If a low pass filter is used to remove the Berm, this leaves a DC term which is
proportional to the cosine of the phase differemudtiplied by half of the squared

amplitude.

2

Vo 0 = (codg ) (5.3)

When implementing the proposed time measuremefhiitecture, it is necessary to
keep the complexity, hence the area overhead wmadl as possible, yet capable of
achieving the required high timing resolution. Thigracteristic is a requisite if such
time architectures are to be included onto the ssittten as the DUT. An additional
requirement is that the time measurement architectwst also operate at low power
supply. This has the benefit of being low power anchpatible with modern CMOS
technologies. As a result of these requisitesnthe sections describe each of the three
main components, Mixer, Filter and ADC. These congmbs are analyzed and their

advantages and disadvantage are described foiraptdmentation.
5.4 Mixer design

The CMOS mixer circuit is an important non-linearalgue signal processing
function that can be found in a wide variety of laggiions. Such as adaptive filtering,
modulation, frequency translation, automatic gaintmlling, neural network, etc. The
purpose of the mixer is to convert a signal frone drequency band to another. In
addition, if un-modulated signals with the samefiency are applied to the two inputs,
the circuit behaves as a phase detector and preduceutput with a DC component
that is proportional to phase difference betweenttio input signals. CMOS mixer
circuits can be implemented in a number of diffengay, for example single balanced
[101], double balance [102] and dual-gate [103]ctlEaf these configurations is
described in the following sections. Their advastagnd disadvantages are analysis
for suitability and implementation for the mixerazit within the proposed homodyne

time measurement architecture.
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5.4.1 Single balanced

The single balanced mixer is the simplest apprdlaahcan be implemented and is
shown in Figure 5-6.

VLO

Figure 5-6: Single balanced mixer [101]

The advantage of the single balanced mixer istti@mixer exhibits less input referred
noise for a given power dissipation than a doulbal@nced counterpart, described in
section 5.4.2. The disadvantage of the single balhmixer is the local oscillator (LO)
to intermediate frequency (IF) feed-through, whielm be a limiting factor. Transistors
M2 and M3 operate as a differential pair and theeetonplify the LO signal. If the IF
signal is not lower enough compared to the LO fesmqy, the low pass filter (LPF)
following the multiplier may not adequately filt@ut the LO feed-through without
attenuating the IF signal and therefore, deseesitie amplifier. Also this type of
architecture is more acceptable to the noise ineaignal, as compared to the double

balanced mixer [101] which is described in the rsedtion.
5.4.2 Double balanced (Gilbert multiplier)

A configuration commonly used in RF mixers and agak multipliers is the Gilbert
Cell [102]. A circuit of the Gilbert multiplier ckeis shown in Figure 5-7 [104]. As can
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be seen it consists of seven devices and the apewait the circuit is as follows. It is
assumed that all transistors are biased in theatain region and obey square-law
equations and that devices are sized and matchethatothe transconductance
parameters satisfy the equatidfis=K2=K3=K4=Ka andK5=K6=Kb.

lo1 lo2

@ b

—— VSS

Figure 5-7: Double balanced Gilbert multiplier [104]

Defining the output currents

lol=-(13+11) (5.4)

and

l02=—(12+14) (5.5)

It can also be shown that the differential curient=102 - 1ol is given by

lod = VaKaV V15, /1- FAVX _ 75 |- Kavx (5.6)
205 206
I
KaVvx
<<1
215

and
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KaVx
<
216

<1

then
lod = v2Ka(\/15 ~/16)vx (5.7)

As I5 andI6 are dependant on the input voltage Vy as shown by

(JWS —JE) (5.8)

Vy =

1
VKb
Substituting equation (5-8) into equation (5-7)egv

lod =+/2KaKbvyVx (5.9)

This is the typical characteristic of the analogueltiplier. The advantages of the
double balanced mixer is that it is implementechgisnore transistors and generates
less even order distortion than the single balamoedr described in section 5.4.3.
However, the disadvantages are that it is diffitoloperate at low voltages due to the
stacking of the transistors [105]. In addition, teneration of complementary signals

can add to errors in the final measurement

5.4.3 Dual gate mixer [106]

The dual-gate mixer is a well used technique [I@&-110]. The dual-gate structure
has the advantage of isolated signal and locallatgi ports, which allows separate
matching and provides inherent local oscillator JUO radio frequency (RF) input

isolation. The simplicity of the single-ended dgate mixer results in current savings
and is often the choice in low power front-end desi[111]. The optimum bias point
and the LO power required for a dual-gate mixercu@sen in order to maximise the
conversion transconductangg, This is defined as the ratio of the output intednate

frequency (IF) current to the input RF voltage,egi\by equation 5-10.
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9. =& (5.10)

The maximum conversion tranconductanggogcurs when an upper gate fed LO and
a RF signal fed into the lower gate. The applied in©dulates the floating node
voltage, which is the drain of the lower transisfbine conversion gain for a dual-gate
mixer is achieved due to the change in drain-sounoieage of the lower transistor,
which modulates the lower transistor's transconaluce g A smaller frequency
conversion path in the dual-gate mixer is presesttd the modulated conductargus

of the lower transistor.

The dual gate device can be implemented by using dascade-connected
single-gate transistor devices with equal widtl@3]1 This is in order to facilitate the
easy of fabrication of each transistor at the dirtavel which also gives freedom to
adopt different device parameters such as gatehwietir optimum performance, the
dual gate mixer (see Figure 5-8) is selectivelyséihin such away that the lower
transistor 12) is operating as a transconductor while the upaasistor (1) is acting
as a switch. For mixing purposes, LO and RF sigasdsapplied to the gate inputs of
M1, M2, respectively.

Drain

LOAEW

Floating node

RF4|EW

Source

Figure 5-8: Dual-Gate Mixer [110]

The advantage of this structure is that the LORRa&ignals are inherently isolated and
can be used to develop compact mixers with conmergiain [109]. Although, the
potential of conversion gain is attractive; the dewle is that they tend to have lower
linearity then passive a design.

As a result of the advantages of the dual-gate m@rehitecture, the design of

the mixer within the time measurement architeciarbased on the dual-gate mixer.
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Figure 5-9 shows the implementation of an analadued-gate cascode mixer for the
proposed time measurement architecture and theatopers as follows. Transistors
M3,M4 form a constant current source. Two inpM8) and Vref, are applied to the
gates of transistofg1,M2 respectively and the resulting modulated outpuhefmixer

is taken from the drains of transistok42,M4. This cascode type mixer has the
advantage of being low power, consumes a small amofi area and capable of
operating at low supply voltages. The transist@esiwere chosen to achieve the
required bias currents of 18 and appropriate driving capabilities to the loasp filter

of the time measurement architecture.

AVDD

M4 M3

0.4u/0.4u 0.4u/0.4u
M=4

M2

Vref 2u/0.4u

M6 M5 M1

0.6u/0.4 2u/0.4
0.6u/0.4u }74| u/0.4u Vin 4| uw0.4u

Vout

Ibias

AVSS

Figure 5-9: Dual-gate cascode mixer

5.4.4 Dual gate mixer simulations

In order to show the operation of the dual-gateemisircuit, Figure 5-10 shows the
input and output simulations using the Cadence dqe Design Environment (ADE).
The top plot shows and input signal with an inprgqbiency of 1 MHz and an
amplitude of 60mV. The second plot shows an ingyriad with an input frequency of
4 MHz and amplitude of 60mV. The third plot shows thutput of the dual-gate mixer

which is the product of the two input signals.
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Figure 5-10: Dual Gate Mixer Simulations

The conversion gain versus input frequency fordhal-gate mixer is shown in Figure
5-11.

Periodic XF Response
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Figure 5:11: Conversion Gain vs Input Frequency
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5.5 Low pass filter design

The purpose of the filter is to filter out the puatl of the two fundamental frequency
components of the input and the reference sigrdtgeanput to the time measurement
architecture. Thus, leaving a phase componentishatoportional to the phase. To
realise the design of the Low Pass Filter (LPRheftime measurement architecture, a
2" order switched-capacitor (SC) bi-quad filter [128ith a cut-off frequency of
120kHz was used. A switched capacitor (SC) architecwas chosen as apposed to a
passive, continuous time, gm or switched- curr&i}. (The components are easy to
implement on silicon as apposed to the passivecantnuous time implementations.
There is no need for a tuning circuit unlike gmiliefs and have low sensitivity to
temperature changes, better linearity as comparsditched-current architectures.

The design of the low pass filter is as followseThansfer functionii(s), of a

low pass filter is shown in equation 5.11.

— Vout(S) — kzsz + k15+ kO
AR J{a()?o js+ o (5.11)

H(s)

where ay andQ are the pole frequency and p&)e respectively, andty, k; andk, are
the arbitrary coefficients that place the bi-quadsos. Multiplying through by the
denominators and dividing by, equation 5.11 can be written as

_ 2 kg 2y
V.. (8) =| -k, ——= N, (s) ——= s) ——V, (s)——>-V, (s A2
out( ) |: 2 s |n( ) QS out( ) 52 |n( ) SZ out( ) (5 )
Equation 5.12 can be expressed as two integrasadbaquations as follows
1
Vau(9) = =Z[k:SV, (9) ~ Vs (9)] (5.13)

Figure 5-12 show the signal flow graph (SFG) déseg the preceding two equations
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Mo
s/Q
kO/(DO '0)0
Vin(s) —— -1/s H—»?—b /s Vout(S)
kgS

Figure 5-12: Signal flow graph representation of high Q SC LPF

Figure 5-13 shows the switched-capacitor implentemta which also incorporates
switch sharing, minimising the amount of switchdsatt are needed for the

implementation [113].

1pF o1
|
R 2

1.2pF 1.2pF
I I

i I
1 1pF »1
Vin }74/5—4 + 2 1pF o1
I
+
@2 @2 . s+ Vout
1 1 o1 o2 i
@1 1 5‘f‘NF

Figure 5-13: A 2" order low pass switched-capacitor filter with switch sharing.

Figure 5-13 was implemented into the Cadence desigironment using the amplifier
described in section 5.7.2. The switches are basdthnsmission gates and have a low
on-resistance of 1k ohms, as shown in Figure 5Thés is in order for the circuit to

settle within half a clock period of the samplingak.
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Figure 5-14: On—resistance of transmission gate

The filter was simulated using SPECTRE models base®.121im CMOS process.
Figure 5-15 shows the LPF frequency response. Adeaseen, the -3dB point is 120
KHz as required by the design.

Gain (dBs)
|

—20
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Figure 5-15: LPF Frequency Response

Figure 5-16 shows the transient input and outpwefams of the LPF.
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Figure 5-16: SC LPF input and output waveforms

Figure 5-17 shows the total output noise densitthefmixer with the LPF. As can be
seen at 1 kHz the noise density is at 360# and at 10 MHz the noise density falls
to 53nVANHz.

1g—41: output noise: V / sart(Hz

V/sqrt(Hz)

q
1 1@ 109 1K 10K 199K ™ 18M 100M

Frequency [Hz]

Figure 5-17: Total output noise of mixer and LPF
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5.6 Analogue-to-Digital Conversion

Analogue to digital converter are not new and ther@ vast amount of literature been
written about them [92, 114]. The purpose of theCAB to convert the DC voltage
from the output of the filter to a digital outpudde. The following sections give a brief

overview of the most common types of nyquist-raizCAarchitectures.
5.6.1 Successive Approximation ADC

The successive approximation ADC [92] converts aal@ue voltage to a digital
output code. A block diagram of the successive @ppration ADC is shown in Figure
5-18. The operation of the successive approximaggrster is as follows. At a sample
time, the ADC sets the most significant bit (MSB)the successive approximation
register (SAR) to a logical “1”. All the remainirits are set to logical “0”. This digital
guess is converted back to an analogue value asairipared with the input voltage. If
the input is at a higher voltage than the feedlzackdogue representation of the guessed
value, (i.e.Vin > Vp), the MSB is left set to a logical “1”. On the oth®and, if the
input is at a lower potential voltage than the feetk analogue value, (i.¥in < Vp),

the MSB is reset to a logical “0”.

Digital Output

Successive Approximation Register i

[SAR]

DAC

A

A

Control Logic

t—————Vin

Figure 5-18: Successive Approximation ADC [8]
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This process is repeated for the second most gigntfbit. The MSB is left unchanged
from the first approximation, the second MSB isteed logical “1” and the reset of the
bits are left in reset. This digital code is an foyed guess and is converted into
analogue code again and compared with the inpag®lagain using a comparator. If
the analogue input voltage is at a higher voltagtential then the feedback value, the
second MSB is left is set at a logical “1”, othemvis$ is reset to a logical “0”. This
process continues for each of the remaining lowdermbits until allN bits of the
converter have been examined. The value left inSIAR register represents the input
voltage and this can either be outputted seridllyamallel.

The advantages of successive approximation regidd&l are that folN bits, onlyN
comparisons are needed to be made, which resultsgim speed and low power
dissipation. The disadvantages of the successipmaination ADC is that there are a
lot of internal operations which must occur for leagingle sample. In th&-bit
converterN approximations and comparisons must be performedch sample of the
input voltage. Therefore, alN-bit successive approximation ADC running at a
sampling frequency ofs samples per second must run its internal circatrg rate of
Nfs operations per second. This has a limiting sargptitte which is determined by the

sampling frequencys and the output digital code si2¢,

5.6.2 Flash ADC

The Flash ADC generates all the output bits in orstance; the drawback is its

complexity. The flash ADC distributes the samplprgcess across the entire circuit, as
a result more circuitry is required. A 3-bit fla8BDC is illustrated in Figure 5-19. For a

N-bit flash ADC, the circuit requires'Zesistors, 2 comparators and digital encoding

logic.
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Figure 5-19: 3-bit Flash ADC

The advantages of the flash ADC is that the outpuietermined in one step and
therefore has the capability of very fast operatibine flash ADC’s internal circuitry
operates at the sampling frequency. Therefores mdrmally used in fast sampling
applications. In order to increase the output coded size, a flash ADC needs only to
add more circuitry unlike the successive approxiomatADC which is required to
operate at a faster internal rate.

The disadvantages of the flash ADC is the increaszrcuitry, as the number
of comparators and resistors doubles for eachiadditbit of output. Furthermore, the
increase in complexity of the thermometer-binargaeling logic is needed. In that
way, the Flash ADC effectively trades circuit simg speed. The word length is
determined by the size of the core, consequendlyaigest flash ADCs are typically 8-
10 bits.
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5.6.3 Dual-Slope ADC

The Dual-slope ADC is much simpler but much slowben the successive
approximation ADC. Instead of using binary seaikh the successive approximation
register, it uses a step search. It uses an iriteg@ramp upwards for a fixed amount

of time, Tintegration Starting from the time it crosses a fixed thrédhvoltage.

C
[
I

Vref © °

UL ——» Digital Module
Clock Input

Digital Output

Figure 5-20: Dual Slope ADC

The slope of integration is directly proportiona the analogue input voltage.
Therefore, the larger the input voltage, the higherintegration voltage will be at the
end of the fixed time period. Then the integrasoramped downwards at a fixed slope
until it reaches the threshold voltage again. Tiheetit takes to discharge is directly
proportional to the integrator’'s peak voltage, whic turn is proportional to the ADC
input voltage. The time perio@.oun: IS measured by a digital counter, whose output

represents the ADC conversion result, as illustraté=igure 5-21.
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Figure 5-21: N-bit dual slope ADC [8]

The conversion time of a dual-slope ADC is typigdlDOms or more [8]. Therefore,
using this technique is expensive for producticsting, but by their nature, the dual-
slope ADC has excellent differential non-lineafBNL) characteristics, as each code
width is dependant on a smooth ramping analoguegiator rather than a binary
weighted sum of components such as capacitorss@toes. However, the dual-slope
ADC is susceptible to integral non-linearity (INLgrrors which are dominated
primarily by the linearity of the comparator ane fmearity of the integrator’s ramp.
The key to achieving femtosecond resolution usigdroposed architecture is
the implementation of a high resolution ADC. Foistheason, the Delta-SigmAX)
ADC was selected as opposed to nyquist rate ADCause of its high resolution
capabilities, area requirements and also the acgwfthe converter does not depend
on precise component matching, precise sample-altdircuitry or trimming, like

nyquist converters such as successive approximatidrdual slope ADCs [115].

5.7 Delta Sigma %) ADC

Delta Sigma A%) ADC's are typically used in high resolution lowefuency
applications. The advantages &% ADC is as follows. Firstly there are no precise
requirements on analogue building blocks as theality of the ADC is not dependant
on component matching. Also this may take advantagthe low cost, low power

digital filtering. It relaxes the transition bandquirements for analogue anti-aliasing
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filters. It reduces the baseband quantization npeger and most importantly trades
speed for resolution. The> ADC depicted in Figure 5-22 consists oAa modulator

and a decimation filter.

A Digital Filter —— Dn
Vin —3p N l
Modulator Deci-'r;]ator | b
]

Figure 5-22: Block diagram of theAZ ADC

The purpose of thAX Modulator is to convert the analogue input voltagé a 1-bit

pulse stream. The loop filter/integrator can baegitswitched capacitor or continuous
time. Switched capacitor filters are easier to Enpént on silicon then continuous time
and the frequency characteristics scale with tlekckate [112]. The purpose of the
digital filter is to remove the out of band quaatinn noise and provides anti-aliasing
to allow re-sampling at a lower sampling rate. Bhere numerous\> ADC

architecture and the choice usually involves traffe-between resolution, circuit
complexity and stability. Through extensive simigas, it was found that a*dorder

A> ADC with an over-sampling ratio (OSR) of 32 isfaiént to achieve femtosecond
resolution avoiding stability and complexity isswdten associated with higher order
converters. A block diagram of thé-@rderAX modulator is shown in Figure 5-23. It

consists of an integrator and a single bit quantize

Integrator

.....................................

1-bit quantizer

Vin z" N > Vout

.....................................

Figure 5-23: Block diagram of the 1st OrderAZ Modulator
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The oversampling ratio (OSR) of the modulator isegiby the following equation

fs
21,

OSR=

(5.14)

Where fs is the sampling frequency arfd is the input signal bandwidth. For this
application the OSR is set to 32, in order to ptevio appropriating noise shaping that
is required to achieve the high resolution time sneament.

vin

To Workspace1

1 |—
\V - P— P vout
z
Sine Wave Unit Delay Sign To Workspace
time
Clock To Workspace2

Figure .5-24: 1st OrderAZ Modulator using Simulink®

Figure 5-24 was implemented into MatLab and a Sink®i simulation result is shown
in Figure 5-25.

Transient Response
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Figure 5-25: Simulink Simulations
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The AX modulator is based on a switched-capacitor impleat®n and is shown in
Figure 5-26.

Vout

VrefP

ol

}—,7 cr

VrefM

Figure 5-26: T order switched-capacitorAX modulator

5.7.1 Non-overlap clocking scheme

The A~ modulator operates on a two phase clocking scheinere both clock phases
and delayed versions of the clock phases are gedeta avoid signal dependant

charge injection. The two phase clock generatoshiswn in Figure 5-27 and the
clocking scheme is shown in Figure 5-28.

CLKin Qi& D o1d
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Figure 5-27: Non-overlapping clock generator
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Figure 5-28: Non-overlapped clock timing

A simulation of the non-overlap clock generatongshe SPECTRE simulator is

shown in Figure 5-29.
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Figure 5-29: Non-overlap clock simulation

5.7.2 Amplifier design

The amplifier employed in the integrator (see Fegbr26) is a critical element within

the A>Z modulator. Any integrator leakage resulting frone tfinite DC gain of the
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amplifier will reduce the modulator attenuation tbfe quantization noise at low
frequencies. Although the modulator can tolerate-ideal components, the required
DC gain of the amplifier is chosen slightly highltban the oversampling ratio. Figure
5-30 shows the amplifier employed in the modulaliois based on the folded cascode
operational amplifier [92] and has a class AB otigiage so that the output can swing
close to the supply voltages. It also uses a sugpEincuit that consists of two current
mirrors, M5M6 andM9,M10 with cascade#7,M8 andM11,M12 respectively, and a
floating current sourc&13 M15. The current generated by the floating currents®u
M13,M15 flows throughM11 andM7. At the source oM11, the bias current of the
NMOS input pair is added, and the current is mimioog M9,M10. At the source of
M12, the bias current of the NMOS input pair is sulitd@gain. The current through
M12,M8 and the class AB control transistdvil4,M16 is constant and equal to the
current set by the floating current source. By gsihis type of configuration, the
biasing of the output stage is not affected by dbemmon mode input voltage. The
transistor sizes in the amplifier have been desigral optimised to achieve a DC gain
of 60dB, a unity gain bandwidth of 110 MHz and aggheargin of 70 degrees. Where
the unity gain bandwidthy, is given by:-

W=t (5.15)

wheregm, is the transconductance of the input stage@nid the miller capacitance.

The second frequency pole is given by:-

gm,
Cys
Ce+CL# C Co

c

w, =

(5.16)

wheregm is the transconductance of the output st&ljejs the gate source voltage
capacitance of the output stage including all pacasconnected to the gates, dbdis
the load capacitance including all parasitic capace connected to the output. The
phase margin is given by:-
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b, = t{ﬂj oM G L
C({ grnl C +C + gs C ( . )
gs L C L

c

In order to achieve a phase margin of 70 degréessécond pole should be at least
three times the unity gain frequency. Figure 5-BOves the complete design of the

amplifier with the optimised transistor values.

M17

[30/0.3

+———o Vout

M18
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Vbn —{ 3/0.3 1.5/0.3 }74{ 15/0.3

VSs

Figure 5-30: Folded cascode operational amplifier.

Figures 5-31 and 5-32 show the gain and phase msspof the amplifier across
process, voltage and temperature. As can be see®@hgain varies from 43dB to

64dB over process, voltage and temperature (PVihecs.
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Figure 5-31: Amplifier gain across process corners
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Figure 5-32: Amplifier Phase response across process corners

Figure 5-33 shows the step response of the amplfoeoss process, voltage and

temperature (PVT) corners.
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Figure 5-33: Amplifier step response

Table 5-1 shows the settling time of the amplifieross PVT corners, as can be seen

the settling time varies form 16ns to 23ns.

Process corner Setting time
tt, 27degC, 1.2V 18ns
ff, 125degC,1.2V 16ns
ff, 80degC, 1.2V 17.8ns
ss, -40degC,1.2V 23ns

Table 5.1: Amplifier settling time across PVT

5.7.3 Comparator

The comparator used for the single bit quantizeéhiwitheAZ modulator (Figure 5-24)
is shown in Figure 5-33. The comparator is the samethe one used in the
programmable time measurement architecture (PTMAgriiged in Chapter 3, section

3.3. The reason for choosing this particular corajmais for its high performance.
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Figure 5-34: High performance comparator

5.7.4 Integrator simulations

The input and output waveforms of the integratothef A~ modulator are shown in
Figure 5-35 and Figure 5-36. The sampling clockqokis 10ns, the input signal period
is 160ns, and the output load capacita@t®ad equals 50fF. The simulations were

performed over typical process corners, with terajpee of 27degC and a supply
voltage of 1.2V
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Figure 5-35: Clock, Input and output waveforms of the integrator
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Figure 5-36: Zoomed in version

5.7.5 Modulator Simulations

The delta modulated output signal of tke modulator is shown in Figure 5-37
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Figure 5-37: Delta modulated output of theAXZ modulator
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Figure 5-38 shows the frequency spectrum of¥henodulator
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Figure 5-38: Frequency spectrum of théXZ modulator

5.7.6 Decimation Filter [116]

The output of the %1 order modulator contains very little quantizatioaise at low
frequencies and the power spectral density (PSDhefoutput noise grows rapidly
with increasing frequencies. Hence, the signal danid, f,, must be a lot smaller than
half the sampling frequenciy2, and if the modulator is to be used as an ADE€ aut
of band noise must be removed by a digital low gdss (LPF). Afterwards, the
LPF’s output signal may be decimated, thereby reduthe sampling rate to the
nyquist sampling frequency,k The requirements of the LPF are that the gaiparse
should be flat and large over the signal band feemo tof,, and very small betwedp
andf42. Often, it is also desirable to have a flat gralelay response in the signal
band.

There are two classes of digital filters and cardétrmined by their impulse
response [117]. They are Finite Impulse Responk®) @nd Infinite Impulse Response
(IIR). The main differences between the two typelters are that the FIR filters have
a unit sample response of finite length and theeetp system function which is a
polynomial in Z*. All the poles of the system function are at thigin and therefore do
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not effect the shape of the response. IIR filteageha unit sample response that is of
infinite duration. FIR filters are less sensitiverbunding errors in the coefficients and
computation. They are incapable of becoming unstablihereas, IIR filters can
produce oscillations as a result of non-linearsysed by overloading or quantization
errors [116, 117].

The advantages of using a FIR topology as appaseahtlIR filter are as
follows [116, 117]. They can easily be designed"fimear phase". Linear-phase filters
would delay the input signal, but do not distost [thase. They are relatively easy to
implement. On most DSP microprocessors, the FIButtion can be done by looping
a single instruction. They are suited to multi-rajgplications; either "decimation”
(reducing the sampling rate), "interpolation” (easing the sampling rate), or both.
Whether decimating or interpolating, the use of Hlfers allows some of the
calculations to be omitted, thus providing an intaot computational efficiency. In
contrast, if IIR filters are used, each output mhbet individually calculated, even
though the output may be discarded, so the feedbdicke incorporated into the filter.
They have desirable numeric properties. In practiak DSP filters must be
implemented using "finite-precision” arithmetic tha a limited number of bits. The
use of finite-precision arithmetic in IIR filtersue cause significant problems due to the
use of feedback, but FIR filters have no feedbamktaey can usually be implemented
using fewer bits. The FIR filter can be implementisthg fractional arithmetic. Unlike
lIR filters, it is always possible to implement dRFfilter using coefficients with
magnitude of less than 1 and the overall gain efRIR filter can be adjusted at its
output, if desired. This is an important consideraivhen using fixed-point DSP's, as
it makes the implementation easier.

The disadvantages of using an Impulse Responsg flltBr are as follows.
They are more susceptible to problems of finiteggtenarithmetic, such as noise
generated by calculations, and limited cycles. Thes direct consequence of feedback:
when the output is not computed perfectly and @ lieck, the imperfection can
compound. It is more difficult to implement the IlRing fixed-point arithmetic. They
do not offer the computational advantages of Flier8 for multi-rate (decimation and
interpolation) applications.

This latter condition can be satisfied by usingireedr phase finite impulse
response (FIR) LPF. Since the output signal ofrttoglulator is a single bit stream, it

may be practical to use a single-stage high ordeat-phase FIR filter, since there are
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no actual multiplications required between the dampf the signal and the weights of
the taps. In general, however, it is usually mdfieient and economical to carry out
the filtering and decimation in stages. The moshimmnly used stage for the filter is a
sinc filter. A sinc filter is an FIR Filter with N- delays and N equal-valued tap
weights, which computes a running average of tpatidata stream. The output of the

sinc filter can be represented by:

P4

-1

y(n) = x(n—i) (5.18)

S
N

1l
o

Its impulse response is given by

/N ,if(0snsN-)
n) = _ A
(") { 0 ,otherwise (5.19)
The z-domain transfer function is given by:
11-z7"
H,(2) =— 5.20
1( ) N 1_ Z_]_ ( )
And thus its frequency response is
i inc(Nf)
H.(ei27) = sinc(
(&) “sinc(f) (5.21)

Where sindj is defined as (simf))/(11), hence the name of this filter.

An important advantage of the sinc filter is that $ingle-bit modulators it can
be realized very economically, using a counter ihaicremented for each +1 from the
modulator. Once in ever clock cycles, the output of the counter is clockeo a
register, and the counter is reset. Thus the owytfpytis a down sampled count of +1s
produced by the modulator over the lidstlock cycles.

The Decimation filter of th&% ADC that follows theA~ modulator is shown in
Figure 5-39. The filter performs both digital filieg and down-sampling of the single

bit input data stream form the modulator. The dedture of the decimation filter
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consists of a counter, a clock divider and a regisinaking it suitable for time
measurement architectures as it is small and easyegrate. The divide-by ratio of the
clock divider is set equal to the oversamplingad®SR) of theAZ modulator, in this
case the OSR is set to 32.

Fromax V(N n 0
Modulator D—N:K ~—/—» DataOut
Counter Register W(n)
RST
CLK — y
cK
N CLKN

Figure 5-39: Decimation Filter

A MATLAB® implementation of the 16 tap low pass da&iFIR filter is shown in
Figure 5-40.
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Figure 5-40: Filter output response
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5.7.7 Simulation results

In order to verify the performance of the proposieting measurement architecture

based on the time-to-digital conversion method gisire homodyne technique shown

in Figure 5-41.

- AS ADC

AL Decimation
Modulator Filter

Vm Vdc

» LPF

Mixer

Figure 5-41: Proposed time measurement architecture

The circuit level designs, considered in sectid®) #ere implemented using a Ot
CMOS process. Using the SPECTRE® simulator togethién foundry transistor
models, the relationship between timing resolutsord the output of the LPF was
simulated. Jitter was applied to the referencekckgnal using a divide-by-2 module.
Therefore, the reference frequency was set injitialltwice the frequency of the input
clock signal. The divide-by-2 module models a jitdé 1% of the clock frequency on
the output signal. The verilog code for the modslshown in Appendix D. Figure 5-
42 shows the output of the LPF when the input plikday of the two clock signals
was varied from O to 500fs. As it can be seengtiea linear relationship between the

voltage output and the phase difference of thetiapiexpected.
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Figure 5-42: Simulated relationship between timing resolution aththe output of the LPF

To further demonstrate the correct operation of piieposed time measurement
architecture, Figure 5-43 shows a simulation of talock inputs Clock in and
Clock_rej with a phase differenc&®) of 40fs (top plots), the mixer and filter outputs
are shown in the third and forth plot respectivatyl the output from th&> modulator

is shown in the fifth plot.
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Figure 5-43: Input and output waveforms of the proposed architectte.
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Table 5-2 shows the simulation results of the timeasurement architecture with

various input time differences representing a pgagpian delay type measurement.

Measurement type | Input difference [fs] Count
Propagation delay 42 4
Propagation delay 85 7
Propagation delay 110 9
Propagation delay 200 15
Propagation delay 300 21
Propagation delay 400 27
Propagation delay 500 33
Propagation delay 600 39
Propagation delay 700 45
Propagation delay 800 51
Propagation delay 1000 65

Table 5-2: Propagation delay results

Figure5-44 shows the plot of f the propagation tmeasurement against the digital

output count.
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Figure 5-44: propagation delay versus output count
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Table 5-3 shows the tolerance on the count on pagation delay time measurement
of 42fs. As can be seen the count does not chdraertuch over process, voltage and
temperature as expected. This is because the agcofdheA> ADC converter does
not depend on component matching, precise samplé&ald circuitry or trimming and
only has a small amount of analogue circuitry tisaaffected by process variations.
Therefore, most of the variation is caused by #diex stages, such as the mixer and

the low pass filter circuits that create the DCtagé prior to thé> ADC converter.

Process corner Propagation delay [fs] | Count

tt, 27degC, 1.2V 42 4
ff, 125degC,1.2V 42 5
ff, 80degC, 1.2V 42 5
ss, -40degC,1.2V 42 3

Table 5-3: Propagation delay tolerance results

The following plot shown in Figure 5-45 shows therrent consumption of the
homodyne time measurement architecture. The tag plmow the current consumption

of the digital supplies and the bottom plot showe turrent consumption of the

analogue supplies.
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Figure 5-45: Time measurement architecture current consumjpbn
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To give insight into the silicon area, careful laydechniques, such as common
centroid layout of critical transistors (e.g. inftdnsistors of opamp and comparator
circuits), separated analogue and digital layoutssewused to reduce offsets and
switching noise that would affect the overall pemiance of the time measurement
architecture. In Figure 5-46 the time measuremerd shows a silicon area of 160

by 155um, making it attractive for high resolution on-chime measurement.
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Figure 5-46: Layout of time measurement core

5.8 Concluding remarks

This chapter has presented a new high resolutroa theasurement architecture. Un
like previous approaches for time-to-digital corsien, it has been shown that such a
technique is effective in achieving high resolutimintens of femtoseconds which is

needed for high performance VLSI devices operatiith clock frequencies of tens of
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gigahertz. This has been made possible throughoppate selection of mixer, filter

and data conversion techniques. Simulations usiPBCI RE models based on the
0.12um CMOS process show that measurements are capahl@ wesolution of 42fs

which is the highest reported-to-date.
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Chapter 6

Conclusions and Further Research

Directions

6.1 Conclusions

This thesis has identified the existing problemmgicurrent external automatic test
equipment (ATE) for on-chip timing measurementseSéhproblems have been brought
about by technology scaling increasing to tens biz@ver the last decade. Current
ATE tends to use the same technology and hence dapsd the leading edge
developments. Finding a solution that is on-chipésoming crucial in reducing the
electrical distance between the tester and the @dalok core under test. Although
recent research has produced some solutions usiegamplifiers, vernier delay lines
and other time-to-digital converter method. In thisrk, a different approach was
pursued, focusing on the issue of multiple time sneaments using a single high
resolution embedded test core that not only redticeselectrical distance but also
reduces the number of test resources availablénign-n this thesis, two on-chip time
measurement architectures have been proposed aadadysis of the contributions
presented is given as follows.

In Chapter 3, a programmable time measurement tacthie has been
proposed to address multiple time measurementg asgingle test core. The proposed
architecture is based on the time-to-digital (TD@gthod using the dual-slope
technique and does not require additional or dapba of circuitry, which is often the
case for other architectures. A key feature ofpgtaposed architecture is its ability to

be programmable. The architecture is capable ofimgakour different types of
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measurements. They are rise and fall times, pulséhvand propagation type time
measurements. Simulations based on a 1.2V CMOSgsahow that it is possible to
obtain these multiple measurements with high resolu

Chapter 4 presents a detailed implementation amdication of a prototype
chip of the programmable time measurement architecfabricated using a 1.2V
CMOS process. The high performance of the time nmeasent architecture is
achieved by the use of careful consideration of tise of mixed-signal layout
techniques, such as minimisation of noise and nmtismaf devices. This was achieved
through the use of common centriod layout techrsgaad shielding of carefully
selected components.

The advantage of this programmability and flexipilis in the ability to
perform different types of on-chip time measureraaand the potential to reduce the
overall time cost of chip testing. Another advaetad this architecture is that it can be
easily automated. Automation of on-chip time measwant testing is possible using
the proposed PTMA using either an on-chip embeddiedooontroller or an off-chip
programmable device such as a field programmalieagaay (FPGA).

Realising the potential of the fabricated programi®matime measurement
architecture, chapter 5, has proposed a novel timeasurement architecture that is
capable of tens of femtosecond timing measuremditits. was achieved using the
TDC method using the homodyne technique. This tigcienuses a different approach
to the problem of sub picoseconds by means of afogne/RF solution. It has been
shown that by using a TDC incorporating a frequemnmmain method, higher
resolutions are capable compared with time domaithads.

With regards to the practicality of these two timeasurement architectures,
the number of time measurement architectures redjwn a chip, will be determined
on how large the chip is and how much is to bestestVith small designs only one or
two time measurement blocks may be required andctimmections can be easily
multiplex. However, in larger SoC devices where @i¢Ts are placed far apart from
one side of the chip to the other, then there maymlore time measurement blocks
required, simply to minimise the parasitcs from BT to the time measurement
block.

Although setup and hold times on register files amsportant time
measurements on digital circuitry, often rise aalll tfme specifications are important

in analogue and mixed-signal circuits. Therefordye tProgrammable Time
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Measurement Architecture (PTMA) proposed in Chaptes @iore suited to analogue
and mixed signal SoC devices for signal conditignamd sensor applications. While
the Homodyne TDC is more suited for digital apgimas where setup and hold times
on register files are more important.

If only a few time measurement blocks are includtiin a design, in order to
guarantee the length of signal paths to the meammeblock, if it is required to be
multiplexed, is to ensure that all the tracks thi@ connected from the CUT and the
measurement block are wide and short as possildet@anguaranteed not to use
minimum width metal tracks. This is in order to eganinimise the parasitics from the
CUT to the time measurement block.

Furthermore both of these time measurement artchie are analogue in
nature. Therefore, as device dimensions are scaed they are susceptible to process
variations. Although the designs of both the pre&posme measurement blocks have
used known design and layout techniques to minipieeess variations

In conclusion, this thesis has presented two detaildesigns and
implementations for on-chip time measurement tgsfline two architectures proposed
are a significant contribution to the developmeiiit om-chip time measurement
architectures and increase its potential for tgstihcurrent and future CMOS system-

on-chip devices.

6.2 Further research directions

Based on the work in this thesis, the followingevant future research directions have

been identified and are briefly outlined as follows

Higher resolution single shot time measurement architectures:
It has been shown in chapter 5 that a high resmiuime measurement architecture
with tens of femtosecond timing resolution is cdpabut as on-chip clock frequencies

continue to increase higher resolutions may alseqeired.

Parallel time measurement architectures:
One of the limitations of current time measuremanchitectures is that they can only
perform time measurements sequentially. The adgantaf performing time
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measurements in parallel could reduce the oveeall time even further. Currently,
time measurement architectures can be duplicatddptated on a single piece of
silicon at a required location near to the coreenniést (CUT). However, placing
numerous architectures on the same test node sege¢he parasitics on that node and
thereby increases the problem of accuracy. Thexefesearch into time measurement

architectures that can perform time measuremergarnallel would be of great value.

Period to non periodic signal generation:

Currently, only period signals can be applied te thme measurement architecture
based on the homodyne time-to-digital conversio@B) technique described in
chapter 5. Therefore, research into techniquesefodering a periodic signal to a non-
periodic signal will allow this architecture to neakther types of time measurements,
such as, rise and fall time measurements thateseded for on-chip time measurement

tests.

On-chip calibration for the homodyne timeto digital conversion (HTDC) technique:

A feature of the HTDC method is that it has a sntejout foot print (16Qm by
155um) but an on-chip calibration circuit is still retpd. Therefore, depending on the
size of the calibration circuit the size of the @letime measurement architecture will
increase and this could be at least half the siz¢he time measurement core.
Therefore, research into on-chip calibration scteraed incorporating it into the
Homodyne Time to Digital Converter (HTDC) methodtiwaut reducing the overall

performance is required.

Incorporation in the |EEE 1500 standard:

The IEEE 1500 standard is a core level solution wad developed to facilitate test
integration and test reuse. Its purpose is to pewa uniform interface between the
embedded cores and the test access circuitry. éf brierview of the IEEE 1500

standard is described in Appendix A. Addition reskain to how and where time

measurement architectures, such as PTMA and the HJil@osed in chapter 3 and

chapter 5 respectively, are integrated into thasdard is required.
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Appendix A

|IEEE Standard 1500

To facilitate SoC testing a new standard has beeently approved and is known as
the IEEE 1500 standard [13, 118, 119]. The purpaisinis standard is to provide a

uniform interface between the embedded cores amdeibt access circuitry which is

similar to the Joint Test Action Group (JTAG) megisan associated system on board
level testing [8]. The IEEE 1500 standard is a devel solution and was developed to
facilitate test integration and test reuse. TheHEBEandard 1500 defines a collection of
wrapper interface ports that fall into two categeriWrapper serial ports, wrapper
serial input (WSI) and wrapper serial output (WS¢ used for serial access and
wrapper parallel ports, wrapper parallel input (WRhd wrapper parallel output

(WPO), for parallel access. Figure 1-9 shows th&HEstandard 1500 wrapper

architecture.
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Figure A-1: IEEE Standard 1500 wrapper architecture [120]
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The IEEE standard 1500 wrapper architecture canefsan instruction register known
as the wrapper instruction register (WIR). The wepinstruction register (WIR)
configures the 1500 wrapper into different modesopération determined by an
instruction shifted into the WIR register. A wrapfp®undary register (WBR) provides
access to the core terminals where data can beedhitaptured, updated and
transferred. A wrapper bypass register (WBY) isvimted as a bypass in serial mode. It
is intended for use when several IEEE 1500 wrappees chained together, thus
providing a minimum length scan path through thapper.
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Appendix B

Switch Control Block

The following verliog RTL code for the switch comitblock within the programmable
input block (PIB) of the Programmable time measweimarchitecture (PTMA) is
shown below. This code was used to simulate a nsigmhl simulation of the PIB

module.
/I Verilog HDL for "matt_scratch", "CTL_BLOCK5_s"" functional”
module CTL_BLOCKS5_s( dvdd, dvss, model, modeO, cmp_ in, sw, start);

input dvdd, dvss, model, modeO, cmp_in, start;
output [6:0] sw;

reg [6:0] sw_reg;

initial

begin

sw_reg= 7'b0000000;
end

always@(model or mode0 or cmp_in)
begin

case ({model, mode0, cmp_in})
3'b000: // rise time

begin
if cmp_in==0)
sw_reg = 7'b0001001;
else

sw_reg = 7'b0000110;
end
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3'b101: // Fall Time
begin
if cmp_in==0)
sw_reg = 7'b0000110;
else

sw_reg = 7'b0001001;

end

3'b110: // Pulse Width
begin

sw_reg = 7'b1000001;
end

3'b111: // Propagation

begin
sw_reg = 7'b1000001;
if (cmp_in ==1)
sw_reg = 7'b0110000;
end

default: sw_reg = 7'b0000000;

endcase
end
assign sw[6:0] = sw_reg[6:0];

endmodule

140
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Appendix C

Test chip Microchip PIC 18F2030 test

program

In order to validate the fabricated test chip floe programmable time measurement
architecture (PTMA), described in chapters 3 anitié Microchip PIC 18F2030 device
is used for programming the four different modesheftest chip. The following shows
the program used for the PIC microcontroller. Thhegpam consists of a number of
subroutines and a main program. There are fourostibes for each of the four
programmable modes of PTMA. Each subroutine setthesignals for the operation
of the device within the required mode. The maiogpam sets up the input and output
ports of the device and configures the test chipafparticular mode and then calls the
subroutine for the required test mode of the thgi.Currently, the program is set for a
rise time measurement and therefore the main pmogedls the subroutinklODEL, in
order to configure the device for a different pegming mode, for example a
propagation delay, the main program should be dadhng call subroutindODEA4.

For example:

CALL MODE4

title "PIC18F2030 MC0O1TDC PROGRAM"

; Matthew Collins
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; Date : 22/03/06 REV: 1

: For PIC18FXXX
: Function

; Program MCO1TDC Module
list p=18f452

; Include file, change directory if needed
#include <p18f452.inc>

; Start at the reset vector
Reset Vector code 0x000

; Start application beyond vector area
code 0x002a

goto init

jrmmiiis THE SUBROUTINES START HERE
init ; the Program starts here

skkkkkkkk MEMORY EQUATES *khkkkkkkk
; You define names and allocation as required by the program

goto  start

MODEI1 ; Rise Time Measurement

bcf PORTB,RB3 ;set PORTB BIT3 High (MODEOQ)
bcf PORTB,RB4 ;set PORTB BIT4 High (MODEL1)
bsf PORTB,RB5 ;set PORTB BIT5 High (START)
;Vin_ 1
bcf PORTB,RBO ;set PORTB BIT6 High
bcf PORTB,RBO ;set PORTB BIT6 Low
bcf PORTB,RBO ;set PORTB BIT6 Low
bcf PORTB,RBO ;set PORTB BIT6 Low
bsf PORTB,RBO ;set PORTB BIT6 High
bsf PORTB,RBO ;set PORTB BIT6 High
bsf PORTB,RBO ;set PORTB BIT6 High

MODE?2 ; Fall Time Measurement

bcf PORTB,RB3 ;set PORTB BIT3 High (MODEO)
bsf PORTB,RB4 ;set PORTB BIT4 High (MODEL1)
bsf PORTB,RB5 ;set PORTB BIT5 High (START)
bsf PORTB,RBO ;set PORTB BIT6 High
bsf PORTB,RBO ;set PORTB BIT6 High
bsf PORTB,RBO ;set PORTB BIT6 High
bcf PORTB,RBO ;set PORTB BIT6 Low
bcf PORTB,RBO ;set PORTB BIT6 Low
bcf PORTB,RBO ;set PORTB BIT6 Low

MODES3 ; Pulse Width Measurement

bsf PORTB,RB3 ;set PORTB BIT3 High (MODEDO)
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bcf PORTB,RB4 ;set PORTB BIT4 High (MODEZ1)
bsf PORTB,RB5 ;set PORTB BIT5 High (START)
;Vin_ 1

bcf PORTB,RBO ;set PORTB BIT6 High

bcf PORTB,RBO ;set PORTB BIT6 Low

bcf PORTB,RBO ;set PORTB BIT6 Low

bcf PORTB,RBO ;set PORTB BIT6 Low

bsf PORTB,RBO ;set PORTB BIT6 High

bsf PORTB,RBO ;set PORTB BIT6 High

bsf PORTB,RBO ;set PORTB BIT6 High

bcf PORTB,RBO ;set PORTB BIT6 Low

bcf PORTB,RBO ;set PORTB BIT6 Low

bcf PORTB,RBO ;set PORTB BIT6 Low

bcf PORTB,RB5 ;set PORTB BIT5 Low (START)

MODE4 ; Propagation Delay Measurement

bsf PORTB,RB3 ;set PORTB BIT3 High (MODEO)
bsf PORTB,RB4 ;set PORTB BIT4 High (MODEZ1)
bsf PORTB,RB5 ;set PORTB BIT5 High (START)
;Vin_ 1
bcf PORTB,RBO ;set PORTB BIT6 High
bcf PORTB,RBO ;set PORTB BIT6 High
bcf PORTB,RBO ;set PORTB BIT6 High
bsf PORTB,RBO ;set PORTB BIT6 High
;Vin_2
bcf PORTB,RB1 ;set PORTB BIT6 Low
bsf PORTB,RB1 ;set PORTB BIT7 High

;******** MAI N P ROG RAM Kkkkkkkk

start
clrf PORTB ; Clear PORTB
clrf TRISB ; PORTB all outputs
clrf PORTA ; Clear PORTA
clrf TRISA ; PORTA all outputs

PWRUP bcf  PORTB,RBO ;set PORTB BITO High (PWRUP)

BGAP_EN bcf  PORTB,RBL1 ;set PORTB BIT1 High (BGAP_EN)

NO_MEM bsf  PORTB,RB2 ;set PORTB BIT2 High (No_MEM)
CALL MODE1

end ;and ends here - this must appear on the last lihe pfagram so the assembler knows
where to stop
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Appendix D

Divide-by-2 with Jitter

The following Verilog® code describes a divide-byr2quency divider that is based
on the frequency divider from www.designers-guidg.d he divide-by-2 module was
used to model jitter on the input clocks to the eniand LPF in the HTDC and the

result of the output simulation can be seen inice®&.7.7.

/I Verilog HDL for "matt_scratch", "divideby2" "fun ctional"
module dividerby2 (clk_out, clk_in);

output out;

electrical out;

input in;

electrical in;

parameter real vh = 1.2; // output voltage high
parameter real vl = 0.0; // output voltage low

parameter real vth = (vh + vl)/2; // threshold volt age

parameter real tt = 1p from (O:inf); // transition time

parameter real tdel = 1p from (O:inf); // delay fro m input to output
parameter real jitter = 5f from [O:tdel/5); // edge -to-edge jitter

integer count;
integer n;
integer seed;
real delta_t;

analog begin
@(initial_step) seed = -311;
@(cross(V(in) - vth, +1)) begin
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count = count + 1;
if (count >= 2)
count = 0;
n = (2*count >= 2);
delta_t = jitter*$rdist_normal( seed, 0 ,1);
end

V(out) <+ transition(n ? vh : vl, tdel + delta_ t, tt);
end

endmodule
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Appendix E

Publications

During the course of this research, a number ofeaave been published for

publication, in [22-24] and these are listed below.

e M. Collins, B. M. Al-Hashimi, and N.Ross,A* Programmable Time
Measurement Architecture for Embedded Memory Characterizaion”,
Proceedings of the Y0EEE European Test Symposi(T S'05) pp. 128-133,
Tallinn, Estonia, May 2005

* M. Collins, B. M. Al-Hashimi and P. R. Wilson, Oh-chip timing
measurement architecture with femtosecond resolutidn IEE Electronics
Letters vol. 42, issue 9, pp. 582-583, 27th April 2006

e M. Collins and B. M. Al-Hashimi, On-Chip Time Measurement
Architecture with Femtosecond Timing Resolutiori, Proceedings of the 11th
IEEE European Test Symposium (ETS'(f). 103-108, Southampton, UK,
May 2006
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