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UNIVERSITY OF SOUTHAMPTON
ABSTRACT

FACULTY OF ENGINEERING, SCIENCE AND MATHEMATICS
SCHOOL OF ELECTRONICS AND COMPUTER SCIENCE

Doctor of Philosophy

Low-Bit-Rate Joint Source-Channel Decoding Aided Wireles Video Communications

by
Nasru Minallah

Detailed wireless video structures employing novel chhooding schemes for enhancing the achievable per-
formance are designed. Although there is a plethora of gaperboth robust video transmission, iterative
detection and video telephony, there is a paucity of upate-desearch studies on the unified treatment of the
topic of near capcity multimedia communication systemsgidierative detection aided joint source-channel
decoding employing sophisticated transmission techsiqliberefore in this thesis we focus our attention not
only on the source and channel coding but also on their iteralecoding and transmission. Initially, we in-
vestigated the H.264 codec’s error sensitivity. The pdradly more important bits were provided with more
strong protection relative to less important bits using dira Error Protection (UEP) by applying different-rate
Recursive Systematic Convolutional (RSC) codes.

We then further improved the attainable performance of a{Patrtitioned (DP) H.264 coded video trans-
mission system using UEP based IrRegular Convolutionale€¢tRCC). An iterative detection aided com-
bination of IRCC and a raté-precoder was used to improve the overall BER performancet@mehance
the objective video quality expressed in terms of the Peghkasito-Noise Ratio (PSNR)More specifically,
we exploited the the innate UEP capability and high desigxitillity of IRCCs, which are constituted by
different-rate subcodes capable of maintaining an extellerative decoding performance. In contrast to reg-
ular convolutional codes, which encode the entire segnfeheasource signal using the same code, the IRCCs
introduced encode the source signal by splitting it intansegts having specifically designed lengths, each of
which is encoded by a code having an appropriately desigode-ate. A novel Extrinsic Information Trans-
fer (EXIT) chart matching procedure was used for the desfgruospecific IRCC which allowed us to design
near-capacity schemes.

Additionally, we developed a novel Unequal Source-Symbobgbility Aided (USSPA) design, which is
capable of further enhancing the subjective video qualtyexploiting the residual redundancy that remains
in the source-coded stream after encoding. Furthermorgromosed a family of Short Block Codes (SBCs)
designed for guaranteed convergence in Iterative Souhegwizl Decoding (ISCD). The DP H.264 source
coded video stream was used to evaluate the performance system using SBCs in conjunction with RSCs
for transmission over correlated narrowband Rayleighnizadihannels. The effect of different SBC schemes
having diverse minimum Hamming distancég; (,;,) and code rates on the attainable system performance was
quantified, when using iterative SBSD and channel decogihde keeping the overall bit-rate budget constant

IPSNR is the most widely used and simple form of objective wigeality measure, which represents the ratio of the peakas p
signal to the root mean squared noise [1].



by appropriately partitioning the total available bit ratgdget between the source and channel codecs. EXIT
charts were used for analysing the attainable system peafce and it was observed from the EXIT-chart
analysis that the convergence behaviour of ISCD is subalignimproved with the aid of SBCs.

The above-mentioned investigations evolved further bigiésg more sophisticated non-coherent-detection
aided space time coding based Multiple-Input Multipleq@utMIMO) schemes for near-capacity video trans-
missions without the need for any high-complexity MIMO chahestimation. Space time coding constitutes
an effective transmit diversity technique of compensatimg effects of wireless channels by exploiting the
independent fading of the signal transmitted from multgahéennas. Space-time coding is capable of achiev-
ing a substantial diversity and power gain relative to itgy-input and single-output counterpart, which is
attained without any bandwidth expansion. More specificale proposed a new near-capacity Sphere Pack-
ing (SP) modulation aided Differential Space Time SpregdidSTS) design for the transmission of the video
coded stream. SP modulation is a specific scheme, which airanthe highest possible Euclidean distance of
the modulated symbols, while constitutes DSTS a low-corigléIMO technique that does not require any
channel estimation, since it relies on non-coherent detect

Finally, in order to circumvent the BER floor imposed by cami@nal two-stage turbo-detection schemes,
we considered jointly optimised three-stage source andreiladecoding arrangements employing serially
concatenated and iteratively decoded SBCs combined witR@ &hd multi-dimensional SP modulation. The
mutual information between the SBC, URC and SP constituemiponents is iteratively exploited in a turbo
process in order to improve the overall BER and objectiveiduality in terms of the PSNR. The resultant
coded signal was transmitted using a non-coherently aatddSTS MIMO-aided transceiver designed for
near capacity JSCD. The performance of the system was é@dlbg considering interactive video telephony
using the H.264/AVC source codec. Again, the convergenbaweur of the MIMO transceiver advocated was
investigated with the aid of EXIT charts.



Acknowledgements

I will like to express my gratitude to my supervisor, Profaskajos Hanzo for his kindness, guidance and
support. | am really obliged to him for his gracious assistannvaluable guidance and inspirational attitude
during my supervision. | consider myself very fortunate éclmember of this learned research group and have
greatly benefitted from its vast expertise, precise metlobddssearch and the sincerity of its members towards
the pursuit of knowledge.

| will like to appreciate the support provided to me by all molleagues. | would also like to express my
gratitude to Dr. Rob Maunder and Dr. Mohammed El-Hajjar f@it support and sharing their knowledge. |
am grateful to Dr. N. S. Othman for her assistance. Spec#ikhto my colleagues Dr. Raja Ali Riaz and
Muhammad Fasih U Butt for their utmost kindness and oveoaltteir friendship.

| also gratefully acknowledge the financial support | reedifrom the University of Engineering & Tech-
nology, Peshawar under the auspices of the Higher Educ@tommission, Pakistan.



DECLARATION OF AUTHORSHIP

[, Nasruminallah,

declare that the thesis entitled

Low Bit-Rate Video Joint Source-Channel Decoding Aided Wieless Communication

and the work presented in the thesis are both my own, and lemsredenerated by me as the result of my own
original research. | confirm that:

¢ this work was done wholly or mainly while in candidature fareaearch degree at this University;

e where any part of this thesis has previously been submitted flegree or any other qualification at this
University or any other institution, this has been cleathted;

e where | have consulted the published work of others, thisnays clearly attributed;

e where | have quoted from the work of others, the source isyavgaven. With the exception of such
guotations, this thesis is entirely my own work;

¢ | have acknowledged all main sources of help;

e where the thesis is based on work done by myself jointly wittecs, | have made clear exactly what was
done by others and what | have contributed myself;

e parts of this work have been published as: [2-11].

Signed: Nasru Minallah
Date: 15 June 2010

Vi



List of Publications

Journal Papers:

. Nasruminallah and Lajos Hanzo, “Short block codes for guaranteed conmermye soft-bit assisted itera-
tive joint source and channel decoding”, IEE Electronicidrs, pp. 1315-1316, September 2008.

. Nasruminallah and Lajos Hanzo, “EXIT-Chart Optimised Short Block Codeslferative Joint Source and
Channel Decoding in H.264 Video Telephony”, IEEE Transaxtion Vehicular Technology, April 2009.

Conference Papers:

. Nasruminallah and M. El-Hajjar and Noor Othman and A.P. Quang and Lajos Blafver-Complete
Mapping Aided, Soft-Bit Assisted Iterative Unequal Erraotection H.264 Joint Source and Channel
Decoding”, in Proceedings of the IEEE Vehicular Technol@pnference IEEE VTC’08 (Fall), Septem-
ber 2008.

. Nasruminallah and Lajos Hanzo, “Convergence Behaviour of Iteratively @kl Short Block-Codes in
H.264 Joint Source and Channel Decoding”, in ProceedingiseofEEE Vehicular Technology Confer-
ence IEEE VTC’08 (Fall), September 2008.

. Du Yang andNasruminallah and Lie-Liang Yang and Lajos Hanzo, "SVD-aided Unequalt&rtion Spa-
tial Multiplexing for Wireless Video Telephony”, in Proadiags of the IEEE Vehicular Technology Con-
ference IEEE VTC'08 (Fall), September 2008.

. Nasruminallah, Robert G. Maunder,and Lajos Hanzo, “Iterative Detectiodedl H.264 Wireless Video
Telephony Using Irregular Convolutional Codes”, in Pratings of the IEEE Vehicular Technology
Conference IEEE VTC’'09 (Spring), April 2009.

. Nasruminallah, Mohammed El-Hajjar and Lajos Hanzo, “Robust Transmissibil.264 Coded Video
Using Three-Stage Iterative Joint Source and Channel Dregdsubmitted in IEEE Globecom 2009
Wireless Communications Symposium, April 2009.

. Nasruminallah and Lajos Hanzo, “Exploiting Redundancy In Iterative H.26¢ht Source and Channel De-
coding For Robust Video Transmission”, in Proceedings eflEEE Vehicular Technology Conference
IEEE VTC’10 (Spring), April 2010.

. Nasruminallah, Mohammad Fasih Uddin Butt, Soon Xin Ng and Lajos Hanzo, 84.2Vireless Video
Telephony Using lteratively-Detected Binary Self-Comeatted Coding”, in Proceedings of the IEEE
Vehicular Technology Conference IEEE VTC'10 (Spring), Ag010.

. Nasruminallah, Mohammed El-Hajjar and Lajos Hanzo, “Iterative H.264 $euand Channel Decoding
Using Sphere Packing Modulation Aided Layered Steered &pane Codes”, in Proceedings of the
IEEE International Conference on Communications (IEEE’KDY; May 2010.

Vii



Contents

Abstract iii
Acknowledgements %
List of Publications vii
List of Symbols XV
1 Basics of Video Coding 1
1.1 HistoryofVideoCoding . . . . . . . . . . . . . e e 1
1.2 Analogue Video . . . . . . . . e e e e e e 1
1.2.1 Progressive and Interlaced Scanning . . . . .. .. ... ... ... ... ...,
1.3 Digital Video . . . . . . . . e e e e 3
1.4 Colour SPaces . . . . . . i e e e 3
1.5 Spatial Sampling Patterns . . . . . . . . . .. e e 4
1.6 ImageFormats . . . . . . . . . . e 5
1.6.1 SourcelnputFormat . . . . . . . . . . . . .. e 5
1.6.2 Common Intermediate Format . . . . . . . . . . ... ... 6
1.6.3 QSIF,QCIFand SubQCIF . . . . . . . . . . . . e . 6
1.7 Video Quality Evaluation . . . . . . . . . . .. e e e
1.7.1 Subjective Video Quality Evaluation . . . . . . .. ... ... ... ........
1.7.1.1 Average Subjective VideoQuality . . . . . . .. .. .. . ... ..... 7
1.7.1.2 Cumulative-Error Subjective Video Quality . . . . .. .. ... ... ..

viii



1.7.2 Objective Video Quality Evaluation . . . . .. .. .. ... ... .........

1.8 Fundamental Building Blocks of Video Compression . . ...... . . . ... ... .. ...
1.8.1 IntraframeCoding . . . . . . . . . ... e e
1.8.1.1 PredictiveCoding . . . . . . . . . . . . . . e

1.8.1.2 TransformCoding . . . . . . . . . . . . .. e

1.8.1.3 Quantisation . . .. . ... .. . .. .. .

1.8.2 Interframe Coding . . . . . . . . . .. e e
1.8.2.1 Motion Compensation . . . . . . . . . . ...

1.8.3 EntropyCoding . . . . . . . . . e e e
1.8.4 A Generic Low Bit-Rate Video Coding System . . . . . . . . ... ... .....

1.8.5 Building Blocks of Video Communications Systems

1.8.51 Pre-Processor . . . . . . . . . . i e
1.85.2 VideoEncoder . . . . . . . ...
1.853 Decoder . . .. . . . .
1.8.54 Post-Processor . . . . . . . .. . .. e
1.9 Video Compression Standards . . . . . . . . . . . . e e
1.9.1 OutlineofThesis . . . . . . . . . . . e
1.9.2 Novel Contributions . . . . . . . . . . . . e e
1.10 Chapter Conclusions . . . . . . . . . e e e e
1.11 Chapter SUMMArY . . . . . . o o e e e e e e e e e e e e s e e e
The H.264 Video Coding Standard
2.1 Introduction . . . . . .. L e e
2.2 Evolution of the H.264/AVC Standard . . . . . . . . . .. . ... ... ...
2.3 H.264/AVC HybridVideoCoding . . . . . . . . . . . . . .. .
2.4 H.264/AVC Video Coding Features . . . . . . . . . . . . e
2.4.1 Network Adaptation Capability . . . .. ... ... ... ... ... .......
2.4.2 Flexible Bit Stream Structure . . . . . . . . . . ..
243 ErrorResilience . . . . ... e
2.5 TheH.264 Video Coding Techniques . . . . . . . . . . . . . i iiiii i e i e e
2.5.1 BlockBasedIntra-Coding . . . .. .. .. .. . . . .. ..

0 o

10

10

11

14

14

15

25

26

28

30

31

33



2.6

2.7

2.8

29

2.5.2 Block Based Inter-Frame Coding . . . . . . . . . . .. e
2.5.2.1 P-Slice Based Inter-Frame Prediction . . . . . . . . ... .. ... ..
2.5.2.2 B-Slice Based Inter-Frame Prediction . . . . . . . . ...... .. ... ..

2.5.3 Block Based Transform Coding and Quantisation . . . .. ... .. .. ... ...

2.5.4 De-blocking Filter Within the PredictionLoop . . . . .. . .. ... ... ....

Entropy Coding . . . . . . . . e e e e e

Rate-Distortion Optimised Video Coding . . . . . . . . . . . ... . .. ... ...,

H.264/AVC Video Coding Profilesand Levels . . . . . . . . . . ... ... ... .....

2.8.1 Baseline Profile . . . . . . . . . e e

2.8.2 MainProfile . . . . . .. e

2.8.3 Extended Profile . . . . . . . . e

2.8.4 FRExt Amendment for High-Quality Profiles . . . . . . ... ... ... .....

Chapter Conclusions . . . . . . . . . . e e e

2.10 Chapter SUMMary . . . . . . . o e e e e e e e e e e e

EXIT Chart Aided Unequal Error Protection Based Video Tran smission

3.1

3.2

3.3

3.4

Introduction . . . . . . .. e
lterative Detection . . . . . . . . . . . e
Binary EXIT Chart Analysis . . . . . . . . . . . . e e e
3.3.1 EXIT Characteristics of the Inner Decoder . . . . . .. .. ... . ... .....
3.3.2 EXIT Characteristics of the Outer Decoder . . . .. .. ...... .. ... .....
3.3.3 Extrinsic Information Transfer Charts . . . . . .. ... ... ... ........
Component Codes for Iterative Detection . . . . . . . . . . ... . . .
3.4.1 Recursive Systematic Convolutional Codes . . . . .. ... ... .. .. ....

3.4.1.1 Recursive versus Non-Recursive Codes . . . . . .. .. ........

3.4.1.2 Systematic versus Non-SystematicCodes . . . . . .. ... .. .. ..

3.4.1.3 Trellis Termination . . . ... ... ... . ... ... ... .. 0...
3.4.2 rregular Coding . . . . . . . . . e e e e e
3.4.3 Applications of Irregular Coding . . . . . . . . . . . . .. e e

3.4.3.1 Near-Capacity Operation . . . . . .. .. .. . ... i

3.4.3.2 Joint Source and ChannelCoding . . . . . .. ... .. .. cuu...

42

44

45

47

60

63

63

67

69

70

71

71

71



3.4.3.3 Unequal Error Protection . . . .. ... ... ... .. .. . . u.a... 75

3.5 InputVideo Source . . . . . . . . e e e e e e 76
3.6 Hierarchical Structure of the H.264 Coded Video Stream. .. . . . . . ... ... ... .. 77
3.7 The H.264/AVC Bit-Stream Syntax . . . . . . . . . . . . . vt 77
3.8 H.264 Data-Partitioning . . . . . . . . . . . . e e 79
3.9 H.264 Error Sensitivity Study . . . . . . ... e e e 81
3.9.1 Error Sensitivity of Partition A . . . . . . . . ... .. e 81
3.9.2 Error Sensitivity of PartitionB . . . . . . .. ... ... o 83
3.9.3 Error Sensitivity of Partition C . . . . . . . . ... ... .o 84
3.10 Unequal Error Protection UsingRSC Codes . . . . . . . . @ e v v i v i i oo 85
3.10.1 System OVEIVIEW . . . . . . . o o e e e e e e e e e e e e 86
3.10.2 Performance Results . . . . . . . . . . . e 89
3.11 lIterative Detection Aided H.264 Wireless Video TelephUsingIRCC . . . . . ... .. .. 91
3.11.1 System OVEeIVIEW . . . . . . . e e e e e e e e e e e 91
3.11.2 IrRegular Convolutional Code Design . . . . . . . . . o v o v oo 92
3.11.3 The Proposed IrRegular Convolutional Code . . . . . ... ... ... ..... 94
3.11.4 EXITChart Analysis . . . . . . . . . e e e e 94
3.11.5 System PerformanceResults . . . . . . . .. ... .. ... ... ... 95
3.12 Chapter Conclusions . . . . . . . . . e e e e e 101
3.13 Chapter Summary . . . . . . . o e e e e e e e e 102
Robust Video Transmission Using Short Block Codes 103
4.1 IntroducCtion . . . . . . . e e e 103
4.2 Transmitter and Non-Iterative Receivers for Video Sraission . . . . . . .. ... ... .. 108
4.2.1 Source Encoding . . . . . ... e e e 108
4.2.2 Bitinterleaving . . . . . . . . e e e 109

4.2.3 Modulation and Equivalent Transmission Channel . ...... . ... ... .. ... 109

4.2.4 Non-lterative Receiver . . . . . . . . . . e 109
4.3 lterative Source-Channel Decoding Aided Receivers .. . . . . . . .. .. ... ... .. 110
4.3.1 Log-Likelihood Ratio. . . . . . . . . .. . . . . . . e e 110
4.3.2 lterative Source-Channel Decoding . . . . .. .. ... . oo v oo 110

Xi



4.3.3 Soft-Input/Soft-Output Channel Decoding . . . . . . ... ... . ... ..... 112
4.3.4 Unequal Source-Symbol Probability Aided DecodinthefSource Code . . . . . . . 114

4.3.4.1 Extrinsic Information Resulting From a Non-unifoParameter Distribution 114

4.3.4.2 Extrinsic Information Resulting From Parameterr€ation . . . . . . . . 115
4.4 Unequal Source-Symbol Probability Aided Decoding oRIESC Codes . . . . . . ... .. 116
4.4.1 SystemOVEIVIEW . . . . . . . o e e e e e e e 117
442 Performance Results . . . . . . . . ... e 118
4.5 Video Transmission Using SBC Based Iterative Sourcaer@bl Decoding . . . . . .. .. .. 121
4.5.1 Iterative Convergence Analysis Using Short Blocké&®od. . . . . ... ... .. .. 123
4.5.2 Design Example: SystemModel . . . . . . . . ... .. . . e 125
4.5.3 H.264 Coded Video Stream Structure . . . . . . . . . . . . o 126
45.4 The Proposed ShortBlock Codes . . . . . . . . . . . . .. wuuw.o..o.. 128
455 ExitChartAnalysis. . . . . . . . . . . . . e e e 128
45.6 System PerformanceResults . . . . . . . .. ... .. L e 129
4.6 Performance Analysis of EXIT-Chart Optimised SBCs dd$Rate-1 Inner Precoder . . . . . . 141
4.6.1 SystemOVEIVIEW . . . . . . . . e e e e e e e e e 141
4.6.2 Design Example . . . .. e e 141
4.6.3 EXITChartAnalysis . . . . . . . . . e e e 141
4.6.4 Performance Results . . . . . . . . ... .. 143
4.7 Performance Improvement of SBCs Using Redundant Sdapping . . . . . . ... .. .. 149
4.7.1 SystemModel . ... .. ... e 149
4.7.2 Redundant Source Mapping Assisted Iterative SoOta@snel Decoding . . . . . .. 149
4.7.2.1 RSMCoding Algorithm . . . . . .. .. ... .. .. ... ... .. 149
4.7.3 System PerformanceResults . . . . . . . . ... . L L e e 151
4.8 Chapter Conclusions . . . . . . . . . e e e 160
4.9 Chapter Summary . . . . . . . . . e e e e 161
Near Capacity Video Transmission System Design 163
5.1 Introduction . . . . . . . . e e e 163
5.2 Unequal Error Protection Video Using RSC Codes and SBAARISTS . . . . ... ... .. 168
5.2.1 Sphere Packing Modulation Based Orthogonal Design. . . . . . . ... ... .. 168

Xii



5.3

54

55

5.6

5.7

5.8

5.2.2 Near Capacity Differential Space Time Spreading . ...... . . ... ... ..... 169

5.2.3 Twin-Antenna Aided Differential Space Time Spregdin. . . . ... ... ... .. 169
5.24 SystemOVEIVIEW . . . . . . . . e e e e e e e e 171
5.2.5 Transmitterand Receiver . . . . . . . . . ... 171
5.2.6 Performance Results . . . . . . . . ... e 174
RSC Coded and SP Aided DSTS for Unequal Source-SymbbbBildy Aided UEP . . . . . 176
5.3.1 Unequal Source-Symbol Probability Aided Iteratieai®e Decoding . . . . . .. .. 177
5.3.2 SystemOVerview . . . . . . .. e e e e e 178
5.3.3 Unequal Source-Symbol Probability Aided Iteraticai®e-Channel Decoding . . . . 178
5.3.4 Performance Results . . . . . . . . . .. e 181
SBC Assisted UEP Video Using RSC Codes and SP-Modula®dsD. . . . . . . ... ... 183
5.4.1 ShortBlockCodes . . . . . . . . . . . 183
5.4.2 SystemOVEIVIEW . . . . . . . . e e e e e e e e 185
5.4.3 Short Block Code Based lIterative Source-Channeldiego. . . . . . ... ... .. 185
5.4.4 Performance Results . . . . . . . . ... e 187
Near Capacity EXIT-Chart Aided Iterative Source-Chardecoding . . . .. ... ... .. 189
5.5.1 Iterative Source-Channel DecodingModel . . . . . .. ...... . ... ... .... 190
552 SystemOVEervIEW . . . . . . . e e e e 190
5.5.3 EXIT Characteristics of Short Block Codes . . . . . .. ..... ... ...... 191
5.5.4 Performance Results and Discussions . . . . . . . ... ... ... ... 193
Iterative Telephony Using Three-Stage SystemDesign. . . . . . .. ... ... ... .. 205
5.6.1 Three-Stage System DesignExample . . . .. .. .. ... ... ... ..., 205
5.6.2 Three-Stage System Overview . . . . . . . . .. e e 205
5.6.3 Three-Stage lterative Decoding . . . . . . . . . . . .. e 207
5.6.4 Innerlterations . . . . . . . . . . ... 207
5.6.,5 Outerlterations . . . . . . . . . . . e e 207
56.6 EXITChartAnalysis . . . . . . . . . . e e e e e 208
5.6.7 System PerformanceResults . . . . . .. ... ... .. .. .. o .. 209
Chapter Conclusions . . . . . . . . . . e e e e 214
Chapter Summary . . . . . . . . . e e e e 215

Xiii



6 Conclusions and Future Research 217

6.1 Thesis Summary and Conclusions . . . . . . . . . . . . e e 217

6.2 Future Work . . . . . . . e 227
6.2.1 Efficient Coding/Transmission of High Bit-Rate Video. . . . . . .. .. ... ... 227
6.2.2 Scalable Video Coding/Transmission . . . . . . . . . . . ... .. 227
6.2.3 3D Video Coding/Transmission . . . . . . . . . . . . . i 228
6.2.4 VideoOverlIP . . . . . . e 228
6.2.5 Digital VideoBroadcasting . . . . . . . . . ... . e 229
6.2.6 Exploiting Redundancy in The Video Domain: . .. ... ............. 229
6.2.7 Cooperative Source and Channel Coding For WireledsovTransmission: . . . . . . 229
6.2.8 3D EXIT Chart Based Three-Stage System Design Usergtite Detection Aided

6.2.9

Bibliography

Glossary

Subject Index

Author Index

H.264 Wireless Video Telephony . . . . . . . . . . . ... . . . . . . . ... 229

Distributed Video Coding . . . . . . . . . . . . . . . . e 230

231

253

258

261

Xiv



List of Symbols

Yref@j)
Yproc(i,])
H(x)

8

fo

fa

T;

Xi

Xa

Xp

The pixel values of reference frame.

The pixel values of processing frame.

The entropy of symbat.

The generator polynomial of convolutional code.
The normalised Doppler frequency.

The doppler frequency.

The symbol duration.

The source coded bit-stream.

The patrtition A bit-stream.

The patrtition B bit-stream.

The patrtition C bit-stream.

The partition A bit-stream after interleaving.

The partition B bit-stream after interleaving.

The patrtition C bit-stream after interleaving.

The RSC coded stream of Partition A.

The RSC coded stream of Partition B.

The RSC coded stream of Partition C.

The received soft values of the transmitted stream.
The received soft values of Partition A.

The received soft values of Partition B.

The received soft values of Partition C.

The RSC decoded Partition A stream.

The RSC decoded Partition B stream.

The RSC decoded Partition C stream.

The deinterleaved RSC decoded Partition A stream.
The deinterleaved RSC decoded Partition A stream.
The deinterleaved RSC decoded Partition A stream.
The estimated source signal.

The interleaver.

The einterleaver.

The additive White Gaussian noise.

The noise power spectral density.

The complex AWGN variance.

The bit energy.

Thea priori information.

Thea posterioriinformation.
Theextrinsicinformation.

The minimum Hamming distance.

XV



Vin k The source coded parameters.

V,;,k The bit-mapped source coded parameters.

Vin The bit-mapped code book.

| Vin | The bit-mapped code book size.

| W | The length of mapped bit pattern.

P(x) The probability mass value.

LE?S] (x) The extrinsic information of channel decoder.

LE?S]PA(X) The extrinsic information of source decoder.

6(x) The reliability ofx.

Ia Thea priori information.

Ip Theextrinsicinformation.

P The XOR operation.

B The overlapped block in MCTI.

B The non-overlapped block in MCTI.

Hi1 The transformation matrix applied to all blocks of frame.

H?2 The transformation matrix of Hadamard transform of size.4x4
H3 The transformation matrix of Hadamard transform of size.2x2

L The number of legitimate Space-time signals.

R4 The four dimensional real valued Euclidean Space.

gl The sphere packing symbols.

Bsp The number of binary bits per sphere packing constellatjombl.
L The number of modulation symbols in the sphere packing Sigpalphabet.
Vi The source signal parameter set.

M The number of scalar source codec parameters per pararaeter s
a The fadding factor.

L[Celx)t](x) The extrinsic information from artificial channel codinglumdancy.
LE?S]P A(x) The extrinsic information from natural residual sourceursgancy.
S(1) The encoder trellis state fésth input bit.

71(.) The reliability information for each valid trellis stateatrsition.

af.) The contribution from preceding trellis stages.

Bi(.) The reliability information from succeeding trellis stage

Dy The soft information extracted from the demodulator.

K The number of bits per symbols.

M The number oR*-ary symbols.

P The number of parity bits.

A5 min The minimum Hamming distance.

R The coding rate.

I; The number of decoding iterations.

ol The fraction of encoded bit-stream generatedikih component code.
ccr Then-th component convolutional code.

XVi



I, The number of constituent sub-codes.

Lsystem The number of decoding system iteration.

Lout The outer iteration.

I; The inner iteration.

P(x | z) Thea posteriori probability for a single data bit given the complete received sequence
Z.

L(x|z) Thea posteriori L-value for a single data bit given the complete received sequence

I a(x) The mutual information betweenpriori LLR value L, (x) and the corresponding sym-
bol x.

I p(x) The mutual information betweesxtrinsic LLR value L.(x) and the corresponding
symbolx.

XVii



Chapter

Basics of Video Coding

1.1 History of Video Coding

Recent advances in the world of telecommunication and matfia systems resulted in the design of improved
transmission techniques. However, bearing in mind themelwf information produced by high definition
multimedia communication systems and the limited avditgof unoccupied bandwidth at carrier frequencies,
where beneficial propagation conditions prevail, the desifjefficient multimedia systems requires careful
attention. Hence the design of improved video coding tepkes is important for the successful implementation
of various multimedia communication systems, in order tupe the amount of information required for
flawless interactive multimedia communications [1]. Aniwew of advances in the field of video coding is
presented in Table 1.1.

1.2 Analogue Video

Atthe output of the video camera, the video signal is gerdry scanning a two-dimensional scene. Normally,
the scanning operation commences at the top left cornereadd¢bne and ends at its bottom right corner. Each
video clip is comprised of a number of scanned frames. Thebeurof scan-lines per frame and pixels per
line, has a direct relation to its resolution. Increasing lumber of lines per frame results in increasing the
video resolution and - provided that the compression rainain constant, the bandwidth is also increased.
Additionally, the number of scanned frames per second hibess the temporal resolution of the video, which
should always be kept above the human eye’s fusion frequienayoid video flicker. There are two types of
scanning methods:

1.2.1 Progressive and Interlaced Scanning

In progressive scanning, the video frame is formed from d@teinal scanning of the picture. By contrast, in
interlace scanning [12], we could argue that two conseeutiames of the video scene are scanned jointly,
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Table 1.1: History of Video Compression Standards

Year  Standard Standardised  Application Typical applceti
by Target bit-rate features
1984 H.120 ITU-T 2 Mb/s(Eu) Video Conf.
or Reasonable Spatial

1.544 Mb/s (North America)  resolution/temporal

quality
1990 H.261 ITU-T 384Kb/s Video Conf.
(Multiples of 64Kbps) ISDN Networks
1993 MPEG1 ISO 1.5 Mb/s Storage (CD, HD),
(also higher) progressive video
coding
1996 MPEG2 ISO, ITU-T 4-9Mb/s Digital broadcast TV
(or H.262) DVD, interlaced video

coding, scalability

1996 H.263 ITU-T 10-64 Kb/s Low bit rate coding,
PSTN, Narrowband ISDN
Extensions: H.263+,

H.263++, H.263L

1998 MPEG4 ISO/IEC Low and Multimedia applications
medium (scalability/error resilience/
object-based mixing of

synthetic and natural)

2003 H.26Lor ITU-T, ISO wide range Low bit rate
H.264 or video archival/streaming
MPEG4-Part10 Advanced video coding for
or AVC generic audiovisual services
2007 H.264/SVC ITU-T, ISO wide range Low bit rate
Streaming

Conferencing
Surveillance
Broadcast

Storage

leading to interleaved scan lines, as shown in Figure 1.1 rEsults in two fields, and joining them results in a
complete frame. The basic idea behind the interlaced segnsito provide a trade-off between the achievable
spatial and temporal resolution, because for slowly mowibjgcts it results in a high spatial resolution, since
there is hardly any change between consecutive fields. Byraginfor fast moving scenes it avoids flicker,
because the scene is displayed at field rate - i.e. at twickdhwe-rate. Although, the spatial resolution is
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Figure 1.1: Progressive and interlaced scanning.

indeed reduced, this is not perceivable for rapidly movibgcts. Albeit the employment of interlaced video is
beneficial for digital television displays, it is not considd a suitable method of choice for computer displays,
because they typically show fine-resolution informationgisting of text and graphs.

1.3 Digital Video

Analogue video should be converted to a digital format, ideorto facilitate video storage and compres-
sion [13]. This conversion is performed with the aid of thikdiwing three operations:

1. Filtering [14]
Filtering is applied to the analogue signal prior to its shngp in order to avoid aliasing.

2. Sampling [15]
Analogue video is converted to a time-discrete form by samgpThe minimum rate at which sampling
can be performed is specified by the Nyquist rate, which iseilie signal’s bandwidth.

3. Quantisation [16]
The discrete time-signal obtained after the process of kagig then converted to its discrete-amplitude
digital form, after the process of quantisation. Video loicsst applications typically use eight-bit per
sample resolution for quantisation.

1.4 Colour Spaces

There are two types of colour formats, used to represent\simals, namely the Red-Green-Blue (RGB) [17]
and the so-called YUV [18] formats:

1. RGB
The video signals generated by the camera during the profsssinning represent the red, green and
blue colour components.
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2. YUV
The three colour components of the RGB format are highlyetated. Therefore, to characterise colour
components in terms of their relative importance and fostie of compatibility with existing black and
white video, another colour format was designed, which @wmas the YUV colour format, where Y
represents the luminance and U and V represent the chrocgimarcolour components of the video. The
digital counterpart of YUV is YGC,. Due to the sensitivity of human eye to the luminance comptne
it is given more importance in video processing, relativeheochrominance component.

The expected spatial and temporal resolution of broadgpstvideo is specified by the Consultative Commit-
tee for International Radio (CCIR) communications underécommendation CCIR-601 [19], consisting of
two standards, namely:

1. CCIR-601/625 [20]
This standard is followed in Europe, having a 625 scan-liee \pdeo frame spatial resolution and
recorded/scanned at 25 frames per second temporal frame Irathis system the number of active
video lines per frame is 576.

2. CCIR-601/525 [20]
This recommendation is followed in North America and in tlag East. It consists of 525 lines per frame
and scanned at a frame rate of 30 frames per second. In tiésrstise number of active video lines used
for digital television is 480. The number of picture elense(qixels) per line in both these systems is
720. Therefore, the number of pixels generated per secobdthyof these systems is the same, although
they have different number of lines per frame and a diffefearhe rate. For the CCIR-601/625 system
the total number of pixels per secon®@Bx 576 x 720 = 10 368 000. Similarly, for the CCIR-601/525
system the total number of pixels per second becdfies 480 x 720 = 10 368 000.

Considering eight bits per pixel, the resultant total biergenerated by any one of these two systems becomes
10368 000 x 8 x 3 = 248 832 000 bits/s = 248.832 Mbits/s. Since this would require a significantly higher
bandwidth than the corresponding analogue TV bandwidthnted for efficient compression techniques be-
comes evident.

1.5 Spatial Sampling Patterns

The spatial sampling patterns employed specify the reativmber of luminance (Y) and chrominance, €d
C,) pixels per video frame. The commonly used sampling paitara [21]:

o 4:4:4
This pattern represents an equal number of luminance awdnitance pixels per line, which results in
an equal bandwidth required for each video component.

o 4:2:2
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In this pattern the number of chrominance pixels per lineai$ of the luminance pixels, therefore, the
resultant bandwidth required for the luminance comporedbuble of the chrominance component.

o 4:2:0
In 4:2:0 format, both the horizontal and vertical resolnt®f the chrominance component are half of the
luminance resolution. Therefore, the bandwidth requirgnoéthe chrominance component is a quarter
of the luminance component.

e 4:1:1
In the sampling format for 4:1:1 the chrominance componeastthe same vertical resolution as that of
the luminance component, while the horizontal resolut®uarter. Therefore, the number of pixels
generated by this format is exactly the same as that of thé foBmat.

1.6 Image Formats

Various applications necessitate different image forrigity depending on their user requirements and afford-
ability. For example, video telephony and video confenegapplications require image formats associated
with a smaller screen size and lower resolution, relativettmlio-quality applications, in order to provide a
reasonable subjective video quality. Similarly, High Diiim Television (HDTV) is typically associated with

a high bandwidth and advanced display capability, henceitiag substantially improved image resolution
and quality. Regardless of the specific video coding aptiding, the source input is typically provided by the
video capturing device in CCIR-601 video format. Therefdine different image formats employed in various
video applications are defined relative to CCIR-601. Someheffrequently used image formats are given in
Table 1.2 and are defined below.

1.6.1 Source Input Format [22]

The Source Input Format (SIF) type of image represents arlogsolution format for storage applications.
The horizontal, vertical and temporal dimensions of thegenatored in SIF image format are half of that in
the CCIR-601 standard [23]. The required horizontal andicadrresolution is achieved by first filtering and
then sub-sampling the image in both horizontal and vertii@ction. Halving the temporal resolution can
be achieved by either dropping alternate frames or by airegagpnsecutive pairs of frames. Therefore, the
resultant SIF format relative to the European CCIR-601dseth consists of 360 pixels horizontal and 288
lines vertical resolution, where the temporal frame rati2i$ frames per second (i.e. 25 fields per second). By
contrast, the North American and Far East standard cor&86ts240 and 15 frames per second (i.e. 30 fields
per second).



1.6.2. Common Intermediate Format 6

1.6.2 Common Intermediate Format [22]

The Common Intermediate Format (CIF) constitutes a commtammediate representation of both the North
American and Far Eastern versions of CCIR-601 video soufaresnsuring the compatibility of worldwide
video-conferencing applications [23]. This is achievedskiecting half of the largest possible vertical and
temporal resolution in CCIR-601 sources. The resultartioadresolution is given by half of the number of
active picture lines (i.e. 576/2=288 lines) in the 625/56tsg, while halving the temporal resolution of 525/60
results in 30 fields per second. Both the 625/50 and the 528#lards have a common horizontal resolution
of 720 pixels per line, therefore, half of this results in & 36xels per line resolution for the CIF format. Due
to this selection of intermediate values for the image fdribés referred to as the CIF.

1.6.3 QSIF, QCIF and SubQCIF

Some applications, such as video-telephony over low k@tmradbile networks [24] require the further reduction
of the spatio-temporal resolution. For this reason thezootal and vertical resolution of the SIF and CIF
format image may be halved in each direction, and the regultamats are referred to as Quarter Source
Input Format (QSIF) and Quarter Common Intermediate Fori@&tlF) formats, respectively. For certain
applications, which necessitate even further reductiontheé spatio-temporal resolution, a SubQCIF image
format associated with the smallest standard image diroessif 128 by 96 pixels is defined. For SubQCIF
images the frame rate can be as low as 5 frames per second.

1.7 Video Quality Evaluation

There are two methods of video quality assessment, withenefe to the original video, namely subjective and
objective evaluation techniques, which are detailed b§Raw27].

1.7.1 Subjective Video Quality Evaluation

In the spirit of this traditional method of video quality assment [28], a group of subjects is presented with the
processed video sequence that was subjected to possitadéringmts, and their opinion regarding the quality
of the video sequence is sought with reference to the unimeghaieference video sequence. The subjective
response is obtained by giving a score in the range of 1 torgépdesenting bad, poor, fair, good and excellent
quality. The objective association of the response is th#ained by classifying the responses into 20-point
intervals (i.e. 1-20=bad, 21-40=poor, 41-60=fair, 61-§0cd, 81-100=excellent). Finally, the average of the
viewers scores defined as Mean Opinion Score (MOS) provitesneasure of the video quality. About 20-
25 non-expert users are required to record reliable MOSescior subjective video quality assessment. In
order to have a fair subjective video quality evaluation,imteoduced two methods for analysing the relative
performance of different systems, namely the

e Average Subjective Video Quality;
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e Cumulative-Error Subjective Video Quality [29].

Table 1.2: Differentimage formats

Resolution
Format

Europe North Americal

SIF 360x288 360x240
CIF 360x288 360x288
QSIF 180x144 180x120

QCIF 176x144 176x144

1.7.1.1 Average Subjective Video Quality

According to this method [28] the process of source codeéovitansmission and decoding is performed
N times, in order to obtain N decoded video clips, each aatatiwith a different error distribution when
transmitted through the transmission system. Then theageeof the N decoded sequences is obtained upon
performing pixel by pixel averaging of the N decoded videguemnces.

1.7.1.2 Cumulative-Error Subjective Video Quality

Similarly to the average subjective video quality methdt $ource coded video is transmitted through the
transmission system considered N times. Then the final atiwederror subjective video quality is evaluated

by copying all the channel-induced transmission errors @#ch of the N decoded video frames, in order to
obtain a single video sequence from the error accumulafidhwideo clips.

1.7.2 Objective Video Quality Evaluation

The Peak Signal-to-Noise Ratio (PSNR) is the most widely feen of objective video quality evaluation [25],
which represents the ratio of the highest possible videwasigower of the8 bits/pixel luminance signal, i.e.
2552 to the video reconstruction error power formulated as [1]:

2552

PSNR = 10lo
SO VAN L L Yreg 1) — Yoroe i)
rj

dB). (1.1)

More explicitly, the video reconstruction error power ipresented by the square of the pixel-by-pixel dif-
ference between the pixel values of the reference fraipgi, j) and the pixel values of the frame under
evaluation, namely oY,,mC(z’,j). The rationale behind this definition is that we would likeatmid that the
Signal to Noise Ratio (SNR) becomes dependent on the beghtdarkness of the test video sequence, this is
why the peak-value di55% is used instead of the true signal power.
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Although there are some weaknesses of the PSNR based wbjeickeo quality evaluation method, owing
to its appealingly simple evaluation process it is congidehe most popular method of choice [30].

To elaborate a little further, one of the weaknesses of tHdRPBiethod of evaluation is its inability to
characterise the subjective human interpretation of icetyaes of distortion, which is perceived by the human
vision system differently in different parts of the imag®rExample, a small block of severely distorted pixels
in the subjectively most sensitive eye-catching areasefrlime, such as the human face attracts the viewer's
attention and hence it is perceived as a substantial d@tort the frame, although it might hardly affect the
PSNR. These artifacts generally result in large discreparamong the subjectively and objectively evaluated
image qualities. However, under similar conditions if ogstem has a better PSNR performance than the
other, then the same system will also have better subjediile® quality, under the same conditions relative to
the other system. Hence the PSNR is the most frequently us&itrfor evaluating the performance of various
video processing and communication systems.

1.8 Fundamental Building Blocks of Video Compression

The main focus of video compression theory [1] is based oratm@val of redundancy from the video sequence,
which exhibits itself in the form of both spatial and tempararelation of the video frames. Additionally, the
removal of certain information without this becoming sutijely objectionable by the human vision system
can be exploited for further video bit-rate reduction. Imie of video coding the spatial correlation reduction
process is typically referred to as intra-frame coding [3dfile the temporal correlation reduction technique
is referred to as inter-frame coding [32]. Furthermoresliess Variable Length Coding (VLC) techniques [33]
may be used to reduce the redundancy between the coded datalsywhich is referred to as entropy cod-
ing. Therefore, the resultant three fundamental buildilughs of video compression schemes employed for
redundancy reduction are:

1. Intra-frame coding;
2. Inter-frame coding;

3. Entropy coding.

1.8.1 Intra-frame Coding [31]

The main objective of intra-frame coding is to reduce thdiapgedundancy among the pixels within the frame.
The key compression techniques involved in intra-framergpdre predictive coding, transform coding and
quantisation.

1.8.1.1 Predictive Coding [34]

The most simple and basic method of spatial redundancy tiedus to predict the values of the pixels based
on the previously coded values and then to encode and trattsrprediction error. This method is referred
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to as Differential Pulse Code Modulation (DPCM) [35]. Thedk diagram of DPCM is shown in Figure 1.2,
where the prediction error values are quantised and entroggd before transmission. As seen in Figure 1.2,
at the receiver the inverse-quantised prediction erraradigs then added to the predicted signal, in order to
get back the original signal. The neighbouring pixels wittiie same frame or the previous frame can be used
for prediction. Again, invoking spatial prediction basedtbe pixels within the frame is referred to as intra-
frame predictive coding, while temporal prediction basedlwe previous frame is referred to as inter-frame
predictive coding. A combination of inter- and intra-frampeedictive coding is often referred to as hybrid
predictive coding [36]. The minimum number of bits that caalssigned to each prediction error value is one,
therefore, the compression achieved by this method in its might in isolation from other techniques does
not satisfy the requirements of low bit-rate video codingess a block of pixels is predictively coded together.
Having a low complexity and low latency is one of the advaatagf DPCM, and this technique is often used
in coding the motion vectors during the process of videorgdi

Encoder
Input
SymbOlSQ . Entropy
ﬁ ——» Quantiser > Coder ™
I - +
+
Predictor

Decoder
Received Symbols +

Entropy - -

Decode
+ Output
Predictor |«

Figure 1.2: DPCM schematic often used for coding various video codearpaters.

1.8.1.2 Transform Coding [37]

In this process the original video frame is transformed thtospatial frequency domain, where most of the im-
age energy is concentrated in the low frequency transfoefficents. Therefore, it does not result in excessive
video distortion, if we encode only these low-frequencyfficients, while discarding the less significant low-
energy, high-frequency coefficients throughout the peaggiuantisation. Hence we arrive at an acceptable
reconstruction quality at a low data rate.
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1.8.1.3 Quantisation [38]

The transformation of the video frames alone does not dgttedult in any compression. It basically trans-
forms the 64 pixel values of an 8x8 video block to 64 transfeoafficient values and the total energy in both
the original and transformed domains remains the same,taardfore results in no compression. However,
provided that the original video blocks to be transformekileited spatial correlation [39], the advantage of the
transformation is that most of the image energy is concetran few low-frequency transform coefficients,
while the remaining coefficients have a low energy, hence leeome zero after quantisation. Compression is
basically achieved through the process of quantisatiorivdgel Additionally, by exploiting the characteristics
of the human vision system, which is less sensitive to highuency coefficients, further compression can be
achieved by applying coarser quantisation to the high feaqu coefficients, which forces more coefficients to
zero and as a result an increased compression is achievéd,mdre fine quantisation can be applied to the
low frequency coefficients. Therefore, the quantisers ewvadly divided into two categories, namely Uniform
Quantisers (UQ) [38] and Non-uniform Quantisers (NUQ) [40he step size g in UQs remains fixed across
the entire dynamic range of the quantiser. Typically, aalted quantiser deadzone is employed, for example
to eliminate small noise-like samples. The width of thisdime is represented in Figure 1.3 by the threshold
T’ of the quantiser. Normally, a zero dead zone is used tatis@ the intra-frame DC coefficients, while a
non-zero deadzone is used to quantise the inter-frameqticderror AC and DC coefficients.

Reconstruction Points
T+7q/2
T+50/2
T+3q/2

T+q/2
-T-3q -T-29 -T-q -T

T T+q T+2q9 T+30  pecision Point:

-T-q/2
-T-3q/2
-T-5q/2

-T-7q/2

Figure 1.3: Quantiser having a deadzone width of T.

1.8.2 Inter-frame Coding [41]

Inter-frame coding is used to reduce the temporal redurydaBg taking the difference between the succes-
sive images, the temporal redundancy is significantly redud he static background portions of the images
typically result in zero difference, while those assodatéth motion result in significant errors and hence are
coded for transmission.

Figure 1.5 shows the frame difference between the 4th anttd&tie of the CIF-format (288x352) "fore-
man” video sequence, which was obtained using the corgteetthing function of Figure 1.4, in order to make
it visible for the naked eye. The contrast-stretching fiomcbf Figure 1.4 is used to constrain the input levels
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i lower than w to a darker level z in the output image. Simylait constrains the values above m to lighter
values, which results in an output image having an improwedrast. The function shown in Figure 1.4 may

be expressed as:
1

T 1+ (w/iX
where i represents the intensities of the input image, zisthresponding intensity values in the output image,

z="T() (1.2)

and X controls the slope of the function. More specificaltyttie contrast stretching example of Figure 1.5 we
considered w=225 and X=100.

z=T(i)
A
Light

Dark

Dark Light

Figure 1.4: Contrast stretching transformation function.

However, this simple frame-differencing based technigoesdhot cater for the fact that different parts of
the video frame might move in different directions. In orteicater for this scenario, each (8x8)-pixel block
may be allowed to move to an arbitrary position with its owarsl-scope surrounding it, before the Motion
Compensated Error Residual (MCER) is computed. As seengar&il.7, a pair of horizontal and vertical
Motion-Vectors (MVs) are required to signal these posgidn the decoder for each individual (8x8) block,
before the original block may be reconstructed. As an exanfiure 1.6 shows the frame difference of the
5th frame from its motion compensated counterpart. It capldserved that the MV-based motion compensated
frame difference exhibits a considerably reduced intemfe difference.

1.8.2.1 Motion Compensation [42]

To elaborate a little further on the subject of motion congagion, the motion of the object have to be estimated,
which is commonly performed by using Block Matching Algarits (BMA) [43], which typically assume that
the frame is usually partitioned into blocks Nf x N pixels [44]. Given the maximum motion displacement
of x pixels per frame shown in Figure 1.7, the block of pixels idm®d is matched within the corresponding
search-scope 02(x x + N) pixels of the previous frame. The best match within the jonevframe is assumed
to be the motion displacement of the current block relativihé same block in the previous frame. Again, this
motion displacement vector is referred to as the motionorddt]. Various matching criteria, such as the
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Figure 1.5: Inter-frame difference.

Figure 1.6: Motion compensated inter-frame difference.

Cross Correlation Function (CCF) [46], Mean Squared EMBE) [47], Mean Absolute Error (MAE) [48]
and PSNR [49] can be used to identify best matching block&wdre defined as follows:

1 N N
MSE(i,j) = el Yo Y (y —Yyer(m+in+j)? —w<ij<w (1.3)
m=1n=1
1 N N
MAE(i,j) = N2 Z Z]Y Yref(m+i,n+j)|, —w<ij<w (1.4)
m=1n=1
2552

PSNR(Z,]) = 1010g10

N N
(1/N) Z_: ;(Y(m,n) —Yeer(m+i,n+j))?

The evaluation of these block-matching metrics imposderaifit complexities. Various fast motion search

methods have been introduced in the literature [50]. Tha afdast motion search methods is to identify best
matching blocks by considering the lowest number of seaatht® or comparisons. Some of these methods
include Two-dimensional Logarithmic (TDL) search [51], réb-Step Search (TSS) [51], the Cross Search
Algorithm (CSA) [51], Orthogonal Search [51] and Diamondsd [52], which are briefly highlighted below.
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Figure 1.7: Motion estimation search window.

1. FULL-SEARCH [53]:
Naturally, full-search is the most complex motion-seaethhique, where the motion vectors are calcu-
lated using full search by exhaustively calculating theamniaig criterion for the entire search window.
Considering an (NxN)-pixel block size and an (N+2XN+2x) pixel search window size, the full search
requires (2x+1 evaluations of the specific block matching criterion empthy The evaluation of the
video encoder’s complexity shows that potentially 50-70 fthe encoder’'s complexity is imposed by
the motion estimation. Therefore, the employment of a cdatfmnally efficient motion estimation al-
gorithm is desirable.

2. DIAMOND SEARCH [54]:
According to this search algorithm the motion vectors awmébusing two diamond-shaped search pat-
terns. The first pattern is referred to as the Large DiamoraacBePattern (LDSP) and consists of nine
search points, where eight points surround the center ohniée wbeying a diamond shape. The second
pattern consist of the Small Diamond Search Pattern (SD&®gh is constituted by five check points
forming a small diamond shape, as shown in Figure 1.8. Thiwr#hm may be described as follows.

BENSE

Large Diamond Search Pattern Small Diamond Search P

Figure 1.8: Diamond search patterns.

e Step-1:
The LDSP is centered at the origin of the search window, aadhtching criterion is applied only at
the nine check points. If the best match is found at the caftthe search pattern, then the algorithm
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proceeds to step-3, otherwise to step-2.

e Step-2:
The best match found in the previous step is considered aaritji@ of the new LDSP and Step-1 is
repeated.

e Step-3:
The search procedure then switches to the SDSP considééngrigin as the center of the previous
LDSP. The best match found in this step becomes the final maéotor.

1.8.3 Entropy Coding [39]

Entropy coding is a well-established compression tectmigthich achieves further compression by reducing
the redundancy among arbitrary symbols, provided theybéxtifferent probability of occurance. In video
codecs typically the transform coefficients and motion eecare entropy coded using appropriate VLC tech-
niques. To elaborate a little further, the idea of VLC is tsigs a lower number of bits to highly probable
values, while long code words are assigned to symbols agedaivith a low probability. The number of bits
assigned to a VLC symbol and its probability are inverselypprtional. The number of bits required to code
these symbols is 1/legp, wherep is the probability of the symbol. Therefore, the entropy feé symbols,
which represents the minimum average number of bits redjtiireode the symbol is given as:

H(x) = — Z pilogs pi. (1.6)

i=1
The two most commonly used VLC methods are Huffman codingdafl Arithmetic Coding [1]. Huffman
coding is relatively simple VLC technique. Due to the emph@nt of an integer number of bits per symbol the
performance of Huffman coding cannot be as low as the ent®ypygontrast, arithmetic coding may approach
the entropy, because the symbols are not coded individually

1.8.4 A Generic Low Bit-Rate Video Coding System

In recent years there has been significant interest in lowakdt video coding [55]. Several low bit-rate stan-
dards emerged as a result of academic and industrial effottds area. Various efficient compression tech-
nigues have emerged as a result of these efforts [56]. Thifeeedt standards include the Joint Photographic
Experts Group (JPEG) recommendations [57], the Intermaltidelecommunications Union - Telecommuni-
cation (ITU-T) codecs H.261, H.263 [58] and the ISO/IEC MatiPicture Experts Group type 1 (MPEG-1)
and Motion Picture Experts Group type 2 (MPEG-2) codecs, [i®]example. These different standards were
designed for different application areas, detailed in @dbll. They also have different requirements in-terms
of their picture quality, bit-rate, error resilience, cdeyty and delay [60]. The coding algorithms of these
different standards portray the video scene at an acceptplallity. A subjectively pleasing video quality is
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achieved at a frame-size-dependent bit-rate. Some of filestizated low bit-rate video coders are capable of
providing acceptable picture quality at such low bit-reaies64Kbps, but below this rate these standards typi-
cally result in various annoying artifacts, such as blogkitaircase and mosquito noise artifacts. Similarly, at
such low bit-rates the codec has to operate at low frame, nat@ish results in a low temporal resolution and
a potential loss of lip-synchronisation. The requirememténhanced compression and increased robustness
against channel errors arises due to the considerableas®iia demand for video telephony, video confer-
encing, security monitoring, interactive games, telegigy multimedia messaging and other value added
services, while the transmission rates over wireless anedWRPublic Switched Telephone Networks (PSTN)
are still rather limited [61]. This imposes significant deafjes on digital video communications. Owing to
the bit-rate limitations of wireless communications, thexr considerable interest in low bit-rate video coding,
requiring further compression improvements in order tahean acceptable picture quality at low bit rates.

1.8.5 Building Blocks of Video Communications Systems

The building blocks involved in wireless video communioas systems are presented in Figure 1.9. The
functionalities of these blocks are highlighted below.

- FE
Pre—processor Video Encode Encoczier

) FEC
Post-processor Video Decode Decoder

Figure 1.9: Generic Video Coding System.

1.8.5.1 Pre-Processor

The pre-processor represents the first processing unitiroth bit-rate video communication system. The
different blocks used in the pre-processor are shown inrBigul0, which are used to generate a low bit rate
image sequence.

Spatial
Sub-sampling

Input Temporal
Converter Sub-sampling

Pre—Filtering

Figure 1.10: Design blocks of pre-processor.

The functionality of the pre-processor design blocks prieskin Figure 1.10 are detailed below.

1. Input Converter
The basic aim of the input converter is to convert the inpdewvisequence represented in formats such as
the Portable Pixel Map (PPM), RGB and YUV format into the YW\Z:0) image format, which is then
used to perform different operations in the process of lawdie video coding.
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2. Temporal Sub-sampling
This process is used to sub-sample the input video sequartte temporal domain, for the sake of
arriving at a reduced frame rate, which in turn results iruced bit-rate for the coded video sequence.
Nonetheless, this results in a reduced correlation betweenonsecutive frames, which hence partially
erodes the bit-rate savings of the reduced frame-rate.

3. Pre-Filtering
The goal of pre-filtering is to remove high-frequency spatiformation as much as possible, without
degrading the perceptual image quality of the resultargo/isequence. It involves a sequence of opera-
tions, which basically smoothenes image details, whichem®important from a perceptual perspective.
It also avoids the effects of aliasing throughout the subeetistep of spatial sub-sampling.

4. Spatial Sub-sampling
Spatial sub-sampling is used to reduce the spatial redegdzrthe input image sequence and to simul-
taneously reduce its spatial dimensions. Spatial sub-&agnig typically performed in both the vertical
and horizontal direction in order to reduce the bit rate @f thsultant video sequence. As an exam-
ple, the resultant frame after applying spatial sub-samgpi the 240x360-pixel SIF resolution frame of
Figure 1.11 is shown in Figure 1.12, which has a 120x180H&&F resolution.

Figure 1.11: SIF (240x360) format '"Mom’ frame.

Figure 1.12: Resultant sub-sampled QSIF (120x180) format 'Mom’ frame.

This low-resolution video obtained after pre-processmthen input to the encoder for further processing.
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1.8.5.2 Video Encoder

The encoder of Figure 1.13 constitutes the basic elementwobit rate video coding. It performs diverse oper-

ations on the input bit stream in order to convert it into Idtwrate video data. After decoding we regenerate the
resultant output video clip. The block diagram of a genarter-frame video encoder is shown in Figure 1.13.
This encoder architecture is used in most of the standambwddecs, such as H.261, H.263, H.264, MPEG-1,
MPEG-2 and MPEG-4 [62]. The different elements of this coalecdescribed in the following paragraphs.

inter/intra switch

Input
Video
Sequeﬂl®7\—> DCT |—— Quantiser VLC Memory
Coded
Bit—strear
Inverse
Quantization
&
DCT
Frame Store, -
Motion Motion Vectors

Estimation

Figure 1.13: Generic inter-frame video encoder.

1. Inter-Frame Loop

In the inter-frame loop, the prediction error is calculatgdtaking the difference of the current frame

and its prediction from the previous frame. At the receites error signal is added to the corresponding
previously decoded frame values in order to recover theeatiframe values. Generally, the magnitude of
the error signal is directly related to the accuracy of tredpmtor, hence the more accurate the predictor,
the lower the generated error signal. For still video fraragnsents the corresponding pixels in the
previous frame are used as the predicted value, while forimgasegments or objects the pixels in the

previous frame displaced by the motion vectors are usedrémfigtion.

2. Motion Estimation
In standard video codecs typically each (16x16)-pixel MaBltock (MB) has its own motion vector.
Furthermore, only the luminance component of the imageeés fisr motion estimation and the corre-
sponding scaled version of the motion vector is used for kinerainance component.

3. Inter-/Intra-Frame Coding Switch
The inter-/intra-frame coding switch of Figure 1.13 is uggdode the MB either in inter- or intra-frame
mode. The decision about the inter-/ ntra-coding of the MigcHically depends upon the coding tech-
nigue applied. More details about the H.264 codec’s speiaifiz/intra-coding algorithms are provided
in the following chapter.
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4. Discrete Cosine Transform block
The DCT [63] of Figure 1.13 is used to transform the video frtima pixel/spatial domain to fre-
guency/transform domain. In Y:U:V 4:2:0 format each MB detssof four (8x8) luminance pixel blocks
and two (8x8) chrominance pixel blocks, which are transfminto blocks of 64 luminance coefficients
and two blocks of 64 chrominance coefficients.

5. Quantisation Block
Again, the transformation of the video to the frequency diondaes not actually result in any compres-
sion. It basically transforms the 64 8-bit/pixel values 4dBCT coefficient values and due to the property
of orthonormality the energy in both the original and transfed domains remains the same. Compres-
sion is basically achieved with the aid of the process of igation and VLC, as seen in Figurel.13.
However, the advantage of the DCT is that most of the imageggnie concentrated in a few low-
frequency DCT coefficients, while the remaining coefficieméve a low energy, which can be converted
to zero by the quantiser. Additionally, since the humanovisystem is less sensitive to high-frequency
coefficients, a higher compression can be achieved by aggptgarser quantisation to the high-frequency
coefficients relative to the low-frequency coefficients.

6. Variable Length Coding
A variable length code is a lossless data compression tgehnrihich maps source symbols to a variable
number of bits. After quantisation the DCT coefficients améable length coded and transmitted to the
receiver. Additionally, the motion vectors and the MB addes are also VLC coded before transmission.

1.8.5.3 Decoder

The basic function of the decoder seen in Figure 1.14 is tiopara series of inverse operations with respect
to those performed at the encoder side, in order to transfioeemeceived bit stream back to a form comparable
to the original-input stream.

Coded

: Decoded
bit-stream VLD nverse nverse ) Video Strear
Quantization DCT /
L Frame Stor|
Motion Vectors *

Figure 1.14: Generic inter-frame video decoder.
The different building blocks of decoder are as follows.
Inverse VLC, Inverse Quantiser and Inverse DCT At the decoder side seen in Figure 1.14 the received

data stream is first Variable Length Decoded (VLD), and tmeerse quantised, followed by the inverse DCT,
in order to regenerate the MCER for inter-frame coding. €harediction errors are then added to the previous
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motion-compensated picture values in order to generateeéheded output picture. A copy of this decoded
picture is then stored in the frame-store seen in Figure fbrldrediction of the next frame for decoding.

1.8.5.4 Post-Processor

The various video coding algorithms may result in visualiyaying artifacts at low bit rates, which degrades
the perceptual quality of video. In this scenario post-pssing algorithms provide an attractive solution for
maintaining an acceptable perceptual quality of the degt@ilieo sequence. The basic building blocks of the
post-processor are shown in Figure 1.15.

Format Temporal Spatial

Conversion Up-sampling Up-sampling -«— De-noising

Figure 1.15: Design blocks of Post-processor.

De-noising is used to remove the various types of artifaish as blocking artifacts and mosquito-noise
from the decoded image. For example, filtering can be usedhforemoval of these artifacts, which are
typically caused by the error introduced by the noise in thmmunication channel. For spatial up-sampling
various methods, such as bi-linear interpolation [39], lmamised to generate the interpolated pixels.

Similarly, temporal interpolation of video sequences isdjswhenever there is a need for temporal up-
sampling. Up-sampling of video sequences is required irrigtyaof applications, such as low bit rate video
coding, when video decompression is performed and also rhere-rate up-conversion is required for im-
proved display. For temporal up-sampling new frames carebemted by simple interpolation. For example,
for the '"Mom’ sequence of Figure 1.11 the intermediate fravb@ined by temporal up-sampling after taking
the simple average of two frames is shown in Figure 1.16. @hésaging operation reduces the 'crispness’ of
the image. Note however the loss of sharpness in the imaggimd=1.16, which is most visible around the
eyes.

However, simple interpolation methods, such as frame it@petaveraging and bi-linear interpolation em-
ployed for the reconstruction of skipped frames in a videquseace may introduce undesirable artifacts. Sim-
ilarly, the common technique of Motion Compensated Temdatarpolation (MCTI) [64] may be employed
to interpolate video frames, but blocking artifacts mayesppat some places in the output video. Therefore,
techniques such as Unidirectional Motion Compensated deamhpterpolation (UMCT]I) [65] and Overlapped
Motion Compensation Temporal Interpolation (OMCTI) [42]Me been proposed to remove this blocky effect
from the interpolated frames. These concepts are desdoiéded in more detail.

Motion Compensated Temporal Interpolation

In the early stages of video-compression research, terhiptggoolation was based on frame repetition or linear
interpolation. However, when this was applied to two confiee original frames, it resulted in a number of
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Figure 1.16: The interpolated frame generated by averaging between psampled frames.

artifacts [66]. Using an improved MCTI was deemed to be alufir improving the video quality [27, 67],

which involves generating and inserting a frame betweek#thand (k-1}¢ frame. Accordingly, all frames are
divided into (NxN)-pixel blocks. The motion vectors arertifeund for all the blocks by using both forward-
and backward-prediction aided block based motion estimatin this way multiple motion vectors may be
generated for each block and the final motion vector is dedmbd the one resulting in the lowest MCER.

There are drawbacks and some constraints associated véttedhnique. For example, blockiness may
appear in the up-sampled video clip using MCTI. However,rdwmiltant interpolated image still has a better
perceptual quality relative to the interpolated frame gateel using a simple averaging method. Additionally,
the blockiness in the MCTI frame can be removed using spitling. As an example, Figure 1.20 presents
the average of the interpolated frame between the first tarndis of the Foreman video sequence, which are
shown in Figure 1.18 and Figure 1.19. Additionally, the ipt#ated frame generated using MCTI is shown
in Figure 1.21. It can be observed from the generated rethdtshe MCTI frame of Figure 1.21 has a better
perceptual quality relative to the average interpolatath® of Figure 1.20. Additionally, the blockiness in the
MCTI frame of Figure 1.21 is removed using spatial filtering,shown in Figure 1.22. Furthermore, in order to
more clearly visualise the capability of interpolation haads, we consider frame interpolation between the first
and fifth frame of the Foreman video sequence, where we glbave a more substantial spatial difference as
shown in Figure 1.23 and Figure 1.24. The MCT]I interpolatade of Figure 1.26 has a better quality relative
to the average interpolated frame of Figure 1.25. Furthegrtbe filtered version of Figure 1.26 is presented
in Figure 1.27.

MCTI is also a computationally intensive task, which regsia large memory, since both the forward-
and backward-oriented motion estimates have to be compuitedrder to circumvent these drawbacks and
constraints, Unidirectional Motion Compensated Templt&rpolation (UMCTI) was proposed in [65].
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Unidirectional Motion Compensated Temporal Interpolation

According to this method, first thetk, (k-1)st and the inserted frame are divided into perfectly tilingdile

of size (NxN)-pixels. Only forward oriented motion estiaatis employed for determining the motion vector
for each block, instead of carrying it out bi-directionalllgs advantage is a reduced amount of memory and
a reduced computational complexity. The Mean Absolutedpdffice (MAD) is an often-used criterion for
searching for the best match of a block in the (ktifyame to a block in the # frame within the search
area of (2x+1)x(2x+1)-pixels. Exhaustive search may bel irs@rder to find the best match. Let us consider
Figure 1.17, where we carried out an exhaustive search ifktthst frame, and found that Bis the best match
for the block B in the kth frame, which is located at the position of (x#y+d,) and the corresponding motion
vector is (d,d,). Assuming linear motion translation, block B a candidate along with other blocks in the
inserted frame and the motion vector foy B (d,/2,d,/2). The block B is not considered in the inserted frame,
since other interpolated blocks may appear over the samaéidacor with some overlap withf8 Consider B

as an example, which overlaps with the previously deterchirieck B;. The technique followed here is that
the new block B is considered as having two parts. Let the one, which oveslath the previously determined
block be B and the one which does not overlaps €.Brhe block B is determined by calculating the average
between the corresponding overlapping portions of blockarl B, whereas B’ is simply unidirectionally
predicted. For any location in the inserted framgaad B{® are calculated as:

finsert(ij) = [fx—1(i+dy/2, j+d,/2)+ fi(i-d,/2,j-dy,/2)]/2 for By

finsert(i,j) = fr_1(i+dy/2, j+d,/2) for Bj°.

The advantage of this technique is the reduced amount aflaéitins and its reduced memory requirement.

=X

K™ frame Bs

By

Interpolated frame

By

(K — 1) frame

Figure 1.17: Unidirectional Motion Compensated Temporal InterpolagioMCT]).
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Fast Unidirectional Motion Compensated Temporal Interpolation

The novel technique of Fast Unidirectional Motion CompdéiosaTemporal Interpolation (FUMCTI) was
proposed in [64]. The only difference with respect to the UM@chnique is that instead of carrying out an
exhaustive full search, the MAD is first calculated for assua zero motion vector. If the value of the MAD
is below some predefined threshold, it is considered to batiasary block; otherwise full search is carried out
across the entire search area.

UMCTI and FUMCTI with OVERLAPPING (UMCTIO and FUMCTIO):

Similarly to the MCTI and UMCTI techniques, FUMCTI may alskhébit some artifacts. Although the com-
plexity may have been substantially reduced, blockinesg apgear in the up-sampled video. In order to
reduce this blockiness, an overlapping block-based dhgorhas been proposed in [42] for MCTI, UMCTI
and FUMCT!IL. In this algorithm, the motion vectors of the rdigring blocks are also considered along with
the motion vector of the current block. The weighted avermafgthese blocks is then determined, in order to
reduce the blockiness.
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Figure 1.18: First frame of Foreman video sequence.

Figure 1.19: Second frame of Foreman video sequence.

SEMENS = 5 s

Figure 1.20: Interpolated frame between first two frames using averaging

SRS

Figure 1.21: Interpolated frame between first two frames using MCTFI.

Figure 1.22: Interpolated frame between first two frames using MCTFI tkx 3) averaging.
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Figure 1.23: First frame of Foreman video sequence.

SIEMERS

Figure 1.24: Fifth frame of Foreman video sequence.

N

Figure 1.25: Interpolated frame between first and fifth frame using avietag

Figure 1.26: Interpolated frame between first and fifth frame using MCTFI.

R

Z

Figure 1.27: Interpolated frame between first and fifth frame using MCTREhWB x 3) averaging.
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1.9 Video Compression Standards

Diverse video compression standards have been ratifieddy thifferent standardisation organisations, namely
by the [68]

1. International Telecommunications Union (ITU, CCITT)

Telecommunications Section (ITU-T);

2. International Standarization Organisation (ISO)

Motion Picture Experts Group (MPEG);

3. Joint Photographic Experts Group (JPEG)
(collaboration of ITU-T and I1SO).

The video standardisation activities are presented iltyoin Figure 1.28. Additional details about the video
standardisation efforts are provided in Table 1.1.

JPEG MPEG ITU/MPEG ITU
standards standards standards standards

1984
9 PG H.261
1988_| '
1990_|
MPEG1
1992 H.262/
1994 | MPEG4
H.263
1996_ |
1008_| JPEG | |MPEG4 [H26L | ||y 063+
2000 H.264
2000 AVC
2002 MPEG4 |H-263+1
v10
2004_|

Figure 1.28: Video Standardisation Activities.
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1.9.1 Outline of Thesis

Figure 1.29 gives an overview of the thesis. Chapter 1 consemewith a rudimentary introduction to the differ-
ent commonly used concepts of video coding. Section 1.2hestthe commonly used analogue video formats.
The analogue to digital conversion procedure is outlinefention 1.3. The concept of colour spaces used to
represent the video signal was discussed in Section 1ldwidl by the commonly used video sampling pat-
terns in Section 1.5. The specifications of the various infageats obtained using a digitisation process were
described in Section 1.6. Furthermore, a typical sequehopearations used for the removal of redundancy
from the video sequence was described in Section 1.8. Fitladl different video compression standards were
summarised in Section 1.9.

Chapter 2 provides details about the H.264/AVC video codiagdard, while Chapters 3 to 5 will then pro-
vide the details of our beneficial transceiver structurepleying novel channel coding schemes for enhancing
the achievable error-resilience of diverse video transimissystems. Each chapter constitutes an evolutionary
improvement of the previous chapter.

To elaborate a little further, Chapter 2 deals with the H.2&#0 coding standard, which describes an
efficient and network-friendly video codec capable of suppg a variety of multimedia applications in Sec-
tion 2.1. The evolution of the base-line codec to the H.264CAheme is outlined in Section 2.2. The
fundamental building blocks of video compression first dietiain Section 1.8 are systematically shown revis-
ited in Figure 2.2 of Section 2.3 in order to explain the H.2&#rid video coding concept, followed by the
outline of its main video coding features in Section 2.4.t®ec2.5 provided details about the different video
coding techniques used by H.264/AVC for enhancing the vimabng efficiency. The concept of block-based
inter-frame coding was detailed in Section 2.5.2. Furtteeenthe block-based transform coding concept was
discussed in Section 2.5.3. Moreover, the concept of dklgdilters was reviewed in Section 2.5.4. The
two alternative entropy coding methods used in the H.264dstal were explained in Section 2.6. Section 2.7
described rate-distortion based optimisation of the H@&#kec. Finally, Section 2.8 provided details about the
H.264/AVC video coding profiles and levels.

Chapter 3 commences with a rudimentary introduction to tfierdnt techniques used in literature for the
efficient transmission of video, followed by the concepthibe iterative detection schemes in Section 3.2. In
Section 3.3, we introduced the concept of binary Extrineforimation Transfer (EXIT) chart analysis. The
procedure used to calculate the EXIT characteristics ofither and outer decoder is briefly summarised
in Section 3.3.1 and Section 3.3.2. The concept of diffecemiponent codes used in the iterative detection
schemes is described in Section 3.4, followed by an overgfdive Recursive Systematic Convolutional (RSC)
Codes in Section 3.4.1. The detailed description of irr@gabding and its various features used in digital
multimedia communications is given in Section 3.4.2 andiBe®.4.3. The video source signal coded by the
H.264/AVC standard video codec of Section 2.3 and providethput to our proposed systems is presented
in Section 3.5. The detailed hierarchical structure of th264 coded video codec is presented in Section 3.6.
The bit-stream syntax of the H.264/AVC coded video is dethih Section 3.7. In Section 3.8 we describe
the H.264 data-partitioning concept. Furthermore, in i8ac8.9 we presented our H.264 error sensitivity
study based on the objective video quality evaluation oitedetailed in Section 1.7.2. In Section 3.10 we
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investigated an Unequal Error Protection (UEP) aided visigsiem using RSC codes, which relied on the
architecture presented in Figure 3.23. A novel iterativectéon aided H.264 wireless video telephony scheme
using IrRegular Convolutional Codes (IRCC) was propose8dation 3.11. In contrast to Section 3.10, where
different component codes were utilised to provide UEP Hierdifferent portions of the bit-stream, the innate
UEP capability of IRCCs was exploited in Section 3.11 to meWEP for the coded video-stream. Finally,
the performance of the proposed system was analysed usiligdaArts in Section 3.11.4 and our results were
discussed in Section 3.11.5.

In Section 3.11 we found that iterative detection schemadtran beneficial BER reductions and objective
video quality improvements of the coded video sequenceefiie in Chapter 4 we focused our attention on
finding the most appropriate component codes for iteratdteaion. Chapter 4 commenced with an overview
of the transmitter and receiver in Section 4.2 and Secti8nla.Section 4.4 a design example was provided in
order to quantify the iterative source-channel decodatsewable performance improvements. Additionally,
the concept of Short Block Codes (SBCs) was introduced itid®ed.5. In Section 4.5.5 we observed from
the EXIT-chart analysis procedure of Section 3.3 that thevemence behaviour of Iterative Source-Channel
Decoding (ISCD) is substantially improved with the aid of GB The beneficial effects of SBCs combined
with rated inner codes on the achievable performance was presentegtiini$ 4.6. From the EXIT analysis
of Section 4.6.3 we concluded that the performance of thatite source-channel codec improved as a re-
sult of increasing the minimum Hamming distantg,,,;, of the SBCs employed. Additionally, the concept
of Redundant Source Mapping (RSM) was described in Sectidralbng with its EXIT-chart analysis and
the associated performance results. We observed from th& &Xves portrayed in Section 4.7.3 that the
convergence behaviour of the SBCs depends on identifyigig tiost appropriate code-rate.

In Chapter 4 we considered various iterative decodingegiias. As the transceiver considered in Chapter 4
was composed of a classic Single-Input, Single-Output@$kheme, in Chapter 5 our discussions evolved
further and we focused our attention on finding the most gpjate diversity aided Multiple-Input Multiple-
Output (MIMO) scheme with the aim of designing more sopb&td near-capacity video transmission sys-
tems. In Section 5.2 we evaluated the performance of themataioned H.264 coded video transmission
system of Figure 5.3 using different RSC based UEP schentée employing a SP modulation aided Dif-
ferential Space Time Spreading (DSTS) transmission schdine UEP scheme considered is similar to that
of Sections 3.10 and 4.4, but instead of a SISO transceiveronsidered SP modulation aided DSTS based
MIMO transmission. When using UEP, the perceptually morpdrtant bits were provided with more strong
protection relative to less important video bits. Addiadly, in Section 5.3 an Unequal Source-Symbol Prob-
ability Aided (USSPA) design was incorporated, which im@a the error correction capability and hence
enhanced the subjective video quality by exploiting thédted redundancy that remains in the coded stream
after encoding. The resultant USSPA coded bit-stream veassitmitted using a DSTS aided SP modulation
scheme for attaining a diversity gain without the need for laigh-complexity MIMO channel estimation. In
Section 5.4 an iterative detection aided combination of £ R8d a SBC was used to improve the overall
BER performance, which enhanced the objective video quekipressed in terms of PSNR. Like any classic
FEC codes, the SBCs of Section 5.4 introduced intentiorthlmgancy in the source coded bit-stream, which
assisted the outer decoder’'s EXIT curve in reaching(thé) point of perfect convergence to a vanishingly
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low BER. The effects of the different error protection sclesrof Table 5.10(a) on the attainable system perfor-
mance was demonstrated in Figure 5.14, while keeping thalbbé-rate budget constant for the transmission
of Data-Partitioned (DP) H.264 source coded video overetated narrowband Rayleigh fading channels. Ad-
ditionally, in Section 5.5 EXIT charts were utilised in ordd to analyse the effect of the SBC coding rate
on the achievable performance of the UEP iterative JSCDeglies of Table 5.14(a). Furthermore, in Sec-
tion 5.6.2 we considered jointly optimised three-stager@®and channel decoding arrangements employing
serially concatenated and iteratively decoded SBCs cardhivith a URC and multi-dimensional SP modula-
tion, in order to circumvent the BER floor imposed by the conimal two-stage turbo-detection schemes of
Section 4.6. The resultant coded signal was transmittadjwsinon-coherently detected DSTS MIMO-aided
transceiver designed for near capacity JSCD, as shown ird-i§g34. The performance of the system was
evaluated in Figure 5.34 by considering interactive viddepghony using the H.264/AVC source codec. The
output bit-stream generated by the state-of-the-art H&62 video codec typically contains limited natural
residual redundancy. Therefore, to improve the errotieesie of the ISCD scheme of Figure 5.34, SBCs were
incorporated in order to impose additional FEC redundamcthe source coded bit-stream. The natural resid-
ual redundancy of source coding and the artificial redungd@mposed by SBCs was iteratively exploited in
the architecture of Figure 5.34 in a turbo process to imptbeeoverall BER, as characterised in Figure 5.37.
The associated objective video quality performance imgmoents were discussed in the context of Figure 5.38
in terms of the PSNR. In Section 5.6.6 the convergence bebawaf the MIMO transceiver advocated was
investigated with the aid of EXIT charts.

Finally, the main conclusions of the thesis and a range oféutesearch ideas were detailed in Chapter 6.

1.9.2 Novel Contributions

This dissertation is based on the following publicationd amanuscript submissions [2—11], where the main
novel contributions can be summarised as follows:

e In Section 3.11 a serially concatenated and iterativelyoded EXIT chart-optimised IRCC is amalga-
mated with a unity-rate precoded DP H.264 coded video tregssom system. When using UEP, the
perceptually more important bits are provided with morerggrprotection relative to the less important
bits. An iterative detection aided combination of IRCCs arrétel precoder was used to improve the
overall BER performance and to enhance the objective vididity expressed in terms of PSNR. The
effect of different error protection schemes on the attaimaystem performance is demonstrated, while
keeping the overall bit-rate budget constant for the trassion of DP H.264 source coded video over
correlated narrowband Rayleigh fading channels. Moreifipaity, we exploited the high design flex-
ibility of IRCCs, which constitute a family of different4@ subcodes, while maintaining an excellent
iterative decoding convergence performance. Additignallie to the employment of different-rate sub-
codes, IRCCs have the capability of providing UEP for the@4.2oded video stream. An EXIT chart
matching procedure was used for the design of our specifiCIRT

e From the systematic study of Section 3.11 we found that UHPBdhiterative detection schemes results
in BER reduction and beneficial objective quality improveinef the coded video stream. Hence, in
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order to achieve further performance gain, we focused dantidn on finding most appropriate com-
ponent codes for iterative detection process. Therefar§ection 4.5 a powerful, yet low-complexity
algorithms for EXIT-chart Optimised Short Block Codes (E&L3 are presented, which can be used to
generate EOSBCs for a variety of code rates associated withsdd; ,,;,, values that are applicable
to wide-ranging multimedia services [2]. Additionally,sbkead of modelling the sources with the aid
of their correlation, the practically achievable interaetvideo performance trends are quantified when
using state-of-the-art video coding techniques, such a844AVC. More explicitly, instead of assum-
ing a specific source-correlation model, we based our sydesign examples on the simulation of the
actual H.264/AVC source coded bit-stream. The EOSBC-asdbegmes are utilised for protecting the
H.264 coded bit-stream using RSC codes [69]. The EOSBC gattiheme is incorporated by carefully
partitioning the total available bit-rate budget betwess $ource and channel codecs, which results in
an improved performance [3].

e Ashikhminet al proved in [70, 71] that the inner code of a serially concateshéurbo scheme must be of
rate = 1 to be capacity achieving. Therefore, in contraseiGn 4.5 composed of diverse combination
of different rate EOSBCs and RSCs for UEP of video stream,dati8n 4.6 the performance of an
iterative detection aided combination of EOSBC assistedcsodecoding and a rate-1 precoder designed
for the transmission of data-partitioned H.264 source dodeéeo over correlated narrowband Rayleigh
fading channels is analysed. It is demonstrated the effdédiferent EOSBCs having diverse minimum
Hamming distancesil ,,i,] but identical coding rates on both the overall BER perfanoeaas well as
on the objective video quality expressed in terms of the PEJIR

¢ In Section 4.6 we found that the performance of EOSBC impay®n increase iy ,,;,, and result in
open EXIT tunnel at lower /Ny value relative to identical rate EOSBC with low#y ,,,;,,. Therefore,
in order to improve the performance of outer code in iteeatigtection process, we focused our attention
on finding outer codes with further improveg; ,,;, and hence decoding performance. In Section 4.7,
we proposed the joint optimisation of iterative joint saiemnd channel decoding with the aid of our pro-
posed EXIT chart optimised RSM scheme, which is designeddaranteed convergence to achieve an
infinitesimally low Bit Error Ratio (BER). The performancéaur system was evaluated, while consider-
ing an iterative combination of RSM assisted source degpditd RSC for transmission over correlated
narrowband Rayleigh fading channels. EXIT charts werasetil to analyse the effect of redundancy
using different RSM schemes on the attainable system megioce, while keeping the overall bit-rate
budget constant [9].

¢ In Section 3.11 we found that the UEP scheme outperformsahehmarker EEP scheme. Additionally,
we utilised different iterative detection schemes in Sec#.5, 4.5 and 4.5, while employing classic
SISO transceiver design. Therefore, in Section 4.4 we ftwasir attention on finding an appropriate
UEP scheme using RSC codes, employing the most approphiagesity or MIMO scheme. A novel
USSPA source and channel decoding arrangement is proposdideftransmission of an H.264/AVC
coded video bit-stream. This USSPA coding scheme is ulilisethe UEP of the H.264/AVC coded bit-
stream using RSC codes, while exploiting the differenttidamportance of the bits in the H.264/AVC
coded bit-stream. The resultant USSPA assisted UEP aitlstt&am is transmitted using a DSTS aided
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Sphere Packing (SP) modulation scheme [72] for attainingvarglty gain without the need for any
high-complexity MIMO channel estimation. Additionally,enncorporated a novel EOSBC scheme by
partitioning the total available bit-rate budget betwdangource and channel codecs, which results in an
improved performance relative to the identical-rate bematker scheme dispensing with EOSBC, when
ISCD is employed [4].

e In Section 4.6 we found that the the iterative detection seheesults in the beneficial BER performance
improvement of the video transmission system. Similathg EBC assisted RSC coded video trans-
mission scheme is analysed in Section 5.4, which resultedilifective video quality improvement of
the transmitted video sequence, while employing sophisic SP modulation aided DSTS transmission
system. However the conventional two-stage iterativedtiete schemes suffer from BER floor problem.
In order to circumvent the BER floor imposed by conventiomad-stage turbo-detection schemes, we
focused our attention on finding the near-capacity thragestterative detection scheme. Therefore, in
Section 5.6.2, we considered jointly optimised threeestidgrative joint source and channel decoding,
while employing a novel combination of serially concatexiaand iteratively decoded EOSBCs com-
bined with a Unity Rate Code (URC) and multi-dimensional SRiodation. The resultant coded signal is
transmitted over non-coherently detected MIMO DSTS desigior near capacity Joint Source-Channel
Decoding (JSCD). The performance of the system was evallsteonsidering interactive video tele-
phony using the H.264/AVC source codec. The natural resiggiindancy after source coding and the
artificial redundancy due to EOSBC coding is iteratively leipd in a turbo process to improve both
the overall BER and the objective video quality performaguantified in terms of the PSNR. The con-
vergence behaviour of the advocated MIMO transceiver isdtigated with the aid of bit-based EXIT
charts [8].

1.10 Chapter Conclusions

This chapter has the following findings,

1. The video [73] signal is generated by the video cameradratfalogue format described in Section 1.2
by scanning a two-dimensional scene and each video clipngdeed of a number of scanned scenes
referred to as a video frame. The number of lines per framea lagct relation to its bandwidth and res-
olution. Additionally, the number of frames per second istaar factor affecting the temporal resolution
of the video, which should always be kept above some spedcified to avoid video flicker.

2. In order to facilitate video storage, compression, anor@orrection, the analogue video is converted to
a digital format, using a series of steps consisting of fitggrsampling and quantisation, as described in
Section 1.3.

3. From the subjective and objective video quality evatratnethods presented in Section 1.7 it may be
concluded that the PSNR evaluation is unable to charaeténis human interpretation of distortion,
which is perceived by human vision system differently afedént parts of the image. For example a
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small block of severely distorted pixels in the subjectivelost eye-catching areas of the frame, such as
the human face attracts the viewer’s attention and hensepitiiceived as large distortion in the frame,
although it may hardly affect the objective quality metric.

4. The video compression process consists of three impgortaiing components including intra-frame
coding, inter-frame coding and entropy coding as describ&#kction 1.8.

5. The concept of entropy coding detailed in Section 1.8U%é&tl to achieve further compression by reduc-
ing the redundancy among the symbols, using various VLCnigcles. The idea of VLC is to assign
lower number of bits to high-probability values, while loogde words are assigned to symbols with low
probability.

6. The concept of MCTI is presented in Section 1.8.5.4 anah filee results obtained it is observed that
despite the high compression efficiency achieved by the @mmnt of MCTI, hardly any perceptual
difference is noticed among the interpolated frames of feigul7 with reference to the original frame
presented in Figure 1.11.

1.11 Chapter Summary

In this chapter we provided a basic introduction to the diffe commonly used concepts of video coding.
Initially, the video was generated in its analogue formaheatoutput of the video camera by scanning a two-
dimensional scene, as described in Section 1.2. In ordeeneflh from video storage and compression, the
analogue video was converted into a digital format as desdrin Section 1.3, using a sequence of operations,
such as filtering, sampling and quantisation. The concepblafur spaces used to represent the video signal
was highlighted in Section 1.4, followed by the commonlydis&leo sampling patterns in Section 1.5, used
to specify the relative number of luminance (Y) and chromg®a (G and G) pixels per video frame. Then
we have detailed the various image formats obtained usinigitisdtion process, such as the SIF, the CIF
and the Quarter SIF and Quarter CIF etc in Section 1.6. Ini@edt7, the different video quality evaluation
methods used in the litrature were presented. Furtherm@osequence of operations used for the removal
of redundancy from the video sequence was described indBeti8, which included motion compensation,
intra-frame coding, inter-frame coding, transform codiggantisation and entropy coding. The information
related to the building blocks of a video coding system wadailel in Section 1.8.5. Further details about the
different video compression standards was provided ini@edt9. The outline of the thesis was presented in
Section 1.9.1, while its novel contributions were sumnetim Section 1.9.2. Finally, the chapter is concluded
in Section 1.10.
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Chapter

The H.264 Video Coding Standard

2.1 Introduction

The combined efforts of the ITU-T Video Coding Experts GrdMCEG) and ISO/IEC Motion Picture Experts
Group (MPEG) resulted in the H.264/AVC video coding stadd@d]. The main aim of this standardisation
activity was to design an efficient and network-friendly edadcodec capable of supporting a variety of appli-
cations, including both real-time interactive applicassuch as video conferencing, video telephony and non-
real-time applications, such as video streaming and dligitevision broadcast. Considerable research efforts
have been dedicated to the design of H.264 video codec [T5H7864/AVC provides the best performance in
terms of its rate-distortion efficiency amongst the exgtstandards [23, 79].

The main tasks involved in modern video communication sgstare summarised in Figure 2.1. The video
scene is captured by a video capturing device, such as a @amdradditional preprocessing may be applied
such as format conversion and video quality enhancemeng. vikleo encoder then encodes the frames and
converts them into a bit stream, which is then transmittest tive channel. The decoder decodes the received
video which is displayed on the screen after optional postgssing, such as filtering, format conversion, error
concealment and video enhancement [74].

2.2 Evolution of the H.264/AVC Standard

In 1980s ITU-T recommended the employment of combined ficbare DPCM and Discrete Cosine Trans-
form (DCT) for a codec suitable for videoconferencing tygeapplications. This recommendation showed
reasonable improvements over existing video codecs, asdcaable of providing a reasonable quality for
video conferencing applications 384 Kbits/s coding rate and high-quality video atMbit/s. This standard
was officially completed in 1989 and was referred to as théH<andard. In the 1990s the MPEG initiated a
project to investigate different video coding techniquardtiie storage of video on various digital storage media,
such as CD-ROMs with a quality comparable to that of Videosétis Recorders (VCRS). For this project the



2.2. Evolution of the H.264/AVC Standard 34

basic coding structure of H.261 was used as a reference piidject was referred to as MPEG-1. This standard
fulfilled the industrial needs to store video data on stomagelia other than conventional analogue VCR. The
MPEG-1 standard is based on progressive [80] scanning andftine can’t decode interlaced [80] video, be-
cause interlaced video has to be de-interlaced before tlezothe decoded image may then be converted back
to the interlaced format for displaying. The MPEG-1 and H.8@ndards became successful but there was a
need for an advanced codec for a wide variety of applicati@ussidering the similarities between H.261 and
MPEG-1, ITUT and ISO agreed to make a concerted effort taytdessigeneric video codec. This generic codec
was finalised in 1995, and was termed as MPEG-2/ H.262, monenamly known as MPEG-2. The MPEG-2
standard is capable of with supporting interlaced videdrapdnd is widely used for transmission of Standard
Definition (SD) and High Definition (HD) TV signals over a vatty of medias’ including satellite, cable terres-
trial channel as well as of storage of high-quality videmalg on Digital Versatile Discs (DVDs). However,
other transmission media, including cable modems, Diitddscriber Loops (xDSL) and the Universal Mobile
Telecommunications System (UMTS) offer lower data ratesoimparison to broadcast channels. Therefore,
the growing popularity of High Definition Television (HDT\Greated a need for higher video coding effi-
ciency, in order to provide higher quality video represgatafor transmission over these digital transmission
media [23].

Hence, video coding research evolved through the developofethe ITU-T H.261, H.262 (MPEG-2),
and H.263 video coding standards along with the enhanceofadt263, leading to H.263+ and H.263++.
Throughout this development continuous efforts were madmprove the achievable coding efficiency and
robustness for transmission over diverse network typés [31

In heterogeneous state-of-the-art communication ervisns apart from the achievable coding efficiency
the adaptability of the encoded video rate and quality ie afshigh importance in packet-based best effort
Internet streaming and in wireless networks supportingrdi¥ mobile receivers. The video adaptation proce-
dures proposed for different transport networks are tyiyickefined in separate standards, such as H.320 and
H.324. However the best-possible performance of the videongunication system can only be ensured by the
innate integration of the video coding and network adagtatéayers.

In early 1998 the VCEG issued a call for proposals in the cdriéa project referred to as H.26L. Its
primary goal was to achieve an improved coding efficiency metgvork friendliness [74], with the ambitions
target of doubling the coding efficiency (i.e. to half the fzite) in comparison to the existing video coding
standards for a broad variety of applications. The firsttdshthis standard was completed in October 1999.
In December 2001 VCEG and MPEG formed a Joint Video Team (JWih the common goal of finalising
a new draft of the H.264/AVC video coding standard in Marcl®20which would cover all common video
applications, ranging from mobile services and video canfeing to IPTV, HDTV and HD video storage.

The design of H.264/AVC was defined in form of two layers knaamthe Video Coding Layer (VCL)
and Network Abstraction Layer (NAL) [76]. The core compiieasengine of H.264/AVC is based on VCL,
which consists of different sub-levels known as blocks, mdiocks and slices. It was designed to be as
network-independent as possible and consists of variodimgao-called encoding tools’ which improve the
attainable coding efficiency and error robustness of thedoddeo stream. The NAL formates the stream
generated by VCL to a specific format suitable for variousgport layers in multiplex environments. The
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Figure 2.1: Video system broadview.

NAL's design is suitable for adaptation to various circuititthed and packet switch transport layers. For
circuit switched transport layers, such as H.320, H.324MMBEG-2 the NAL delivers the coded video as
a simple structure consisting of an ordered stream of bydesaming certain start codes, for example the
Picture Start Code (PSC), which allows us to resynchroniseeacommandment of a new video frame as
well as to interpret the structure of the bit-stream. By castt for the packet switched networks Transmission
Control Protocol (TCP)/User Datagram Protocol (UDP)/Reaie Protocol (RTP)/Internet Protocol (IP) the
NAL delivers the coded video packets [81].

Wireless systems are typically constrained owing to thdabitity of limited bandwidth and battery power.
Therefore, the drive for increased compression efficieray tb be carefully balanced against the increased
power consumption of high-complexity signal processingigieo coding standards. Furthermore, the inte-
gration of the channel coded video system into differenesypf communication networks, while maintaining
an enhanced error-resilience are equally important dessgects of wireless video and multimedia applica-
tions [82, 83]. In this context the H.264/AVC coding starlanay be considered as an attractive candidate
for all wireless applications, including Multimedia Megg#g Services (MMS), Packet-Switched Streaming
Services (PSS) and real-time conversational applicafitsis

2.3 H.264/AVC Hybrid Video Coding

The standard video codecs, such as H.261, H.263, H.264/MREG-1, 2 and 4 are based on the hybrid video
coding concept, consisting of a combination of video codthniques, such as motion compensation and
transform coding. The generalised block diagram of suctdeo/encoder is shown in Figure 2.2. Initially the
video encoder divides the input image into Macro-Blocks @YIRach comprising all three colour components
known asY, C, andC,. The luminance component representing the brightnessniafiion is denoted by
Y, while Cb and Cr represent the chrominance or colour information. To redheenumber of bits, the
chrominance components, which are less accurately rebblyehe human eye, are sub-sampled both in the
horizontal and vertical direction by a factor of two. Thisué#s in a 4:2:0 image format consisting of a macro-
block of 16x16 pixels for th& component and twBx8 pixel blocks ofC, andC, components [84].

The macro-blocks are coded either in Intra- or Inter-franmglen In Inter-frame block coding, the block is
encoded using motion compensation by utilising blocks égtrevious coded frame. For each block a motion
vector representing the best match of the current block énpitevious frame is calculated and transmitted.
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Figure 2.2: Generalised block diagram of H.264/AVC video encoder [74].

The motion prediction error, which is the difference betwége original and the predicted matching block is
transformed into frequency domain using the DCT. Then thd R@efficients are quantised, entropy coded
and transmitted. At the receiver the quantised (DCT) cdefits are inverse transformed and the MCER is
superimposed on the predicted signal, in order to form anstcacted MB. All the MBs are typically coded
and decoded in raster-scan order [85].

The new improvements incorporated in the H.264/AVC cod&tive to the previous standards are:

1. A so-called blocking filter is used in the prediction looparder to smoothen the potentially abrupt
luminance and chrominance changes near the block edgeseacd to reduce the blocking artifacts.
The soothened MBs are stored in memory to be used by otheorbémrks for motion prediction.

2. The H.264 codec allows the storing of multiple video franme memory, which has the potential of
improving the motion compensation accuracy at an increesatplexity.

3. In the H.264 codec intra-frame prediction can also be figednproved prediction based on already
encoded macro-blocks within the same image.

4. The classic floating-point representation-based DC&ptaced by the integer DCT transform [31].

In H.264 macro blocks are arranged in slices, where a sliosists of a group of macro-blocks arranged
in raster scan order. Five different types of slices are gupgd, which are the Intra-coded (1), Predicted (P),
Bidirectional (B), Switching | (SI) and Switching P (SP)cds. In the intra-coded slice all macro-blocks
are intra-frame coded, while in the predictive slices allcrmablocks are inter-frame coded, using Motion
Compensated Prediction (MCP) based on a single refereameefr The B slice (Bi-directionally predictive-
coded slice) uses bidirectional inter-frame predictiothtfoom past and future pictures to predict the sample
values of each block. Switching | and switching P slices pexiic types of slices used for efficient switching
between two different bit-streams [31].
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H.264 supports two different coding modes for the encodinigterlaced video, namely the frame-mode
and field-mode. In the frame-mode the two fields of a frame ateded as a single progressive frame, while in
the field-mode the two fields of a frame are coded separatély.chioice of frame/field-mode depends upon the
relative motion in the video scene. For a slow-motion vidio esed in head-and-shoulders video telephony
the frame-mode achieves efficient encoding by exploitimgstitistical dependency between the adjacent lines
while the field-mode is preferred for a video clip associatétth high motion activity in the scene. In case of
high-motion clips the statistical dependency between tli@cant lines is limited and hence it is more efficient
to encode the two fields separately [86].

2.4 H.264/AVC Video Coding Features

2.4.1 Network Adaptation Capability

The success of any video codec is dependent on striking i@ttite compromise amongst the various design
factors seen in Figure 2.3. Two important factors are thepression efficiency and the easy integration of the
coded video stream into the network architecture. In H.2@4¢ two factors are taken into account by the so-
called VCL, specifying the representation of the codedwigled the NAL which provides the interface between
the video codec and the outside world. The VCL strikes theired compromise between compression ratio
and error resilience, which are essential features redjfdresupporting real time video services, such as video
conferencing, multicasting and streaming applicationfiesE requirements are satisfied by the appropriate
choice of the encoding, transmission and decoding proesd8b].

Network Adaptation

Compression efficiency Complexity

Bitrate Video Coding Solution Delay

Error resilience Video quality

Figure 2.3: Design requirements of video communications system [1].
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2.4.2 Flexible Bit Stream Structure

Variable Bit Rate (VBR) channels, such as the internet ameless links are subjected to packet loss events and
hence require channel-adaptive streaming. Channeligdggzcket scheduling designed for transmission over
these channels allows us to react to diverse network conditiwhile transmitting encoded video. These capa-
bilities are supported in H.264 with the aid of various téghes, such as dropping of 'non-reference’ frames,
which results in the so-called temporal scalability featurhe multiple reference frame concept along with the
concept of generalised B frames provides a high flexibilityerms of temporal scalability and facilitates the
rate-control of the bit stream generated. The switchingvbeh two bit streams using Sl and SP types pictures
provides additional flexibility and error resilience [87].

2.4.3 Error Resilience

Conversational-style real-time interactive applicagidrave stringent delay requirements, which generally im-
poses additional challenges, because transmission eloerdo congestion and link-layer imperfection are
difficult to avoid and may lead to grave error propagation.erBifore, error resilient features have to be in-
corporated in the video coding standards [74]. Some of thar eesilient features of H.264/AVC are briefly
described below;

1. Flexible Macro-block Ordering :

Flexible Macro-block Ordering (FMO) allows for the alloat of macro-blocks to slices using macro-
block allocation maps, where a slice group may itself be amsagd of several slices. Therefore, when
using FMOs, macro-blocks can be discrete cosine transtbrame transmitted in an order out of the
natural raster scan sequence. Various macro-block altbocataps, such as slice interleaving, dispersed
macro-block allocation using checkerboard-like pattemnd using one or more foreground slice groups
as shown in Figure 2.4, which allow for different error rigsit features to be implemented [88]. Using
FMO the macro-blocks are coded into different slices basethe applied allocation map. Therefore,
in the event of transmission errors if one of the slice is gempdue to corruption, the lost macro-blocks
can still be concealed using the neighbouring macro-blockssfered using another slice as shown in
Figure 2.4.

2. Arbitrary Slice Ordering:
As suggested by the terminology, Arbitrary Slice OrderiA&Q) allows the arbitrary decoding order of
macro-blocks within a slice, in other words, the decodingarisecutive macro-blocks does not have to
monotonically follow each other. This assists in achievingeduced decoding delay in case of out of
order delivery of NAL units [74], which may have been impo$gdising different routes in the Internet,
for example.

3. Data-Partitioning:
Data-Partitioning (DP) in H.264/AVC allows for the creatiof up to three partitions per slice having
different subjective importance and hence error sensitiiar transmission of coded information. In
contrast to previous standards, where the coded informatias partitioned into header and motion
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Figure 2.4: Flexible Macro-block Ordering in H.264/AVC [74].

information, in H.264 the last partition is separated inttyd-coded and inter-coded information. This
allows the separation of the more important intra-codedrinftion from the inter-coded information.
Hence a considerable reduction of visual artifacts may béwed by providing prioritised or unequal
error protection to different partitions based on theiatigk importance [89].

4. Intra macro-blocks update:
The intra macro-block update allow us to curtail error pggian in coded sequences due to packet loss
or bit error events in the bit-stream, since the inclusiomadge blocks in intra mode allows the prompt
recovery from error propagation. H.264 also allows intrdieg of macro-blocks, which cannot be ef-
ficiently motion predicted. Furthermore, H.264 also allawgsto perform the selection of intra-coded
macro-blocks either in random fashion or using channeptdarate distortion optimisation [76] [90].
The employment of intra macro-block updates results inigg@mt performance improvements, when
the error rate is high. Generally speaking, channel adajnitva-update results in more beneficial per-
formance improvement than pure random intra-frame updates

5. Redundant coded slices:
Redundant coded slices may be transmitted to assist theleleao eliminating the effects of errors
in the corresponding primary coded picture. Examples a&f tadundant coding technique include the
Video Redundancy Coding (VRC) technique of [91] and the quiidbn of key pictures in multi-cast
environments [92, 93].

It is important to note that all these error resilient tecjugis generally result in an increased data rate for
the coded video without improving the error-free video gyalTherefore, their application should always be
carefully considered in the light of the compression efficie

2.5 The H.264 Video Coding Techniques

In this section we will discuss different video coding teicjues used by H.264/AVC for enhanced video coding
efficiency. The schematics showing the detailed operatidrike H.264 encoder and decoder are shown in
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Figure 2.5 and Figure 2.6, respectively.
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2.5.1 Block Based Intra-Coding

In intra-coding already transmitted macro blocks are usethfra-frame prediction. H.264/AVC supports two
types of intra-frame prediction for the prediction of theninance components Y. One of them is referred to
as the INTRA4x4 mode and the second one is the INTR&x16 mode. In INTRA4x4 a macro block of
16x16 picture elements is partitioned into sixteen 4x4 Isigioks and prediction is applied separately for each
4x4 sub-block. This mode is suitable for encoding the mogiitant parts of the image with fine detail. In
H.264/AVC nine different prediction modes are supporte@-frediction is one of these nine modes, in which
all samples to the left and top of the current block, as wethascurrently transmitted ones are used for block
prediction. Similarly, the remaining eight prediction nesd each having a specific prediction direction are
shown in Figure 2.7. For example, in vertical prediction @®@) all samples below sample A are predicted by
sample A and all samples below B are predicted by sample B@od.sSimilarly, in the horizontal prediction
(mode 1) horizontal samples are used for prediction, as shigure 2.8 [31].
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Figure 2.7: Possible prediction directions for the INTR#x4 mode [74].
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Figure 2.8: Horizontal and vertical prediction for the INTRAx4 mode [74].

In the Intra16x16 prediction mode, prediction of the whole macro blacgerformed without partitioning,
which is suitable for encoding smooth areas of the pictutélenusing four different prediction modes, which
are vertical prediction, horizontal prediction, DC-petin and plane prediction. The plane prediction uses a
linear function to predict the current sample from the nbiglring left and top samples, while the operation
of remaining modes is similar to that defined for the 4x4 p&oin mode, except that they are applied for the
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entire macro-block instead of 4x4 sub-blocks [31]. As theata is usually smooth over relatively large areas,
the chrominance samples of a MB are always predicted usiaghaigue similar to the Intrd6x16 luma MB
prediction. The only difference is that it is applied to 848dks instead of 16x16 blocks.

2.5.2 Block Based Inter-Frame Coding

This technique is also referred to as Motion Compensatedi®ien (MCP). There are two types of inter-frame
prediction techniques each associated with a differece $jipe, which are detailed below.

2.5.2.1 P-Slice Based Inter-Frame Prediction

In inter-frame predictive coding MBs are predicted from #ieeady encoded image MBs, where the macro-
block can also be divided into smaller partitions. The luanice partitions having block sizes of 16x16, 16x8,
8x16, and 8x8 samples are supported by the syntax. In cas@afiu-partitions, an additional syntax element
has to be transmitted, which specifies, whether the cornelipg 8x8 sub-MB has to be further partitioned into
block sizes of 8x4, 4x8 or 4x4 samples. The partitioning o€rasblocks is shown in Figure 2.9. Motion com-
pensation is performed separately for each partitionedkbldhus, if a macro block is encoded by partitioning
it into four 8x8 sub-partitions and then each 8x8 sub-partits further decomposed into four 4x4 partitions,
then motion compensation of the whole macro block will resud maximum of sixteen motion vectors, which
are transmitted for a single P macro block [31]. In the H.2&#%® codec using a motion vector accuracy of

Macroblock Partitions Sub-Macroblock Partitio
16 x 8 8x8
16 x 16
8x4
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i :(; 7/ 4x8
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Figure 2.9: Partitioning of a Block and sub-macroblock.

as fine as a quarter-pel accuracy is possible. The motioma#bin at a quarter of a picture element’s resolu-
tion is achieved by generating pixels at non-integer pimdex positions using interpolation. The luminance
samples at half pixel positions are generated by using @ &itsite Impulse Response (FIR) filter, designed
to reduce the aliasing artifact. Aliasing artifacts resalteduced interpolation accuracy and hence reduced
motion prediction accuracy [96]. The image samples at qugetl positions are generated by averaging the
pixels at integer and half-pel positions. The samples ofctirema components are predicted using bi-linear
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interpolation. Since the sampling resolution of the chimamice samples is half that of the luma resolution, the
motion compensation used for the chroma components hast/@le position accuracy.

Interpolated Sample Generation
For the sake of generating samples by interpolation atifnaak pixel-positions, first samples are interpolated
to create pixels half-way between integer-position samals illustrated by the grey pixels in Figure 2.10. For
example, to create samples by interpolation at half-gpaeitions, such as those at labels 'b’ and 'h’, first the
intermediate values B and 'h;’ are calculated by applying a 6-tap Finite Impulse RespdRr#R) filter [97],
as shown below [94],

by =(E-5F+20G+20H-51+J)
hy=(A-5C+20G+20M-5R+T).

The predicted pixel values for 'b’ and 'h’ are obtained froba’’and 'h;’ as follows,
b=(b, +16)/32,

h=(h,+16)/32.
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Figure 2.10: Interpolation of the luminance values at half-pixel pasis.

The samples at the half-sample central position ’j of Feg@rl0 are obtained by interpolation from the
six horizontal pixels of (cc, dd, h, m, ee, ff) or from the veat half-pixel samples of (aa, bb, b, s, gg and
h) in Figure 2.10, which were calculated in previous stepstiSically speaking, interpolation based on the
horizontal or vertical samples has the same result.

Once all the values at half-pixel positions were calculatbd pixels at quarter-pixel positions are inter-
polated using a further stage of linear filtering, as showRigure 2.11. Explicitly, the samples at quarter-pel
positions that are associated with two horizontal or vattajacent half- or integer-pixel positions (such as a,
¢, i, kandd, f, n, q) in Figure 2.11 are calculated using lirieterpolation from the adjacent pixels [97]. For
example, 'a’ can be calculated as,
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a=round((G +b)/2)

The remaining pixels, such as e, g, p, and r of Figure 2.11 arilated from a pair of diagonally adjacent
half-pel position samples, where, for example, 'e’ is cidted from 'b’ and 'h’.
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Figure 2.11: Interpolation of luma quarter-pixel position.

This more accurate motion compensation allows us to optulbsémple, half-sample and quarter-sample
prediction, which constitutes one of the major improveraeéntcomparison to earlier standards. More details
about fractional-pixel motion compensation and on its emtyican be gleaned from [96]. This technique also
facilitates motion compensation across frame boundaFesmotion vectors that point outside frame bound-
aries, the reference frame is extrapolated beyond the ilbbagedaries using edge samples, before interpolation
takes place. Motion vectors are differentially encodeagisicighbouring blocks in the same slice in order to
exploit the correlation between them, which results in &terreduced bit-rate after variable length coding.

H.264 also supports multiple reference-frame based matompensation, where more than one previous
encoded pictures can be used for motion compensation, amshd-igure 2.12. For this purpose multiple
pictures have to be stored at both the encoder and the def@8jerThe reference picture parameter, which
specifies the index of the reference picture in the multipé reference buffer has to be transmitted for each
motion compensated 16x16, 16x8, 8x16 or 8x8 sub-MB [99].

Another efficient feature of H.264/AVC is that large frameas associated with either a constant change or
no motion can be encoded with the aid of a few bits using theedled Skip P (SP) macro block mode. For this
specific coding mode neither the motion vectors nor the eefsr index parameter or prediction error residual
is transmitted. The reconstructed signal is computed inyasivailar to the prediction of (16x16)-pixel macro
blocks with reference to the picture index 0. In contrashirevious standards, the motion vectors used for
the reconstruction of the skipped macro blocks are obtailsaéty neighbouring macro blocks' motion vectors,
instead of considering zero motion for the skipped block.

2.5.2.2 B-Slice Based Inter-Frame Prediction

In the H.264/AVC codec the B picture concept is more generabimparison to previous video coding stan-
dards, because for example in the MPEG-2 the B-picturesrm@ded using a linear combination of both past
and future pictures as a reference, which was an averageogbredicted signals. However, the H.264/AVC
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allows the weighted combination of several different signeegardless of the temporal direction in conjunc-

tion with arbitrary weights. For example, a linear comhioaiof two forward predicted signals may be used as
shown in Figure 2.12. H.264/AVC also allows us to use imagegaining B slices as the reference image for

further predictions, which was not allowed in previous dands. Further details about this generalised B-slice
concept, which is also known as multi-hypothesis MCP candoed in [100, 101]. The B slices utilise two

C

2

Reference Frames Coded Frame

Figure 2.12: Inter-frame prediction using multiple reference frames.

distinct lists of reference pictures, known as list 0 antillisvhich are used for indexing the above-mentioned
multi-picture buffer. The procedure of selecting whichtgalar pictures are located in each of these two lists
depends on the multi-picture buffer control procedure. ditaker of pictures displayed and used as a reference
can be different, which is achieved with the aid of this pthae. This results in an increased flexibility in
terms of choosing reference pictures that are used by otber@s for motion prediction. This flexibility is
particularly beneficial in Scalable Video Coding (SVC) andltView Coding (MVC) standards [102, 103].

Four different types of inter-picture prediction are suped by B slices, namely the above-mentioned list
0, list 1, bidirectional-predictive and direct predictiomherefore, Inter-layer prediction can use either list 0,
list 1 or both, where the latter uses a combination of list 8 kst 1, which is the main feature of B slice
inter-frame prediction. The same partitioning as that sieifor P slices is also applied for B slices and for
each partitioned block one of the four possible inter-pietprediction type is used. In the direct prediction
mode the partitioned blocks are subjected to simple fraiffiereincing and hence they are encoded without
transmitting any motion information, such as motion vegtdf neither motion vectors nor prediction residual
information are transmitted for the direct-prediction ddsnacro blocks, then they are referred to as skipped
blocks, and skipped macro blocks can be differentiatedgusia same parameter as in case of the skip mode
of P slices [31].

2.5.3 Block Based Transform Coding and Quantisation

Transform coding constitutes a well-established techmiglutransforming the video frame from the spatial
video domain to frequency domain, which allows us to redbeerésidual spatial redundancy in the Motion
Compensated Error Residual (MCER). Transform coding tigct®s employed in previous standards, such as
the MPEG-1 and MPEG-2 standards are based on two dimendidDial[104] of size 8x8. In H.264/AVC

a different transform known as the 4x4 integer transformirigagimilar properties as the 4x4 DCT is used,
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although in some special scenarios the 2x2 integer tramsifoalso invoked.

Some of the advantages of using smaller transform blocls sire

e The smaller block size of 4x4 instead of 8x8 pixels faciiabetter motion estimation for objects of
smaller sizes both in the inter- and intra-frame coded médea result, the residual signal has a reduced
spatial correlation.

e The smaller transform size results in reduced artifactsraddhe block edges, such as mosquito noise or
ringing artifacts.

e The smaller transform size also results in reduced cornipatdtcomplexity owing to its smaller pro-
cessing word length.

To elaborate a little further, three different types of sfanms are used, which are described by the trans-
form matrices H1, H2 and H3 shown in Figure 2.13. The tramsfbll of size 4x4 is applied to all blocks
of the luminance component and to two chrominance compsneegardless, whether inter- or intra-frame
coding is used. If the predicted macro-block is of type Irit6x16, then the second transform H2 known as the
Hadamard transform of size 4x4 is applied after the first ¢trie.also used to transform all DC coefficients of
H1-transformed blocks of the luminance component.
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Figure 2.13: Three different transform matrices in H.264/AVC [74].

The transform H3 of size 2x2 is also a Hadamard transform asrsin Figure 2.13, which is used for
the transformation of the four DC components of each chramie component. Figure 2.14 shows the trans-
mission order of all the transform coefficients. If a macrodilis coded using the Inrh6x16 type, then the
block labeled -1 in Figure 2.14 contains the DC coefficieffitalidlocks of the luminance component and this
is transmitted first. After that all blocks labeled 0-25 igie 2.14 are transmitted, where blocks 0-15 of Fig-
ure 2.14 contain all AC coefficients of the blocks of the luamine component. Furthermore, blocks 16 and 17
of Figure 2.14 contain the DC coefficients while blocks 18epBvey the AC coefficients of the chrominance
components, which are transmitted last. In contrast to t64,[ll the integer transforms have integer coef-
ficients in the range of -2 to 2, as shown in the transform medrof Figure 2.13. This allows us to compute
the transform and its inverse using simple shift, add andractboperations in 16-bit arithmetic. On a similar
note, in case of the Hadamard transform only add and suldpmsttions are required for both the forward
transformation and for its inverse. As a benefit of usinggateoperations, any potential mismatch problem
imposed by the inverse transform is completely avoidedchvirias problematic in former standards [31].

All transform coefficients are quantised using a scalar tisenknown as the Uniform Reconstruction
Quantiser (URQ) [38]. The quantisation step size is seleatng the Quantisation Parameter (QP), which
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Figure 2.14: Transmission order of macroblock transform coefficient§.[7

supports 52 different quantisation schemes, correspgrdis2 different bit-rates. The step size of the quan-
tiser doubles with each increment of 6 in the QP. An increaska QP by 1 results in an approximately 12.5%
increase in the data rate. The transform is explained in metal in [105].

The guantised transform coefficients are generally scaimadzigzag fashion, while the 2x2 DC coeffi-
cients of the chroma component are scanned in raster-sdanamd are transmitted after entropy coding.

2.5.4 De-blocking Filter Within the Prediction Loop

In low bit rate video coding quantisation has to be perforweatsely, which typically results in visually notice-
able discontinuities along the transform block boundarigsis phenomenon results in the blocking artifacts
exemplified in Figure 2.15. The effect of these artifactsl$® propagated to successive frames during the
motion compensation process. Therefore, the removal s&thdifacts results in a considerable improvement
of the perceptual video quality. In previous standards Ideking was typically carried out as a post-filtering
operation, affecting only the picture to be displayed. Adaay to this method the past frame having potential
blocking artifacts was then used for motion estimation,chtoften resulted in a degraded decoded video qual-
ity. Therefore, in the H.264/AVC standard deblocking filtgris carried out within the encoding loop. This
results in the employment of the filtered version of previfrasnes for motion compensation and hence pro-
duces a high visual quality by removing blockiness withdfgaing the quality of the video contents, as shown
in Figure 2.16. Another reason for using the de-blockingffilvithin the coding loop is to assist the decoder
in delivering the best possible output quality, with no liog artifacts. The decoder used by the H.264/AVC
codec is highly adaptive. Several parameters such as thisation threshold and the local spatial as well as
temporal characteristics of the picture may be used to abitite filtering process [31], where the de-blocking
filter is adaptive on three levels:

e The de-blocking filter can be adjusted based on the chaistaterof the sequence within a given video
slice with the aid of the slice-level de-blocking filter;

e The second level of de-blocking operation is referred tdeckblevel filtering. In the block-level filtering
operation the filter characteristics are dependent on thekisl characteristics, such as the activation
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Figure 2.15: Video frame decoding without in loop de-blocking filter.
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Figure 2.16: Video frame decoding with in loop de-blocking filter.

of the inter/intra-frame motion prediction, the relativetion and the features of the MCER between
neighboring blocks. Based on these parameters, a so-cfillledng-strength’ parameter is calculated,
which has a value ranging from 0 to 4, controlling the smowithg effect of the filter from light filtering
to strong filtering of the block involved.

e The third level of de-blocking filtering is referred to as sdealevel filtering. In the sample-level de-
blocking the different levels of filtering are based on théex sample characteristics, which may either
be part of true edges in the image or those created by theigation of transform coefficients, because
in contrast to artifact-based 'false’ edges, true edged bruiteft unaffected as best as possible. For this
reason the sample values across every edge are analysedgiBléaexample is seen in Figure 2.17,
where pixels p0, pl1, p2 and g0, g1, g2 are part of two 4x4-gilatks with the actual block boundary
being between p0 and 0. Filtering of pixels p0 and q0 takaseplif their absolute difference is higher
than a certain threshold. On the other hand, the pixel differences within each bldudutd fall be-
low a certain threshol@, which is considerably lower than for the sake of disabling the de-blocking
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filtering. The thresholda and B have to be dependent on the specific quantiser activated.efbhe,
the bit-rate-dependent choice of a quantiser links thengtheof filtering to the general quality of the
reconstructed picture. For smaller quantiser values buthx tand g thresholds are set to zero, which
deactivates filtering [74].
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Figure 2.17: Visualisation of one-dimensional sample-level pixel filhg [74].

The employment of the deblocking filter results in a consitikr improvements of the subjective quality.
It also results in a typically-10 % reduction of the bit-rate, while producing the same obyectjuality as the
non-filtered video. A more detailed description of the H.2@blocking filter can be found in [106].

2.6 Entropy Coding

The H.264/AVC codec uses two alternative methods of vagiddahgth coding, which are Context-Adaptive
Variable Length Coding (CAVLC) based on a low complexity o adaptive switched sets of variable length
codes, and a computationally complex Context-AdaptiveaBimArithmetic Coding (CABAC) scheme. Both
methods result in considerable coding efficiency improvenie comparison to traditional coding techniques
used in prior video coding standards. In earlier standapdsifically designed fixed variable length codes
were used for each syntax element or set of syntax elemehtssenprobability distribution was assumed to
be similar. The underlying statistics of the source wereagisvassumed to be stationary, which in practice
rarely happens. Actually, the MCER generated by motion aampated predictive coding often exhibits non-
stationary statistical characteristics, especially anphesence of high-resolution motion compensation, which
removes much of the predictable video content. Therefgr@dorporating any of the above-mentioned meth-
ods of variable length coding in the H.264/AVC codec, agdaation to the statistical characteristics of the
underlying source has to be achieved, which results in a ¢ighpression efficiency, while striking an appro-
priate complexity-compression trade-off [74].

In CAVLC the basic coding tool is constituted by a single aie Length Coding (VLC) table of Exp-
Golomb codes [107], which are applied to all syntax elemeamtsept for the quantised transform coefficients.
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For the quantised transform coefficients a more sophisticabding scheme is designed, where the given
block of quantised transform coefficients is re-arrange@fone-dimensional array according to the predefined
scanning order of the TCs using the classic zigzag scan. d&leofjzig-zag scanning is to ensure that the TCs
having similar statistical properties which tend to be isleather’s vicinity both vertically and horizontally
remain close to each other and employ the same quantisesffét TC quantisation a block typically contains
only a few significant nonzero coefficients originating frtime top left corner of the block, along with a large
number of coefficients having a low magnitude equal to 1, tvhigpear at the end of the coefficient stream. As
a first step, the number of significant transform coefficiemd the number of trailing 1 values is transmitted
using a combined VLC codeword. Then, in the second step sheflisignificant transform coefficients is
scanned in reverse order and their sign and magnitude vaheesncoded. Again, the VLCs are adopted for
encoding each individual TC value based on the previoustp@ed value by choosing from six VLC tables.
Finally, the total number of zero-valued quantised coeffits preceding the last non-zero level is transmitted,
and for each significant level the number of consecutivequlieg) zero-valued coefficients is signalled. For
typical video sequences bit rate savings of 2-7% may be e@thieelative to conventional run-length coding
schemes by Exp-Golomb codes [31].

CABAC [108], which is the alternative technique of entromding, has significantly improved the attain-
able coding efficiency. The advantages of CABAC include,dsatnot limited to:

¢ Allocation of non-integer number of bits to each alphabdticl is advantageous for symbols associated
with probabilities higher than 0.5, because the frequeatimence of a non-integer number of bits results

in significant compression erosion.
e Adaptation to non-stationary symbol statistics, due toetmployment of adaptive codes;

e The employment of context modelling, in which statisticsatready coded symbols are used for the
conditional probability estimation of symbols.

In the H.264 codec the entire arithmetic coding operatiansthe associated probability estimation pro-
cesses are free from multiplications and rely on low-coxipfeshift and table look- up operations. CABAC
results in about 5-15% bit rate reduction relative to CAVIMre details about the CABAC technique are
provided in [106].

2.7 Rate-Distortion Optimised Video Coding

The H.264 standard defines the bit-stream syntax along wfffreht coding 'tools’, which may be activated

from the 'toolbox’ of techniques for achieving a high codiefficiency, but the achievable coding efficiency
also depends on the specific network conditions encountefeglire 2.18 depicts the different stylized rate
versus distortion operating points for different encodeategies. If the minimisation of the rate is of prime
concern, then using a specific strategy in favour of achiggimeduced data rate may imply that the distortion
would be high. Similarly, when aiming for distortion minisaition, the strategy applied in favour low distor-
tion would result in a high data rate. Both of these operaligoints may be undesirable. A desirable point is
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one, which results in both rate and distortion minimisati®his operational point may be found by using La-
grangian optimisation techniques [109] for the sake oftifigng the most appropriate choice of macro-block
coding mode and motion vector estimation [110] [109] [11This implies that an undesirable decision at the
encoder may result in poor coding efficiency or poor erroiliegge or in fact both. Usually in bi-directional
communication, the encoder has some awareness of the NAlogsi experienced at the decoder owing to
packet-loss events, which may be achieved by conveying $eetback information to the encoder from de-
coder. Naturally, this feedback is also subject to delaythoigh the employment of packet-retransmission is
not feasible in low-delay lip-synchronised interactivgligations, retransmissions are useful at the encoder in
terms of limiting error propagation in broadcast-type agdreaming.

Operating point using rate minimization

------ Rate
. Distortion

Distortion
Operating point using rate and distortion minimization

Operating point using distortion minimizatio

Figure 2.18: Rate distortion operational points based on different dacstrategies.

2.8 H.264/AVC Video Coding Profiles and Levels

The H.264/AVC video codec was developed to address a broge i@t applications at different bit rates, video
resolutions, video qualities and services charactesistidowever, different applications impose different re-
quirements in terms of video quality, error resilience, poassion efficiency, delay, and complexity. Therefore,
in order to increase the codec’s interoperability, whiteitling its complexity, the H.264/AVC standard defines
various 'Profiles’ and 'Levels’. A 'profile’ is defined as a | of standard coding tools. For this reason,
side-information parameters and flags are included in thsttgam, which specify the presence or absence of
the corresponding tools in the stream. All decoders thatamgpliant with certain profiles must support all the
tools within that profile. However, there is still a high degrof freedom within the boundaries imposed by the
syntax of a specific profile. For example, these variatioasdapendent on the values assumed by the different
parameters, such as the decoded picture size, frame rat€@tenany applications it is neither economical
nor practical to implement a decoder, which is capable ofgssing all possible syntax parameters within a
given profile. For this reason, a second profile descriptomknas 'Level’ is created for each profile, which
specifies a set of constraints imposed on the syntax paresmetéhin each profile. These constraints may
either be syntax parameter values or they may be a comhinatticalues, such as the picture width and height
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expressed in terms of the number of pixels or the frame ratel.264/AVC all profiles employ the same level
definitions. Furthermore, if the application consideredapable of supporting more than one profiles, then we
have the option of support either the same or different tefarl each profile [76]. In H.264/AVC three profiles
are defined, which may be invoked for supporting a diversgeani applications. A stylized representation of
the capabilities of these profiles is provided in Figure 2.19
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Figure 2.19: Scope of the H.264/AVC profiles [74].

2.8.1 Baseline Profile

The simplest profile of the three is capable of supportinddal64/AVC tools, except for handling B-slices,
interlaced coding, weighted prediction, adaptive swiighbetween frame/ field coding, CABAC, SP/SI slices

and data partitioning [84]. This profile typically targetspéications with low complexity and low delay re-
quirements [74].

2.8.2 Main Profile

The H.264/AVC coding tools that are not supported in thidifgranclude FMO, ASO, and the transmission of
redundant pictures. By contrast, the list of supportedsteohtains all the above-mentioned Baseline Profile
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tools, along with handling B-slices, weighted predictiorierlaced coding, adaptive switching between frame/
field coding and CABAC, again, except for FMO, ASO and redumigiéctures. Due to the inclusion of complex
tools, such as the support of B-slices and CABAC, this prafilevides the best quality at the cost of an
increased complexity [84] in comparison to the baselindileroT his profile typically allows the best quality at
the cost of higher complexity (essentially due to the Besdiand CABAC) and delay [74].

2.8.3 Extended Profile

This profile contains all the coding tools of H.264, except@ABAC. The SP/SI slices and slice data parti-

tioning are only included in this particular profile, but rintthe previously mentioned more simple profiles.

It is generally difficult to establish a strong relation beem the profiles and their specific applications, but its
possible to say that conversational services associatbedow delay requirements will typically use the Base-

line profile, entertainment services tend to rely on the Mumwfile, while streaming services using wireless or
wired transmission medium may employ the Baseline or Exadrmtofiles [84]. There are 15 levels defined

for each profile in H.264/AVC. Each level defines an upper lodian the encoded bit-stream or a lower bound
for the decoder’s capabilities. These different paramgpecifications may include the picture size, ranging
from QCIF to (4K x 2K)-pixel high-definition video, the decexts processing rate of say 1485 to 983 040
macro-blocks per second, the affordable memory size fotamyent in multi-picture references, the video bit

rate ranging from 64 Kbps to 240 Mbps and the motion vectogeasf say -64 to +64 or -512 to +512 [73].

2.8.4 FRExt Amendment for High-Quality Profiles

In addition to the above-mentioned three profiles, the HR6@ FRExt amendment specifies three additional
nested sets of profiles relying on the main profile, namelgthealled High, High 10 and High 4:2:2 profiles of
Figure 2.19. The High profile contains coding tools for thetfar improvement of the coding efficiency relative
to the main profile and results in a moderate increase of thpession ratio at a modest implementation and
computational cost. The High 10 profile further extends tggatbilities of the standard. A high pixel-resolution
ranging up to 10 bits/pel is supported by this profile. SimhilaHigh 4:2:2 is used to extend the video format to
4:2:2, which is associated with a high chroma resolutioresehprofiles extend the capabilities of the standard
in order to provide enhanced-quality applications, sucliBsconsumer applications, including HDTV and
computer monitors having a high quality [84].

The Peak Signal-to-Noise Ratio (PSNR) versus bit-rateoperdince of the various H.264 profiles is pre-
sented in Figure 2.22. TH&reman video test sequence consisted0fframes represented in tfig76 x 144)-
pixel Quarter Common Intermediate Format (QCIF) resofuti@s encoded at 15 frames-per-second (fps) us-
ing the JM 13.2 encoder of the H.264/AVC standard. The reimgigystem parameters of our encoding setup
are listed in Table 2.1. It is observed from Figure 2.22 theagtrimg in mind the high computational complexity
of the H.264 FREXT profiles, described in Section 2.8.4 dased with High 4:2:0 and High 4:2:2, they may
not constitute realistic design options for the encodintpwfdefinition, low bit-rate wireless applications. By
contrast, theExtendedprofile of Section 2.8.3 combined with the additional emesilience feature of data
partitioning may be viewed as a realistic method of choicenioeless multimedia communications. It is worth
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noting that although the PSNR versus bit-rate curves of iffierent-complexity profiles appear to be similar,
their ability to handle diverse video scenes varies. Thig tharefore result in a noticeably different subjective
video quality. Furthermore, the substantially lower PSNfhe FREXT High 4:2:2 profile is due to its higher
spatial resolution, which hence results in a reduced-acgupixel-representation and a reduced PSNR at a
given bit-rate.

‘ Parameters ‘ Baseline ‘ Main ‘ Extended ‘ FREXT: High 4:2:0 ‘ FREXT: High 4:2:2 ‘
No of encoded frames | 45 45 45 45 45
YUV Format 4:2:0 4:2:0 4:2:0 4:2:0 4:2:2
Frame rate 15 15 15 15 15
Transform8x8Mode OFF OFF OFF ON ON
Sequence type IPPP IBPBP IBPBP IBPBP IBPBP
Entropy coding method CAVLC CABAC | CAVLC CABAC CABAC

Table 2.1: Parameters used in the profiles of Figure 2.22 for variousfQ€solution sequences
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Figure 2.20: PSNR-Y versus bit rate performance of the various H.264rapdrofiles using the parameters of

Table 2.1 and various QCIF sequences.
Additionally, the subjective video quality of th&5!" frame of the” Foreman” video sequence using the

H.264 profiles of type baseline, main, extended, FREXT: HighO and FREXT: high 4:2:2 summarised in
Table 2.1 is presented in Figure 2.20. From Figure 2.20 ittmaobserved that the FREXT: high 4:2:2 profile
of the H.264/AVC, which is designed for high definition vidapplications with high bandwidth requirement
has the worst performance while considering low bit-ratiewi coding scenario. Therefore the FREXT: high
4:2:2 profile can not be considered for our low bit-rate videmmunication systems.
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Furthermore, the error resilience of the different H.26dfifrs of Table 2.1 is demonstrated by systemati-
cally corrupting thé&” slice in the3" frame of the” Foreman” video sequence. The resultant artifacts imposed
as a result of corruption in tHg" slice of the3™ frame” Foreman” video sequence is shown in Figure 2.21.

Figure 2.21: Subjective video quality of thé5!" ” Foreman” video sequence frame using the H.264 profiles of
type (from left) baseline, main, extended, FREXT: high @&nd FREXT: high 4:2:2 summarised in Table 2.1.

Figure 2.22: Subjective video quality of th8™ frame of the” Foreman” video sequence using the H.264

profiles of type (from left) baseline, main, extended, FREXigh 4:2:0 and FREXT: high 4:2:2 summarised in

Table 2.1 with corruption in the" slice of3" frame.

2.9 Chapter Conclusions

This chapter has the following findings,

e The focus of the H.264 AVC standardisation activity was teigle an efficient and network-friendly
video codec capable of supporting a variety of applicatiassstated in Section 2.1.

e In Section 2.2 it was stated that the design of H.264/AVC ined in form of two layers known as
the VCL and NAL [76]. The core compression scheme of H.264AY based on the VCL, while the
NAL formates the stream generated by VCL to a specific forraaakle for various transport layers in
multiplex environments, in order to be as network-indegerncs possible.

¢ |t may be concluded from Section 2.3, that just like the stadd/ideo codecs, such as H.261, H.263,
H.264/AVC, MPEG-1, 2 and 4 the H.264 codec is also based ohytbed video coding concept, relying
on a combination of video coding techniques, such as motampensation and transform coding.

e The H.264-coded stream has a flexible network adaptatioabdéy, flexible bit stream structure and
high error resilience, as stated in Section 2.4.
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e In order to improve the attainable motion compensation lgiéipaand to mitigate the blocking artifacts
in highly motion active areas of the frame, the H.264/AVC epgdupports additional INTR&x4 type
intra-frame prediction for the prediction of the luminanmemponents Y. In the INTRAIX4 mode a
macro block of 16x16 picture elements is partitioned inkbe®n 4x4 sub-blocks and prediction is applied
separately for each 4x4 sub-block, as described in Sectton 2

e The advantages of using the smaller transform block sizesritbed in Section 2.5.3 are;

— The smaller block size of 4x4 instead of 8x8 pixels faciitabetter motion estimation for objects
of smaller sizes both in the inter- and intra-frame codedendd a result, the residual signal has a
reduced spatial correlation.

— The smaller transform size results in reduced artifactaraddhe block edges, such as mosquito

noise or ringing artifacts.

— The smaller transform size also results in reduced comipuotdtcomplexity owing to its smaller

processing word-length.

e In comparison to the previous video coding standards thé4+tadec provides significant improvements,

including;

— Enhancement of motion compensation by using high-accuramyon vectors and multiple refer-
ence frames, as described in Section 2.5.2.

— Employment of an integer transform, instead of the clas€id[as presented in Section 2.5.3.
— Adaptive in-loop de-blocking filtering, as detailed in Sent2.5.4.

— Enhanced adaptive entropy coding, as highlighted in Se&ti6.

2.10 Chapter Summary

In Section 2.1 we noted that the H.264 AVC video coding stechdeas jointly developed by the ISO/IEC
MPEG group and ITU-T VCEG group. In comparison to previowmndards, H.264 AVC provides an im-
proved coding efficiency and flexibility for employment ovemwide range of network infrastructures. The
evolution of the H.264/AVC standard’s development from 1980s combined inter-frame DPCM and DCT
based compression designed for video-conferencing typppfcations to today’s advanced H.264 AVC stan-
dard was outlined in Section 2.2. The H.264 hybrid video rgdioncept was presented in Section 2.3. The
list of the main H.264 video coding features, including ietvmork adaptation capability, flexible bit-stream
structure and error resilience was summarised in SectibnSection 2.5 provided details about the different
video coding techniques used by H.264/AVC for achieving mma@ced video coding efficiency. In the block-
based intra-frame coding technique of Section 2.5.1 ayradsmitted macro blocks were used for intra-frame
prediction. It was observed that the H.264/AVC codec suspero types of intra-frame prediction for the pre-
diction of the luminance components, which are referredsttha INTRA4x4 mode and the INTRA6x16
mode. The concept of block based inter-frame coding whiettsis referred to as MCP coding was detailed in
Section 2.5.2. Furthermore, the block based transformngodbncept used for transforming the video frame
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from the spatial video domain to the frequency domain, wéailée in Section 2.5.3 along with the concept of
the scalar quantiser known as the URQ used to quantise thefdren coefficients. Moreover, the concept of
deblocking filtering used for removing the blocking artt&owhich result from the coarse quanization of the
encoded coefficients and results in visually noticeableatisnuities along the transform block boundaries was
detailed in Section 2.5.4. The two alternative entropy reganethods were presented in Section 2.6, which are
CAVLC scheme based on a low complexity context adaptivechei sets of variable length codes, and the
computationally more complex CABAC scheme, which resuttansiderable coding efficiency improvements
in comparison to traditional coding techniques employegtiar video coding standards. Section 2.7 describes
the rate-distortion based optimisation of the H.264 codéich is capable of striking an appealing trade-off
between rate and distortion minimisation of the coded viaEsed on the specific coding and transmission con-
ditions. Finally, Section 2.8 provided details about the4/AVC video coding profiles and levels, designed
for a range of applications having different bit rates, hasons, qualities and services characteristics. The
detail provided in this chapter about the H.264/AVC spedifiding techniques will be used in the next chapter
in order to consider the optimal coding parameters for tHewitest sequence, while keeping in view the lower
complexity and low bit-rate vido telephony scenario.

The advanced coding tools of the H.264/AVC codec describeithis chapter may result in about 50%
bit-rate savings, relative to previous video coding statislesuch as MPEG-4 and MPEG-2 for a wide range of
resolutions and bit-rates. However, the price paid for ¢ideo-quality improvement is its increased complex-
ity. The H.264/AVC encoder is about 10 times and the decadabout twice as complex as the corresponding
MPEG-4 encoder and decoder in the context of a simple prdfiie.H.264/AVC Main profile decoder, which
is suitable for entertainment applications, is about foues as complex as MPEG-2. The main contributor to
the increased encoder complexity is the improved motionpeorsation and rate-constrained encoder control.
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EXIT Chart Aided Unequal Error Protection

Based Video Transmission

3.1 Introduction

The H.264/AVC codec [31] constitutes an attractive cangidar wireless applications, since it was designed
to be a high compression standard for network-friendly @ittansmission. In wireless systems, the charges
payable by the end-users are proportional to the amounaoémnitted data, where the data rate is limited by
both the available bandwidth and transmission power. Tagremaintaining a high compression efficiency as
well as a high integrity, while communicating over hetemgeus communication networks are of paramount
importance for wireless multimedia applications [1] [76]he H.264/AVC standard is conceptually divided
into the Video Coding Layer (VCL) and Network Abstractionylea (NAL) [31], as described in Section 2.4.
The hybrid video coding functions are part of the VCL, white NAL is responsible for facilitating the resul-
tant bit-stream'’s transport over a wide variety of transjmyer protocols. It is stated in Sections 2.6 and 2.3
that the H.264/AVC codec employs various Variable Lengtdi@g (VLC) and predictive coding techniques in
order to achieve a high compression efficiency, which howmakes the compressed bit-stream vulnerable to
transmission errors [1]. This is because a single bit errthié video stream may render the correct decoding of
future codewords impossible. Furthermore, owing to ptadicoding, the effects of channel errors are likely
to be propagated to the neighbouring video blocks. Thegetbe limited bandwidth and error-prone nature of
wireless transmission systems makes the transmissionngbressed video a challenging task. Various error
resilient features [81] such as Data-Partitioning (DPR]1Have been incorporated in the H.264/AVC codec to
mitigate the effects of channel errors. The H.264/AVC cdoieédtream using DP results in three different types
of streams, each containing specific sets of coding elenewnisg different levels of importance. The design
of Unequal Error Protection (UEP) schemes based on theveliaportance of the video bits is carried out
by carefully considering the error sensitivity of the kiteems generated. Various error resilient schemes have
been proposed in [1] in order to mitigate this error senigjtiproblem at the cost of increasing the computa-
tional complexity and potentially reducing the achievatdenpression efficiency. Several robust transmission
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techniques [113], such as layered video coding using UER wleown to be advantageous for H.264 video
transmissions in [114]. Error resilient H.264/AVC schemease created for example employing UEP aided
macro-block slices using Reed Solomon codes in [115]. Orother hand, the authors of [116, 117] used
the DP mode of H.264/AVC, where UEP was implemented usingtagahierarchical Quadrature Amplitude
Modulation (QAM). Additionally, UEP aided H.264/AVC videmansmission was also provided using turbo
codes [89]. A robust cross-layer architecture that explthie advantages of the H.264/AVC error resilience
features combined with the Medium Access Control (MAC) tiljies of 802.11 Wireless Local Area Net-
works (WLANSs) was presented in [118]. while a feedback clehmided videophone scheme was presented
in [119]. A refined error concealment algorithm based on aptige spatio-temporal video estimation method
designed for improving the representation of object edgas wresented in [120]. An iterative source and
channel decoding aided IrRegular Convolutional Coded (RgGdeophone scheme using Reversible Variable-
Length Codes (RVLC) and the Maximum A-posteriori (MAP) pablity detection algorithm was proposed
in [121]. Furthermore, the performance characteristiddiftérent video transceivers assisted by decision feed-
back equaliser-aided wide-band burst-by-burst adaptléstcoded modulation, Turbo Trellis-Coded Modula-
tion (TTCM) and bit-interleaved-coded modulation desijfm H.263 assisted video telephony were presented
in [122]. Furthermore, a joint source-channel decodinghogbased on the MAP [69] algorithm was proposed
in [123]. An overview of recent advances in the field of effitigideo coding and transmission are presented
in Tables 3.1 and 3.2.

Against this background, in this chapter we analyse thesfief diverse H.264/AVC coding techniques on
the transmission of an encoded video bit-stream over veisebhannels. We propose a novel coding arrange-
ment for the transmission of an H.264/AVC coded video bi¢atn. This scheme is utilised for the UEP of
the H.264 coded bit-stream using Recursive Systematic @atienal (RSC) codes [69], while exploiting the
different relative importance of different H.264/AVC lsitream partitions. Furthermore, the resultant H.264
coded bit-stream is also protected using IRCC, which resalan improved performance, when iterative de-
coding is employed. We cosidered a temporally correlatetbndand Rayleigh fading channel for the coded
bit-stream’s transmission. Furthermore, the achievabtéopmance of the error protection schemes employed
was analysed with the aid of Extrinsic Information TrangteXIT) charts.

The novelty and rationale of this chapter can be summarisddliows [7]:

1. We studied the error sensitivity of the H.264 bit-streanmoiider to understand the importance of the

different segments of the coded stream before applying UEP.

2. We applied UEP to the DP-aided and H.264/AVC coded streangEXIT chart-optimised IRCCs. More
explicitly, we proposed a serially concatenated turbo segiver, consisting of an iterative combination
of an outer IRCC and an inner rate-1 precoder. A low bit-rdtead-and-shoulders’ type video sequence
was encoded using the state-of-the-art H.264 codec and matoged for the performance evaluation

of the proposed error protection scheme.

3. Additionally, the performance of the error protectiorhemes employed was analysed with the aid of

EXIT charts.
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The rest of the chapter is organised as follows. The condejperative detection schemes is presented
in Section 3.2 along with an overview of the state-of-thierasearch contributions in this field. The theory
behind, EXIT charts used for iterative detection convecgeesting is described in Section 3.3. The concept of
different component codes used in the iterative detecttbermes is described in Section 3.4. The video source
signal input to the proposed systems is characterized itidBe8.5, while Section 3.6 presents the concepts
behind the hierarchical structure of the H.264 coded videsam. The bit-stream syntax of the H.264/AVC
coded video is detailed in Section 3.7. In Section 3.8 werilesthe H.264 DP concept, followed by our H.264
error sensitivity study in Section 3.9. In Section 3.10 warelsterise our UEP based system using RSC codes,
based on the system model presented in Section 3.10.1. Aitenagive detection aided H.264 wireless video
telephony scheme using IRCCs is proposed in Section 3.1t.c@nhclusions are presented in Section 3.12,
followed by the chapter’'s summary in Section 3.13.

3.2 lterative Detection

Iterative detection aided schemes [69] consist of a contibimaf two or more constituent encoders and inter-
leavers. The principle of iterative detection using coesated codes was first introduced in [133]. However,
due to the lack of sophisticated hardware at that time lédigtib stimulate further research owing to its excessive
computational complexity. After the discovery of turbo esd134], which employed low-complexity compo-
nent codes, the implementation of low-complexity iteratilecoding aided concatenated codes became a prac-
tical reality. The innovative iterative decoding of corer@ted codes inspired researchers to extend this concept
to numerous communication schemes in order to achieveihtghrity transmission of information [135-151].

In [143] the Soft-Input Soft-Output (SIS@) PosterioriProbability (APP) module corresponding to the input
and output bits of the encoder was described, which expldhe benefits of iterative decoding. Similarly,
an iterative extrinsic information exchange was performetiveen the detector and channel decoder in [142],
in order to mitigate the effects of intersymbol interfereria digital transmission. Furthermore, in [144, 145]
the authors presented the theory behind bit-interleaveddonodulation, complemented by its design guide-
lines and performance evaluation. As a further advanceptimeiple of iterative demapping was proposed
in [145] for communication systems applying multi-level dadation combined with low-complexity channel
coding, in order to reduce the BER. On the other hand, iteratiulti-user detection and channel decoding de-
signed for Code Division Multiple Access (CDMA) schemes egposed in [150]. Moreover, a turbo coding
scheme constituted by a serially concatenated block cadlemorthogonal Space-Time Block Codes (STBC)
was designed for Rayleigh fading channels in [151]. In [18&erially concatenated system composed of a
cascaded outer encoder, an interleaver fed with the outkgdcbits and an inner encoder was presented. It
was demonstrated that in order to maximise the interleasar gnd to avoid having a BER floor in case of
iterative decoding, the employment of a recursive innerecads found to be important. This principle was
proposed in [137], which has been adopted by several authft§2—-156], in order to design serially concate-
nated schemes constituted by the unity-rate precoder amandode, when designing low-complexity iterative
detection aided schemes suitable for power-limited systeawing demanding BER requirements.

Considerable research efforts have been dedicated to tigndef semi-analytical tools [152, 157-164]
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Year

Author(s) name and contribution

2003

Author(s): M. Grangetto, E. Magli and G. Olmo [124]
Contribution: Arithmetic Codes (ACs) are proposed as a joint entropy apdimd error protec

tion tool for robust video transmission over error-pronarutels.

2004

Author(s): L. Xu and H. Zhou [120]

Contribution: a set of error concealment techniques are advocated todgrevior resiliencd

based on the coding and network characteristics of H.26adaptive spatial/temporal estima-

tion method having a low complexity is designed for transiois over mobile IP channels.

Author(s):H. B. Yu, C. Wang, SY Yu [119]

Contribution: an algorithm is presented which relies on a feedback chaaorahieve prompt

error recovery for H.264 video. Its application in convéitszal services, such as Internget

videophones is discussed.

2005

Author(s): B. Barmada, M. M. Ghandi, E. V. Jones, and M. Ghanbari [125]

Contribution: a Hierarchical QAM (HQAM) is used to provide UEP for layeredP [H.264
coded video. A multilevel HQAM arrangement based on adaptonstellation point distance
provides a graceful degradation in the quality of the dedodéeo without requiring feedbac

from the receiver.

2006

Author(s): Q. Qu, Y. Pei and J. W. Modestino [126]
Contribution: a low-complexity motion-adaptive UEP video coding and sraission schemg

is proposed, which efficiently combines the existing eresilience techniques by exploitin

knowledge of the source material as well as the near-irstaous channel quality conditions.

Author(s): A. Ksentini, M. Naimi and A. Gueroui [118]

Contribution: characterises H.264 wireless video transmissions oveE IB2.11 WLANS by

proposing a robust cross-layer architecture that acsviie inherent H.264 error resilien¢

tools relying on DP and characterises the achievable pe#ice of the proposed architecture.

2007

Author(s): YJ. Lee, SW. Lee, Yong H Kim, SI. Lee, ZK. Yim, BH. Choi, SJ. Kiamd JS.
Seo [127]
Contribution: the field trial results of the Terrestrial Digital MultimedBroadcasting (T-DMB

service in Korea are presented. The services provided btetited T-DMB system included

streaming video, CD-quality audio and data services usieg-.264 video codec along wif]

additional channel coding and interleaving schemes.

Table 3.1: Video Transmission Advances (Pajt
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Year

Author(s) name and contribution

2008

Author(s): P. Ferre, A. Doufexi, J. Chung-How, A. R. Nix and D. R. Bull 812
Contribution: a packetisation method is designed for robust H.264 videtsmission over thg

IEEE 802.11 WLAN configured as a wireless home network.

1%

2009

Author(s): V. Sgardoni, M. Sarafianou, P. Ferre, A. Nix and D. Bull [129]
Contribution: robust H.264 coded video delivery for broadcast transwmissiver the 802.11a/

standard in combination with an accurate time-correladeithfy channel is proposed.

Author(s): S. Ahmad, R. Hamzaoui and M. Al-Akaidi [130]

Contribution: transmission strategies for H.264 coded video sequert@saitn at minimising

the expected bandwidth usage while ensuring successfoblaw®y;, subject to an upper bound

on the packet loss ratio. The framework invokes a generategly, where the source kee

on transmitting the encoded symbols until it receives amaakedgement from the receiver

indicating that the block was successfully decoded.

pPS

2010

Author(s):R. A. Farrugia and C. J. Debono [131]
Contribution: a Hybrid Error Control and Artifact Detection (HECAD) meciism is proposed

to enhance the error resilience of the standard H.264/AWgcoThe proposed HECAD tech

nigue relies on residual source redundancy based bitrstreaovery and on a pixel-level art
fact detection mechanism invoked for detecting the viguatipaired MBs and for concealin

them.

Author(s): S. Gao and K-K. Ma [132]

Contribution: a new VLC coding scheme is proposed, which is referred toasih-way de-
codable variable length data block (TDVLDB) based techajguhich renders the compress
bitstream to be bidirectionally decodable and has the chiyadi effectively recovering more

uncorrupted data from the corrupted bit-stream.

Table 3.2: Video Transmission Advances (Pajt
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conceived for analysing the convergence behaviour oftitedst decoded systems. The employment of so-
called EXIT charts was proposed by ten Brink in [158], in arttieanalyse the flow of extrinsic information
between the SISO constituent decoders. Furthermore, Bl fh& computation of EXIT charts was further
simplified by exploiting that the PDFs of the information aoremicated between the input and output of the
constituent decoders are symmetric. A tutorial introcactio the powerful technique of EXIT charts, along
with simple examples, typical applications and prelimynanalytical results was presented in [161]. Finally,
the concept of iterative detection using three stage cenastd systems and their convergence analysis using
EXIT charts was provided in [164—166]. The major contribog to the field of iterative detection and their
EXIT chart analysis are summarised in Table 3.3, 3.4 andeTa/al.

3.3 Binary EXIT Chart Analysis

The concept of EXIT charts was proposed by Stephan ten Btis&][in order to predict the convergence be-
haviour of iterative decoding without exhaustive bit-iyMonte-Carlo simulations by analysing the exchange
of mutual information between the inner and outer decodeinguterative decoding. The EXIT charts are

based on two assumptions, normely that

1. thea priori Log-Likelihood Ratio (LLR) values are fairly uncorrelatagbon assuming large interleaver
length:

2. thea priori LLR values obey a Gaussian probability density function.

3.3.1 EXIT Characteristics of the Inner Decoder

The input of the inner decoder consists of the demodulatidrdormation obtained using the noise-contaminated
channel observations and thepriori information Ly, fed back to the inner decoder by the outer channel
decoder. The inner decoder outputs thgosteriori information Ly ,, which is converted into extrinsic in-
formation Ly, by subtracting the priori information Ly, , fed back by the outer decoders. With reference
to the above-mentioned two assumptions, aheriori information L, can be modelled using independent
zero-mean Gaussian random variableshaving a variance eri [176]. Therefore, in relation to the outer
channel coded and interleaved bitshea priori input Ly, can be written as [158]

Lyig = pa-x+na, (3.1)

where we have 4 = 0% /2.
Similarly, the conditional probability density functior the a priori input Ly, , iS
(€% %7

1
exp | -2 =2 M) 3.2)
V271to P 203

palllX =x) =

where wherex is the transmitted symbol aridis the received AWGN channel output.
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YEAR | AUTHOR(S) CONTRIBUTION

1966 | Forney [133] introduced concatenated codes.

1974 | Bahlet al. [167] introduced the Maximum A-Posteriori (MAP) algorithm.

1993 | Berrouet al. [134] invented turbo codes and showed that iterative decodingtitoies

an efficient way of improving the attainable performance.

1995 | Robertson et | proposed the log-MAP algorithm that results in a perfornessimi-
al. [168] lar to that of the MAP algorithm at a significantly lower corexity.
Divsalaret al. [135] | extended the turbo principle to multiple parallel concated codes

1996 | Benedetto et | extended the turbo principle to serially concatenatedkodom con-
al. [136] volutional codes.

1997 | Benedetto et | proposed an iterative detection scheme, where iteratiare war-
al. [143] ried out between the outer convolutional code and inner T@M

coders.
Caireet al. [144,145] | presented the BICM concept and its design rules.
Li et al. [147-149] combined the BICM with an iterative detection scheme.

1998 | Benedett@t al. [137, | studied the design of multiple serially concatenated codethined
169] with interleavers.

Brink et al. [146] introduced a soft demapper between the multilevel demtwoiudend
the channel decoder in an iteratively detected coded system

1999 | Wanget al. [150] proposed iterative multiuser detection and channel degofior

coded CDMA systems.

2000 | Divsalaret al. [152, | employed unity-rate inner codes for designing low-comipjexer-
153] ative detection schemes suitable for bandwidth- and pdiwétied

systems having stringent BER requirements.
ten Brink [158] proposed the employment of EXIT charts for analysing thevenn
gence behaviour of iteratively detected systems.

2001 | Lee [155] studied the effect of precoding on serially concatenatetesys for

transmission over ISI channels.

ten Brink [159,165] | extended the employment of EXIT charts to three-stage lpacain-
catenated codes.

El Gamalet al. [157] | used SNR measures for studying the convergence behavidter-o
ative decoding.

f

Table 3.3: Iterative Detection Contributions (Pdr}.
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Year

Author(s)

Contribution

2002

Tlchleret al. [160]

reduced the computational complexity of EXIT charts.

Tlchleret al. [162]

compared several algorithms predicting the decoding agevee

of iterative decoding schemes.

Tlchleret al. [166]

extended the EXIT chart analysis to three-stage serialhcate-

nated systems.

2003

Sezginet al. [151]

proposed an iterative detection scheme, where a block cadg

used as an outer code and STBC as an inner code.

2004

Tlchleret al. [170]

proposed a design procedure for creating systems exlgjtitnefi-

cial decoding convergence, depending on the block length.

2005

Divsalaret al. [156]

showed that non-square QAM can be decomposed into a pg
check block encoder having a recursive nature and a menser|
modulator. Iterative decoding was implemented by exchrangk-
trinsic information with an outer code for improving the & per-

formance.

Arity-

yle

Brannstrom et

al. [164]

considered EXIT chart analysis for multiple concatenatsikes us-
ing 3-dimensional charts and proposed a way for finding thiena

decoder-component activation order.

2006

Adratet al. [171]

presented a novel approach to quantify the minimum amour

residual redundancy required for successful ISCD.

t of

2007

Alamri et al. [172]

demonstrated that the performance of space-time blockigabm-
bined with sphere packing (STBC-SP) modulation can be anbj
tially improved with the aid of iterative information exatge be-
tween the SP demapper and the channel decoder. The corser
behaviour of the proposed concatenated scheme was iratesti

with the aid of EXIT charts.

gen

2008

Maunderet al. [173]

designed irregular variable length codes for the nearaigpaper-

ation of joint source and channel coding aided systems.

Table 3.4: Iterative Detection Contributions (Pa}L.
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Year | Author(s) Contribution

2009 | Alamriet al. [174] proposed a three-stage turbo-detected Sphere Packinga{®#)
Space-Time Block Coding (STBC-SP) scheme, where a rate-1L re
cursive inner precoder was employed to avoid having a BER.floo

The convergence behaviour of the proposed serially conatad
scheme was investigated with the aid of 3D Extrinsic Infaiora

Transfer (EXIT) Charts.

2010 | Konget al. [175] presented an irregular distributed space-time (Ir-DSTYirap
scheme designed for near-capacity cooperative commionisatAt
the source node, a serially concatenated scheme compasitig-
regular Convolutional Code (IRCC), a recursive unity-ratele
(URC), and a space-time block code (STBC) was designed. éAf th
relay node, another IRCC was serially concatenated witldan-i
tical STBC. The IRCC used both at the source and the relay|was
optimized with the aid of EXtrinsic Information Transfer XH)

charts for the sake of designing a scheme approaching tinmeltsa

capacity.

Table 3.5: Iterative Detection Contributions (P&}

The mutual informatioris,, = I(X; Lam,),0 < I4,, < 1, between the outer coded as well as interleaved
bits x and theL LR valuesL, , is used to quantify the information content of theriori knowledge [159]:

1 o 2 palElX = )
=g L [ palX =) o= B = 69

The information content of the extrinsicLR valuesL . at the output of the inner decoder can be quanti-
fied using Equation (3.3), which is then used to compute theahinformationIg,, = I(X;Ly.), while
employing the PDRpr of the extrinsic output formulated as

_1 e N 2-pe(llX = x)
=g X[ X =) dop e m PSS e @4

x=—14177"%

Using Equation (3.2), Equation (3.4) can be expressed as

oo _ ﬁ 2
\/z—ij /+ P ((52022)) -logs[1 + e~¢]dg. (3.5)
. z

For notational simplicity the following abbrevation istiotiuced [159]

IAM(UA) =1-

J(O’) = IAM(UA) (36)

limJ(¢) =0, lim Jo) =1,0 > 0.

oc—0 T—00
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Consideringlg,, as a function of bott,,, and theE,/ N, value encountered, the inner decoder’s EXIT char-
acteristics is defined as [159, 177]
Ir,, = Tm(Ia,,, Ep/ No). (3.7)

Figure 3.1 presents the parameters required for the ctitmulaf the EXIT characteristick:,, = Ta(Ia,,, E»/No)
for a specific(1,,,, E, / No)-input combination. For this purpose the noise variamcés set according to the
E,/ Ny value considered and, is calculated based on the specifig, value usingra = J71(1,,,) expressed
from Equation (3.6). Next , is calculated using Equation (3.1), which is applied asitipeiori input of the
inner decoder. Finally, the mutual informatidp, = I(X; Lae),0 > Ig,, < 1, between the outer coded and
interleaved bitsc as well as theLR valuesL, . is calculated using Equation (3.4). The PpErequired in
Equation (3.4) is calculated by means of Monte-Carlo sitiia. Figure 3.2 shows the EXIT characteristics

.-~ " Channel -,

Binary Source Inner Modulator '
T Encoder

Lare Ly, De-
E Calculate M, ’/\LM*’ Inner modulato
By I(Lyre; X) Decoder
Ll\l.a 2
Lya= %\T +na 0p = =]71(1Ae\1) IAM

Figure 3.1: Evaluation of the Inner decoder’s EXIT characteristics.

of the rate% RSC inner decoder obtained by puncturing the %@SC code having the generator polynomials
<o = [101] andg; = [111].

3.3.2 EXIT Characteristics of the Outer Decoder

The extrinsic transfer characteristics of the outer decaldscribes the relation between the outer channel
coded bits: and the extrinsic informatiohp . generated after outer decoding. The input provided for thero
channel decoder consists of thepriori input Lp ,, which is independent of thE, / Np-value. Therefore, it
can be written as

Ig, = Tp(I1ap), (3.8)

wherel,, = I(c;Lpg),0 < I, < 1, is the mutual information between the outer channel codesdcb
and the LLR valued.p ,. Similarly, the mutual information between the outer crelrsoded bits and the
LLR valuesLp, is represented bye, = I(c;Lp,),0 < Ig, < 1. The schematic of the EXIT characteristic
evaluation for the outer channel decoder is presented r&ig.3. Comparing the corresponding schematic
of the inner decoder presented in Figure 3.1 to that of Fi§uBeit can be observed that they employ similar
procedures, except that the outer decoder’s curve is imdigme of the signal-to-noise ratio.
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Figure 3.2: Inner decoder’s EXIT characteristics af/Hy=-3dB to 13dB in steps of 1dB.
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Figure 3.3: Evaluation of outer decoder’s EXIT transfer characterssti

The extrinsic transfer characteristic of t%'reate outer RSC code having generator polynomggals- [101]
andgo = [1 1 1] and that of thej-rate outer RSC code having generator polynomialgeof= [1 0 1 1],
g1 =[1101] andgy = [1 11 1] is presented in Figure 3.4. Additionally, terate andZ-rate RSC outer
code EXIT curves provided in Figure 3.4 were obtained fordbee generated by employing puncturing to the
1-rate RSC mother code. Similarly, tHerate and3-rate RSC codes are the result of applying puncturing to
the -rate RSC mother code.
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Figure 3.4: EXIT characteristics of various outer RSC codes havingedifiit code rates.

3.3.3 Extrinsic Information Transfer Charts

The extrinsic information exchange between the two carestit inner and outer decoders is visualised by
plotting the EXIT characteristics of both constituent dd& in a joint diagram, known as EXIT chart [159,
177]. The outer channel decoder’s extrinsic outufbuter) or I, presented on the x-axis becomes the inner
decoder’sa priori input I, (inner) or I4,,. Similarly, the inner decoder’s extrinsic outplit(inner) or Ig,,
represented on the y-axis, becomes the outer channel d&cogeiori input 14 (outer) or I4,. Furthermore,
the axes of the outer decoders are swapped in the joint diefgnathe sake of consistency with the EXIT chart
concept, as shown in Figure 3.5.

Figure 3.5 shows the EXIT chart of a turbo-detection aidee-fanner RSC channel-coded scheme em-
ploying QPSK modulation in combination with various diffat outer RSC codes described in Section 3.3.2,
when communicating over a correlated Rayleigh fading cekhaving fp = 0.01. In an ideal EXIT chart
convergence situation, the extrinsic transfer charasttercurves of the inner and outer decoders should only
intersect at th¢1, 1) point of the EXIT chart, at th&;, / Ny value considered. If this condition is satisfied, then
a so-calledonvergence tunnel [159,177] appears between the inner and outer EXIT curvies.n@irrower the
tunnel, the more iterations are required to reach 1h&) point, which results in an increased iterative decoding
complexity. However, instead of convergence to hgl) point, if the two curves intersect at a point close to
(1,1), then a reasonably low BER could still be achieved. The t@stEXIT tunnel may be referred to as a
semi-convergerttinnel. Observe from Figure 3.5 that for the RSC outer cotlest®3, 2, 1, 5, 2 and1 asemi-
convergentunnel exists aE,/ Ny=1d4B, 0dB, —2dB, —3dB, —3dB and —4dB, respectively. Therefore, the
prediction of the EXIT chart seen in Figure 3.5 implies thn iterative decoding process may be expected to

converge to a low BER at the specifig/ Ny value at which an open-tunnel is provided for the inner arntdrou
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Figure 3.5: EXIT chart of a turbo-detected inner RSC ra}t@hannel-coded scheme employing QPSK modu-
lation in combination with various outer RSC codes desctibeSection 3.3.2, when communicating with over

a correlated Rayleigh fading channel associated fyith= 0.01.

RSC code considered. However, the accuracy of this predi@idependent on how accurately the assumptions
outlined in Section 3.3 are satisfied. In order to verify tbdEchart based convergence prediction, the actual
Monte-carlo simulation-based decoding trajectory of tineer and outer constituent decoders is used, which
will be discussed in Section 3.11.4. Below we provide a lsieshmary of the EXIT-chart properties [161]:

e The area under the outer code’s EXIT curve is given by the-catie

e The area in the open EXIT-tunnel is proportional to #yg’ Ny distance from the system’s capacity.
Hence having an infinitesimally small tunnel-area corresied to near-capacity operation provided that
the (1,1) point of the EXIT-chart is reach without having an intercgpint between the two EXIT

curves.

e If there is an intercept point, a residual BER floor is expécte

3.4 Component Codes for Iterative Detection

Different regular and irregular codes can be consideredaponent codes for employment in iterative detec-
tion systems. The concept of regular and irregular conigiat codes is briefly highlighted below.
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3.4.1 Recursive Systematic Convolutional Codes

Convolutional codes [178] encode eaehbit input source symbol to an-bit output source symbol using a
mapping, which is a function of the most recérihput symbols. The variableis referred to as the constraint
length and the resultant fraction @f/ n is the code rate.

The convolutional encoder associated with a constrairgtteh consists ofk 1-bit shift-register stages.
These register stages are initially set to 0 value and thaputs are feeding number afmod-2 adders, rep-
resenting the: generator polynomials. As an example, the pictorial reppredion of a convolutional encoder
is shown in Figure 3.6. This convolutional encoder is repnésd by the generator sequenges= [111] and
g2 = [101], which may equivalently be represented@s= [g1, g2]. The input bits are fed into the register

(1,1,1)
n
VAR
P
e mo | Mm—q
WA
AV
o

(1,0,1)

Figure 3.6: Rate-%— convolutional encoder with constraint length 3.

my and the encoder calculates the outputas well asn, based on the binary values imy andm _, using

the generator polynomials. Then the binary values in thistexg are shifted right to create space for the next
input bit inmy. At the end of input bit stream the encoder will continue ttpotithe encoded bits, until the last
input bit passes through the register stage and all registers return to the zero state, as detailed fimele

in [69].

3.4.1.1 Recursive versus Non-Recursive Codes

If one of the output of the output bits created with the aid led generator polynomial is fed back to the
convolutional encoder’s input, then the encoder is refetoeas recursive code, otherwise it is a non-recursive
code. Figure 3.7 presents a RSC encoder example.

3.4.1.2 Systematic versus Non-Systematic Codes

If the original input bits of the encoder are directly coptedthe output bits, then the code is referred to as
a systematic code, otherwise it is non-systematic. It caodserved from Figure 3.7 that before the distinct
parity bits are concatenated, the input bits that are bemgaed are also included in the output sequence,
therefore this is a systematic code. This RSC encoder igidedcby the generator polynomiags = [111]
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andg, = [101], which may also be represented@s= [1, 3> /1], where the first outpug; is fed back to the
input. In the above representation 1 is used to denote thiersgsic output, whilg, denotes the feedforward
output, andy; denotes the feedback to the input of the encoder.

1,11y o
T

Input ‘CB = 11 mo | m—y

AR
N (1,0,1)

n2

Figure 3.7: Rate—%— RSC encoder having a constraint length of k=3.

3.4.1.3 Trellis Termination

The state of the encoder after the end of the input sequerdetésmined by a process referred to as trellis-
termination. The trellis is normally terminated by insegt{ K — 1) additional zero bits at the encoder’s input in

order to drive it to the all-zero state. However, due to treaffeedback, this strategy is not directly applicable
to RSC encoders owing to their recursive structure. A simsplategy to overcome this problem is shown in
Figure 3.8, where the switch is turned to positi@iN during the encoding process, while for terminating the
trellis the switch is turned to positic@FF [178].

n

(111
N

OFF

Input ZQ

ON

1 mgy | M-

)
NP
E

M
N (1,0,1)

N9

Figure 3.8: Rate-%— RSC encoder trellis termination strategy.

3.4.2 Irregular Coding

The idea of irregular coding is to provide reliable transsitie of information at a channel SNR that is close to
the channel capacity bound without imposing an excessingatational complexity and latency. Tuchler and



3.4.2. Irregular Coding 73

Hagenauer [179] proposed the serial concatenation ardivtelly decoding of an irregular outer code combined

with a regular inner code. The outer irregular code comgriSeaumber of component codes, associated with
a variety of inverted EXIT functions}l(outer)[Ig (outer]\_;, as shown in Figure 3.9. These component codes
were invoked for generating specific fractions ofzt&’r’i‘%’:1 of the encoded bit-stream, which were appropriately

chosen in order to shape the outer EXIT curyéoluter) [l (outer)] of the irregular code by taking into account

the EXIT-curve shape of the inner code, according to

N
IG(12) = Y oI5 (1), (3.9)
n=1

where I, and | represent the priori andextrinsic information of the outer IRCC code, while satisfying

N
Y at=1 (3.10)
n=1

Again, IRCCs were proposed in [170,179], where a single alotional code referred to as the mother code
was employed to derive a set of component convolutional $61ié1nN:1, having a variety of coding rates
R(CC”)L. These different component convolutional codes assatiatth various coding rates were ob-

tained either by using puncturing [170] or by employing was generator polynomials in addition to the
mother convolutional code. Therefore, the overall IRCCingdateR ;rcc may be obtained according to

N
RIRCC = Z a R(CC”) (3.11)

n=1

The EXIT chart matching algorithm of [179] can be employedshape the inverted EXIT function of the
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— - CC,(0.85, 0.000)
— - CC,;(0.80, 0.000)
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Figure 3.9: The inverted EXIT functions of 17 subcodes used in [160].
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irregular outer code by appropriately selecting the fcm:b't”nN:l of the input stream to be encoded by the
different component codes, in order to match its EXIT fumttio that of the serially concatenated regular
inner code. More specifically, the design procedure seekartacplar set ofo/‘nN:l values, which minimises
the squared error between the inverted EXIT function of thegular outer code and of the regular inner code,
without intersecting each other.

As an example, the IRCC EXIT chart matching procedure istitated in Figure 3.10, where the matching
of the inverted EXIT curve of the outer IRCC is fitted to the phaof the inner URC EXIT curve, when
considering transmission of BPSK modulated signals ovetdRgh fading channels, at the channel SNR value
of 5 dB. According to Equation (3.9), the EXIT function of the IRCEformed as a weighted averagelaf
component codes, provided by the inverted EXIT function&iglire 3.10. Additionally, this procedure also
provides the weighta”1” | in addition to the coding rateSC"!”

n= n=1’

which can be combined using Equation
(3.11) in order to determine the overall IRCC coding ratee &bility of IRCCs to create a narrow but still
open EXIT tunnel depends on the availability of a sufficiguliverse range of component codes having a wide
variety of EXIT function shapes.

Rate-1 precoder
inner curve at,
— - Ey/Ny=5dB

1.0 —— IRCC Matching
0.9} 2
e IRCC 17 subcodes
08l et From Top,
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Figure 3.10: The inverted EXIT functions of 17 subcodes used in [160]pglavith IRCC matched EXIT curve
to a BPSK-modulated Rayleigh fading channeEat Ny of 5dB.
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3.4.3 Applications of Irregular Coding

IRCCs may be widely used in digital multimedia communicagian order to exploit their beneficial features,
including those detailed in the following sections.

3.4.3.1 Near-Capacity Operation

Near-capacity operation is of particular interest in dibivireless multimedia applications. This is because
wireless channels tend to have a low channel capacity owittggir low Signal to Noise Ratio (SNR).

Shannon [180] demonstrated that if the source signal isey@a/ over a noisy channel at a rate (in bits
per second) that does not exceed the channel capacity,ttissthéoretically possible to reconstruct it with an
infinitesimally low error probability. This motivated thesign of channel coding, which imposes redundancy
on the source coded signal that can be utilised by the redmivaitigate the effects of channel-induced errors.
However, the computational complexity and latency of thanctel codec tends to escalate, when aiming for
approaching the channel capacity [181]. The discoveryrefjirlar coding techniques [179, 182] facilitated
'near-capacity’ operation at a moderate complexity.

3.4.3.2 Joint Source and Channel Coding

According to Shannon’s source and channel separationgirefd80], source coding and channel coding may
be performed separately without jeopardising our abibitynaintain a low bit error ratio, while operating near
the channel’'s capacity. However, Shannon’s findings arg walid under his idealistic assumptions, namely
that the information is transmitted over an uncorrelated-dispersive narrowband Additive White Gaussian
Noise (AWGN) channel, while tolerating a potentially infmmdecoding complexity and buffering latency. Fur-
thermore, Shannon considered lossless entropy codindg vdalistic multimedia source codecs typically ex-
ploit the psycho-visual and psycho-acoustic propertiehhefhuman eye and ear, respectively. Hence, under
realistic fading wireless channel conditions joint sousoe channel coding has substantial benefits [183].

The joint source-channel coding may be achieved using skverethods, such as 'channel-optimised’
source coding, the exploitation of residual source redoogldor joint source-channel decoding, and the em-
ployment of IRCCs.

3.4.3.3 Unequal Error Protection

The multimedia source coded bit-stream consists of varamaing elements, with different degree of im-
portance. Therefore, these different coding elements eapratected by applying various error protection
schemes, depending on their level of importance. Thist®guimore secure transmission of important infor-
mation, relative to less important coding elements, andé&énproves the overall performance in terms of the
perceived multimedia signal quality at the receiver in cangon to EEP schemes. The IRCCs have an innate
UEP capability, due to the employment of various channekaades for the different portions of the coded
bit-stream.
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As described in Section 3.8, the H.264 AVC coded stream sbobthree different partitions which are as-
sociated with different levels of importance. In the H.26dewo stream, partition A contains the most important
information. Similarly, the information contained in géan B and C has its own significance. If partition B
of a slice is present along with A, the intra-frame MB updatadtivated for the reconstructed frame, while if
partition C is present, the MCER of a slice is reconstructed added to the motion compensated slice [77].
Recovery from inter-frame error propagation can only beéeagd by encoding certain image regions in intra-
frame mode by switching off inter-frame prediction for @@t MBs, when no feedback channel is available.
Typically a limited fraction of the MBs is encoded in the aframe coding mode, so that partition B typically
hosts the lowest number of bits in an encoded slice.

By concatenating the three resultant partitions of eachositame a specific order depending on the error
protection scheme applied, we can control their relativergsrotection with the aid of IRCC coding, which
provides a stronger error protection for the concatenaitestieam portion coded by lower-rate subcodes rel-
ative to the bit-stream portion coded by the higher-ratecedbs. This methodology will be utilised in order
to improve the performance of H.264/AVC coded video, whemigmnicating over correlated narrowband
Rayleigh fadding channels.

3.5 Input Video Source

The video source signal provided as input for our proposetksays is encoded using the JM 13.2 encoder of the
H.264/AVC standard. Thelkiyo video test sequence &b frames represented in the Quarter Common Inter-
mediate Format (QCIF) consisting 0f76 x 144) pixel resolution was encoded at 15 frames-per-second (fps)
at a target bit-rate 064 Kbps. In order to exploit frame slicing based partitioning, eddme was parti-
tioned into11-Macro-Block (MB) slices, resulting if slices per QCIF frame as shown in Figure 3.11. Two
consecutive intra coded 'I' frames followed each otherrafi¢ predicted or 'P’ frames, which curtailed er-
ror propagation beyond th&-frame boundary, i.e. beyond 3 seconds. Additional souotec parameters
include the employment of quarter-pixel motion estimatimra-frame MB update and the use of Universal
Variable Length Coding (UVLC) [184] based entropy codingrtRermore, the motion search was restricted to
the immediately preceding QCIF frame in order to reduce treputational complexity of the video decoder.
Similarly, the employment of the Flexible Macro-block Ontg (FMO) scheme of Section 2.4 was turned off,
because despite its substantial increase in computatonablexity it typically resulted in modest video per-
formance improvements in low-motion video-telephonyngghe "Akiyo” video test sequence. This allowed
us to keep the encoder complexity realistic for real-timplamentations. Similarly, only one previous frame
was used for inter-frame motion search, which results irdaced computational complexity as compared to
using five previous reference frames.
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Figure 3.11: MB and Slice structure of a frame.

3.6 Hierarchical Structure of the H.264 Coded Video Stream

The hierarchical structure of different coded elements@H.264 coded video stream is shown in Figure 3.12.
In the H.264 standard the video signal is coded as a repetitquence of different types of frames with intra-
coded 'I' frames at the boundaries of these encoded streahich are referred to as Group of Pictures (GOP).
Each frame within a GOP is further divided into a sequencelioés each of which consists of an integer
number of Macro-Blocks (MBs). The MB itself haé x 16 pixels’, constituted by 4 blocks & x 8 pixels, as
shown in Figure 3.12.

3.7 The H.264/AVC Bit-Stream Syntax

The bit-stream syntax of the H.264 video codec is pictonaisented in Figure 3.13. Itis shown in Figure 3.13
that the bit-stream of the H.264 video codec consists obuarcoding elements, such as the Start Code Pre-
fix, the Information Byte, the Sequence Parameter Set anBitltare Parameter Set. These different coding
elements are briefly summarized below:

{> Start Code Prefix:
It is a unique sequence of three or four bytes, which is usedpasfix to indicate the start of a NAL unit
as shown in Figure 3.13. Itis used by the decoder to idertidystart of a new NAL unit and the end of
the previous NAL unit. The first NAL unit of a frame is repretshby the frame start code of four-byte
00 00 00 01, while the NALU start code of 00 00 01 is used to iflettie remaining NAL units within
the frame.

¢ Information Byte:
It is an 8-bit sequence containing important informatioowhthe NAL unit. It contains three fields,
which are thdorbiddenzerabit, the nal_ref_idc and thenal_unit_typeas presented in Figure 3.13. The
forbiddenzerabit shall be equal to zero in the H.264 byte stream. fakref.idc is identified by the
bit 2-4 segment of thanfo_byte Thenal_ref_idc field being not equal to zero indicates that the NAL unit
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Figure 3.12: The H.264/AVC coded elements, hierarchical structure.

contains a sequence parameter set or a picture parameteassice of the reference frame. By contrast,
the nal_ref_idc field being equal to zero indicates that the NAL unit contarsice of a non-reference
picture. Furthermore, theal_ref_idc field shall not be equal to zero for the Instantaneous Degodin
Refresh (IDR) NAL unit. Thenal_unit_typeis represented by the bit-segment 5-8 of ithfe_bytefield.
The coded slice of a frame is representedblunit_type=1, while 2, 3 and 4 is used to identify Partition
A, B and C of the DP H.264 byte stream. Additionally, the codkick of the IDR picture is represented
by the fieldnal_unit_type=5, while 7 and 8 represent sequence and picture paraméterespectively.

> Sequence Parameter Set:
Contains syntax elements, which apply to an entire GOP. Eeghence parameter set is identified with
the aid of a specifisequencegparameterset|D syntax element, found in the picture parameter set shown
in Figure 3.13.

{> Picture Parameter Set:
Contains syntax elements, which apply to one or more codetdrps. Each picture parameter set is
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identified by a specifipicture_parametersetID shown in Figure 3.13 and is referred to by this syntax
element in the slice header.

Sequence Parameter Set Picture Parameter Sgitture

el

T \__sssee———  SESENENNENNENNE]
- PPicture P Picture
) Essnnnnnnimn E
Start Code Prefix
o I Start Code Prefix
Info—byte
=3 00 00 00 01 Frame Start Code
Sequence Parameter Set
. 00 00 01 NALU Start Code
Picture Parameter Set Info-byte
_—
| picture Bit PositionUse
AR 1  Forbidden Zero
P Picture 2 — 4nal_ref_Idc
(T
5 - 8nal_unit_type
nal_ref_ldc nal_unit_type
_ 7 Seq, Par. Set
Not = 0 8 Pic. Par. Set

Seq/pic paramets

: r5 Coded slice of
sets or slice of a

] IDR picture
reference picturel 1 ~gded Slice
=0 2 Coded Partition A
Slice of a 3 Coded Partition B
non-reference | , coded Partition C
picture.

Figure 3.13: Bit-stream syntax of H.264/AVC.

3.8 H.264 Data-Partitioning

In addition to providing a high video compression, the H/264C video codec employs a range of techniques
designed for achieving an enhanced error resilience [8He &f these features is DP [112]. Instead of the
classic approach of coding all video parameters of a MadookB(MB) into a single bit-string represent-
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ing a video-slice, the H.264 DP may generate three bitggrimer slice referred to as partitions, and hosting
different-sensitivity classes, as presented in Figurd.3.Ihe advantage of this method is that it separates
the bits representing for example the Motion-Vectors (M#&is)l other subjectively important high-sensitivity
video parameters potentially inflicting prolonged erravgagation from the less sensitive motion compensated
residual. This provides us with the ability to protect thffedlent sensitivity classes based on their relative
importance. In the H.264/AVC scheme three different padiare used, namely types A, B, and C, as shown
in the Figure 3.14. The detailed description of these thegstipns is described below;

Slice Header MB Headers, MVs, Intra and Inter Residual Data

Slice Structure without Data Partitioning

Slice | MB Headers
Header MVs

Inter Residua
Data

Intra Residua
Data

Slice Structure with Data Partitioning

Type A

Type B

Type C

Figure 3.14: Block Diagram of H.264 Slice with and without DP [89]

e Type A contains the most vulnerable bits representing tice sleader information, MB types, quanti-
sation parameters and MVs, as shown in the Figure 3.14. Ttkeobian entire video slice including
partitions B and C are dropped, when partition A is deemedetodsrupted. In this scenario the entire
slice is marked as corrupted and the decoder will apply eocealment techniques using the corre-
sponding video segment of the previously decoded frame [[h6¢ase of low-motion video clips, such
as the "Akiyo” sequence, the error concealment techniguesypically quite effective.

e Type B partitions typically contain intra-frame coded MBefficients and intra-MB Coded Block Pat-
terns (CBP) bits, indicating which blocks within a MB comtaion-zero transform coded coefficients,
as shown in the Figure 3.14. Recovery from error propagat@monly be achieved by encoding im-
age regions in intra-frame mode, i.e., without referenceraviously coded frames, by switching off
intra-frame prediction for certain MBs, when no feedbachkrutel is available. The error propagation
would then be curtailed, because the MBs are independerastfframes. Therefore, the intra-frame
coded MB updates and hence their encoded bits tend to be mpogtant than inter-frame coded MBs.
Corruption of partition B implies that no intra-frame coded update will take place during the cur-
rent reconstructed frame. The absence of intra-coded MBtepgotentially also results in further error
propagation to the remaining P frames in a GOP. However, tice paid for the enhanced robustness
achieved by intra-frame coding is the increased bit-ratepared to inter-frame prediction. Using a high
number of intra-frame coded MBs results in a significant ddgtion of the achievable compression.
Therefore, using channel-quality-aided switching betwie¢ra-frame coding and inter-frame coding to
achieve the right balance between compression efficiengyaustness is important. Typically a lim-
ited fraction of the MBs is encoded in the intra-frame codimgde, so that partition B typically hosts the
lowest number of bits in an encoded slice.

e Type C partitions carry inter-frame CBP and inter-frame iotCompensated Error Residual (MCER)
bits for MBs encoded using motion compensated predictisnyell as intra-frame CBP and intra-frame
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MCER bits for the MBs coded using the H.264-specific intemxfe prediction mode, as shown in the
Figure 3.14. The inter-frame MCER and intra-frame MCER t#tsd to be the least important. In case
of low-motion videophone sequences, typically there isificant correlation among the consecutive
video frames and hence the loss of partition C usually doésesult in a significant Peak Signal-to-
Noise Ratio (PSNR) degradation, even if the lost videoitileeplaced by the coresponding tile of the
previously decoded frame.

Therefore, in the H.264 video stream partition A is the mogiartant one, MVs and header information. The
specific significance of a partition B and C is dependent oh dhgartition A, but they are not decodable
in the absence of partition A. Again, if partition A is droghdhe entire slice including partitions B and C
will be dropped and the corresponding slice will be markedasupted. Otherwise, if partition A of a slice
is correct, then the header and MV information bits of panitA are decoded and are used in the motion
compensation process. If partition B of a slice is presam@lwith A, the intra-frame MB update is added to
the reconstructed frame, while if partition C is preseng, MCER of a slice is reconstructed and added to the
motion compensated slice [77].

3.9 H.264 Error Sensitivity Study

In addition to providing a high video compression efficigritye H.264/AVC video codec employs a range of
techniques designed for achieving an enhanced erroramsdi[81]. One of these features is DP [112]. The
H.264/AVC video frame format consists of macroblocks, Whéze encoded by a number of sub-bit-strings
referred to as slices. Accordingly, when using DP, theseslare sub-divided into more than one bit-string per
slice, which are called partitions. In H.264/AVC three diffnt types of partions are used, namely type A, type
B, and type C, each containing a specific set of slice symi8dls s described in Section 3.8. The Slice Error
Sensitivity (SES) of the H.264/AVC bit-stream has to be eatdd, before employing UEP. For this reason we
used the 45-frame "Akiyo” sequence [1] consisting of thet finra-coded 'I' Frame followed by 44 predicted
'P’ Frames. The target bit-rate was 64 Kbps and we systeailgtidropped partition A, B and C, one at a time
in the first four "P” frames of the 45-frame (176x144)-pixeC@ resolution "Akiyo” video sequence. The
resultant PSNR degradation was recorded for each decoalea funder the following two conditions. Firstly,
while quantifying the sensitivity of the codec dropping tiians A, B or C, the corresponding partition was
dropped from the frame and the resultant PSNR degradatisnmeearded for the full sequence. Secondly, the
above process is performed separately for each partititypefA, B and C, in the first four 'P’ frames of the
sequence. The number of partitions and their sizes exgré@sserms of the number of bits for the first four 'P’
frames is shown in Table 3.6

3.9.1 Error Sensitivity of Partition A

The objective PSNR degradation caused by the systematigptimn of partition A in the first four frames is
shown in Figure 3.15. It is observed from the figure that 2 dlpartitions result in considerable PSNR
degradation, while one of the partitions has a PSNR dedaaawhich is only slightly abovd dB. All the
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Table 3.6: Number of partitions and their Sizes in bits

Partition type: A Partition type: B Partition type: C

Frame #

# of partitions ~ # of Bits| # of partitions Size| # of partitions  # of Bits
1 9 1152 3 856 9 48
2 9 1624 2 608 9 2128
3 9 1904 3 1152 9 3664
4 9 1336 3 952 9 720
Total 36 6016 11 3568 36 6560

remaining partitions result in negligible PSNR degradaio The whole slice, including partitions B and C

is dropped as a result of corrupting Partition A. The slicenerked as corrupted and the decoder will apply

regular error concealment using the previous frames. Titoe eoncealment techniques are normally effective

in case of low-motion video scenes like "Akiyo” and resultaitower PSNR degradation in the decoded video

sequence.
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Figure 3.15: H.264 Partition A Error Sensitivity

Figure 3.15 presents PSNR degradation caused due to tleestst one by one corruption 86 different
type A partitions, presented in Table 3.6. OuBéfpartitions33 partitions have PSNR degradation lower than

1 dB, as shown in Figure 3.15.

The resultant artifacts imposed by the corruption of thetnmaportant slice (6th) in the first P frame is

circled in Figure 3.16.
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I Original

Figure 3.16: Artifacts due to Slice A Corruption

3.9.2 Error Sensitivity of Partition B

The objective PSNR degradation caused by the systematigptiom of partition B is shown in Figure 3.17. It
becomes clear from the Figure 3.17 that 6 out of 11 partitiesslt in considerable PSNR degradations while
the remaining have PSNR degradations belodB. Corruption of Partition B means that no intra MB update
will be incorporated in the reconstructed frame. The abseafiintra MB update results in the inability to stop
error propagation to the remaining P frames in a GOP, as iatpb# errors in the received coded bit-stream.
The resultant artifacts due to the corruption in the 3rd Bijan of the 1st P frame is circled, in Figure 3.18
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Figure 3.17: H.264 Partition B Error Sensitivity

and Figure 3.19.
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Figure 3.18: Artifacts due to Slice B Corruption
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Figure 3.19: Artifacts due to Slice B Corruption

3.9.3 Error Sensitivity of Partition C

Observe from Figure 3.20 that only 1 out of 36 type C partititias a noticeable PSNR degradation, while
the remaining partitions have a low PSNR degradation. tRartC contains inter-MB difference information.
In case of low-motion video videophone sequence, typidhlye is significant correlation among consecutive
frames and the loss of partition C usually does not resulignificant PSNR degradation. The artifacts gen-
erated due to the most important 5th C partition in the 3rdaé is circled in Figure 3.21 and Figure 3.22
below,

Therefore, in the H.264 video stream, partition A is the imat type of partition containing MVs and
header information. Partition B and C are dependent ontjgartA and are not decodable in the absence of
partition A. If partition A is dropped, the whole slice inciimg B and C will be dropped and the corresponding
block will be marked as corrupted. Otherwise if partition $\dorrect, then the header and motion vector
information in Partition A is decoded and is used in the motompensation process. If partition B is present
along with A, the intra MB update is incorporated in the restaucted frame. By contrast, if Partition C is
present, the displaced frame MB difference is reconstduatel added to the motion compensated frame [77].
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Figure 3.21: Artifacts due to Slice C Corruption
3.10 Unequal Error Protection Using RSC Codes

In Section 3.7 we explained that the H.264 coded bit-streamains different coding elements having different

levels of importance. Similarly, the DP concept of H.264risgented in Section 3.8. Additionally, it was shown

in Section 3.9 that the H.264 coded bit-partitions haveedifiit sensitivity to channel-induced errors. Therefore,
by appropriately allocating the available bit-rate budgethe different portions of the bit-stream, UEP can be
provided, which may result in a performance improvementtlier system relative to the conventional equal
protection scheme. In this system configuration UEP is plextifor H.264 coded video stream by applying

different-rate RSC codes to the three different types obK lit-stream partitions.
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Figure 3.22: Artifacts due to Slice C Corruption

3.10.1 System Overview

The schematic of the proposed video coding and transmigsi@mgement is shown in Figure 3.23. At the
transmitter side, the video sequence is compressed using.#64/AVC video codec employing the specific
codec parameters described in Section 3.5. Then, the obitpstream of Figure 3.23 is de-multiplexed into
three different bit-streams, namely Steam A, Stream B areh8t C, containing the sequentially concatenated
partitions of type A, B and C of all the slices per frame, resipely. The de-multiplexer’'s binary output
sequences,, x;, andx., where we have = 1,2, ..., h,b=1,2, ..., B, c=1,2, ..., b, andB = b,+b,+b., are
then interleaved using the bit-interleavéif Figure 3.23, yielding the interleaved sequentgsy, andx, and

are then encoded by RSC codes having different code-ratese $e degree of the statistical independence
guaranteed by an interleaver is always related to its lefifih], concatenation of the bits generated by the
MBs of a slice within a given partition results in a longererieaver without extending the video delay and
hence improves the achievable performance of iterativedieg. The unequal error protected and partitioned
H.264/AVC bit-streamy; of Figure 3.23 is QPSK modulated and transmitted over a teafigocorrelated
narrowband Rayleigh fading channel, associated with a alised Doppler frequency ofp = f,;Ts = 0.01,
wheref, is Doppler frequency and; is the symbol duration. The Doppler frequencyfef= 0.01 represents

a relatively slowly fading channel and is commonly used i literature to characterise the performance of
multimedia transmission systems. Increasing the Doppégyuency, i.e. the vehicular speed may degrade the
achievable modem performance but typically improves thenobkl codec’s performance, since uncorrelated
fading would only be achieved by an infinite interleaver Mngvhich would near-perfectly randomise the
occurance of bit errors. For example, for a pedestrian spé8dmiles per hour and a carrier frequency of
1GHz the Doppler frequency is abotitiz. At the video encoding rate 6&Kbps and assumint)/3-rate FEC
coding the total bit rates becom@2Kbps, and when assumirigbits per symbol QPSK signalling this results
in a symbol rate 096 Kilo-symbols per second (K symbols/s) or a symbol duratibf.0104 seconds. Hence
fpo = faTs = 4 x 0.0104 = 0.0416 and therefore the assumption ff = 0.01 is a conservative assumption
for video transmission system performance evaluation.

The received signal is QPSK demodulated and the soft infliomis passed from the QPSK demapper to
the respective RSC decoder after de-multiplexing the LURs three streams corresponding to the partitions
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A, B and C. After RSC decoding the resultant bit-streams efimtérleaved using the respective de-interleavers
Figure 3.23. Subsequently, the de-interleaved bit-stsean® multiplexed into their original input order and are
decoded by the H.264 decoder to produce the decoded videe.ddtoded video sequence is then used to
calculate the?’SNR performance relative to the input video sequence. TherdifteRSC coding rates applied
using Equal Error Protection (EEP) and UEP schemes are sbelow in Table 3.7(a). The performance of the

Error Protection Schemg Code Rate
A B C | Overall
EEP 1/2 | 12 | 12 1/2
UEP1 1/3 | 2/3 | 3/4 1/2
UEP2 1/2 | 1/3 | 2/3 1/2

(@) Code Rates for Different Error Protection

schemes

System Parameters ‘ Value | System Parameters Value
Source Coding H.264/AVC | Video Bit Rate (Kbps) 64
Source Codec JM 12.1 | Video Frame Rate (fps) 15
Video Test Sequence Akiyo | Channel Coded Rate (Kbps) 128
No of Frames 45 | Baud-rate (Kbps) 64
Frame Format QCIF | Channel Coding RSC
No of 'P’ frames between 44 | Over-all Code Rate 1/2
two 'I' frames Code Memory 3
Time Period of 'I' frame (sec) 3 | Generator Polynomials

Use of 1/4-Pixel Motion Estimation Yes | RSC 1/2,2/3 & 3/4(Gy, Gy) (5,7)s
Intra-frame MB update/frame 3 | RSC 1/3(Gy, Gy, G3) (3,7,5)8
per QCIF frame Modulation Scheme QPSK
Use of 'B’ Pictures No | Number of Transmittersy; 1
Use of FMO No | Number of Receiversy, 1
No of Frames Used for 1-Frame | Channel Correlated Rayleigh Fading
Inter-Frame Motion Search Normalised Doppler Frequenc 0.01
No of Video Slices/frame 9 | Interleaver Length ~ (64000/15)
No of Video MBs/Slice 11 | No System Iterationg 10

(b) Systems parameters used in the schematic of Figure 3.23
Table 3.7: Code Rates and systems parameters used in the schematjud Bi23

system is evaluated by keeping the same overall system ateléor the EEP and UEP coding schemes. In the
UEP1 scheme of Table 3.7(a) the highest grade of error pirateis provided for Partition A, while in UEP2
the highest code rate convolutional coding is applied taitiRar B in order to protect it more strongly against
channel errors compared to Partition A and C, because basedrdSES results of Section 3.9, its observed
that Partition B is also important and in case of its cormupft results in significant PSNR degradation because
of error propagation to neighbouring blocks in both the igpaind temporal domains. Furthermore, Partition
B has the lowest overall size, therefore its strong prateatioes not results in a significant increase in the over
all system bit-rate. As a result, a reasonable protectionstil be provided for Partitions A and C within a



3.10.2. Performance Results 89

given channel-coded bit rate budget.

3.10.2 Performance Results

The overall BER versus i\, performance of the system is presented in Figure 3.24. Ibeasbserved from
Figure 3.24 that the three different error protection sabenasult in a similar BER performance owing to their
identical overall system code-rate. Additionally, the B¥RE,/N, curves recorded for the individual partitions
of A, B and C are portrayed in Figure 3.25. Itis clear from Fe&8.25, that the EEP scheme has the same BER
for the A, B and C partitions, while the UEP1 and UEP2 schenféable 3.7(a) have a BER performance,
which is dependent on the code rate given in Table 3.7(a)don &y/pe of partition. Furthermore, the objective
video quality of the three error protection schemes is dtaresed in Figure 3.26, which shows that UEP2
results in a better performance than the EEP scheme, whichusn better than that of the UEP1 scheme.

In contrast to the UEP1 scheme, where partition A had thegést protection, the rationale of this UEP2
arrangement is, that in low-motion video clips the videaedi corrupted owing to the loss of partition A are
concealed using the corresponding video-tile of the preshodecoded frame, since this method results in less
annoying artefacts owing to their high correlation with tdjacent frames. Additionally, reference to these
concealed slices by future frames using motion compengaistiction results in adequate video reconstruction
results. However, the loss of partition B along with a catlyereceived partition A of a particular slice implies
that the MV and header information received in partition Al v used to decode the MBs of this slice encoded
either in intra- or inter-frame prediction mode, while thieimportant MBs of partition B represented as intra-
frame MBs were completely lost. Furthermore, the futurentea, and MBs referring to the lost intra-coded
MBs of partition B in predictive coding will also result in aW video quality. Hence, providing high protection
for partition B increases its probability to be correctlgeaed, hence facilitating the reconstruction of every
correctly received partition A. Therefore, similarly torfiion A, partition B is also important and hence
its corruption results in significant PSNR degradation &f tlecoded video sequence owing to the resultant
avalanche-like error propagation, when the intra-framgedoMB updates are corrupted as can be observed
from the PSNR versus, BNy curves of Figure 3.26.

It is also important to note that for the sake of maintainirfggh confidence level we ran each experiment
160 times and recorded the average results. Explicitly, giNgEgain of4 dB is attained using UEP1 with
reference to UEP2, while an,B\y gain of 3 dB is achieved with reference to EEP scheme at the PSNR
degradation point d® dB. The major findings related to the different error protatehemes recorded at the
PSNR degradation points ofl B and 2{B are summarized in Table 3.8.

Table 3.8: Performance Summary Table
Schematic | Parameters| lterations | Video rate FEC Highest E,/Ng at 14B E,/Np at 2B
Code rate| PSNR value| PSNR degradation PSNR degradation

EEP = 364B EEP =34dB
Figure 3.23 | Table 3.7(a) 10 64 kbps 0.5 41.7582 UEP1 = 384B UEP1 = 354B

UEP2 = 34dB UEP2 = 314B
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3.11 Iterative Detection Aided H.264 Wireless Video Telepiny Using IRCC

Multimedia source coded information, such as speech, amtiovideo typically exhibit unequal sensitivity to
channel errors [160, 186, 187]. Therefore, UEP is used bipiixmg the innate UEP capability of IRCCs due
to the employment of various constituent codes having miffecoding rates to ensure that the perceptually
more important bits suffer from a lower number of channebistr The construction of IRCCs was studied by
Tuchler and and Hagenauer [170], where a family of diffei@rivolutional codes having various code-rates
was designed with the aid of EXIT charts for achieving an iowpd iterative decoding behaviour for a serially
concatenated system.

In this section, we will characterise the benefits of emplgyiRCCs in the iterative source-channel de-
coding process. In contrast to the regular convolutiondespwhich encode the entire segment of the source
signal using the same codes, the IRCCs introduced in Segtbh encode the source signal by splitting it into
segments having specifically designed lengths, each ofhwikiencoded by a code having an appropriately
designed code-rate.

In order to demonstrate the ability of IRCCs schemes to dperear the capacity, while facilitating UEP,
in the next subsection we provide a design example.

3.11.1 System Overview

The schematic of the proposed videophone arrangement wensimoFigure 3.27. The video source signal
detailed in Section 3.5 is provided as input to the propogstem. At the transmitter side, the video sequence
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is compressed using the H.264/AVC video codec. Then, thpublit-stream representing a video frame
consisting ofK source coded bits;, k = 1,2,...K, is de-multiplexed into three different bit-streams, ngme
Stream A, Stream B and Stream C, containing the sequentiafigatenated partitions of type A, B and C of
all the slices per frame, respectively. The resultant lyimartput sequences,, x;, andx., where we have
a=12...A,b=12,...Bandc = 1,2,...C, andK = A+B+C, are then concatenated according to a
specific order, depending on the choice of the error pratectheme applied to the bit-strimg Subsequently,
the concatenated bit-string is channel coded using an IR& ¢ a specific code rate, hence generating the
coded stringx]. The coded string’! is then interleaved using the bit-interleavdrof Figure 3.27, into the
interleaved sequence, which is then encoded by the rateprecoder of Figure 3.27 before transmission.
In the iterative decoder of Figure 3.27, the extent of théssteal independence of the extrinsic information
provided by an interleaver is always related to its leng85]1 Therefore, instead of independently performing
the iterative decoding operation on the various frame slieee integrated all the bits generated by the MBs
of the slices of each partition within a given video frame. eTihtegrated bit-strings of each partition are
then subsequently concatenated into a single string, wiashits in a longer interleaver and hence improves
the attainable iterative decoding performance withoutmeating the video delay. The precoded bit-streans
QPSK modulated and transmitted over a temporally correladéerowband Rayleigh fading channel, associated
with the normalised Doppler frequency fif = fpTs = 0.01, wherefp is the Doppler frequency arifi is the
symbol duration.

At the receiver the soft-information obtained after QPSknddulation is forwarded to the inner decoder.
The extracted extrinsic information is then exchanged betwthe inner and outer decoder of Figure 3.27,
in order to attain the lowest possible BER [188]. At the reeeithe soft-information obtained after QPSK
demodulation in the form of its LLR representatidd, , is forwarded to the raté-precoder. The raté-
precoder’s decoder processes this input information aed tviori information Ly, is fed back from the
outer decoder of Figure 3.27 in order to generatedth@steriori LLR valuesLy,. The ratet precoder’s
a priori LLR valuesLy;, are subtracted from its posteriori LLR valuesLy,,, to generate the extrinsic LLR
valuesLy; ., which are subsequently deinterleaved by the soft-bitrledeer of Figure 3.27, yieldindg.p ,.
Then, the soft bitd., , are passed to the convolutional decoder, which uses the LA &ligorithm of [168] to
compute ther posteriori LLR valuesLp ,. Observe in Figure 3.27 that, , is the interleaved version dfp .,
which in turn is generated by subtracting thgriori informationLp , from thea posteriori informationLp .
During iterative decoding the precoder’s decoder explihiesz priori information for the sake of providing
improveda posteriori LLR values for the outer channel decoder of Figure 3.27, wiicturn exploits the
input LLR values for the sake of providing improvedriori information for the precoder in the subsequent
iteration. Further details of iterative decoding are pded in [137].

3.11.2 IrRegular Convolutional Code Design

The details of IRCC design were provided in Section 3.4.D[1More explicitly an IRCC consisting of
"I constituent subcodes is constructed by first selecting gobational mother code”; with rater;. The
remaining[I, — 1] subcodesC; of rate+; > r;, where we havé = 2--- [, are obtained by puncturing,
while subcode&”; with rate+; < ry are created by adding more generators and by puncturingR@CEK
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input bits are encoded int coded bits, where each ratesubcode encodes only a fractiém;7;N) of the
information bits and generatéa;N) encoded bits, withy; representing the relative size of a fraction. The
weighting coefficients;, i = 1... I, and the target code rate Bf< [0 1] should satisfy,

Iy
a; =1,and)_ a;r; = R, wherex; € [0 1].
i=1

HI‘?‘
—_

3.11.3 The Proposed IrRegular Convolutional Code

In our design example we used a fixed overall coding ratR ef 0.7, which was assigned to the outer code,
because we used a unit-rate code as our inner code. As a barkehnwe used a half-rate memory-4 RSC
scheme as our outer code defined by the generator polyndiigd /go), wheregp = 1+ D + D* and

¢1 = 1+ D? + D? + D* are the feedback and feedforward polynomials, respegtiiéien the overall RSC
code rate of).7 was obtained by puncturing. We used the- 17 constituent subcodes of [170], having code
ratesr; =[0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 0.55 0.60 0.BB@.75 0.80 0.85 0.90], respectively.
We employed the EXIT chart matching algorithm of [160] antksied the target inner code transfer function
recorded aE, /Ny = 3 dB, which resulted in thé = 17-element weighting vector af; = [0.003112 0.029389
0000000000.291014 0.657845 0 0 0.0477998 Q] for the outeCIRode. The '0’ weights indicate that
the corresponding codes were not activated. By concatentiie three resultant partitions per video frame into
a specific order depending on the error protection schem@&dppe can control their relative error protection
with the aid of IRCC coding, which provides a stronger ermat@ction for the concatenated bit-stream portion
coded by lower-rate subcodes relative to the bit-streartigmocoded by the higher-rate subcodes.

3.11.4 EXIT Chart Analysis

The EXIT [159] function of both the IRCC and benchmarker R&shown in Figure 3.28. In addition to the
beneficial UEP capability of the IRCC, it can be observed ftbm EXIT curves that there is a wider EXIT
chart tunnel between the rate-1 inner precoder’s EXIT cangthat of the outer irregular channel code’s curve
relative to the benchmarker scheme dispensing with thdaeguter IRCC channel code. Therefore, given a
limited number of affordable iterations, a relatively shimterleaver and a wider EXIT tunnel, o0t7-rate
IRCC may be expected to perform better than the benchmadkemse using the identical-rate RSC code.
The actual decoding trajectories of the various error ptaie schemes employing the regular/irregular outer
channel codes as well as using the rhtener precoder detailed in Table 3.9(a) was recorddt} ANy = 3 dB,

4 dB and5 dB, as portrayed in Figures 3.29, 3.30 and 3.31, respectiviigse trajectories were plotted by
acquiring the mutual information between the hypothesimedl soft-bit values at the input and output of both
the inner and outer decoder during the bit-by-bit Montek&€aimulation of the iterative decoding algorithm.
It may be inferred from the EXIT trajectories of Figures 3.380 and 3.31 that as expected, the convergence
behaviour of the iterative decoding scheme was improvedhéyrtegular outer channel codes, which provide
a wider EXIT tunnel relative to the regular outer channeles@lthough they have the same code rates.
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) ) Code Rate
Protection | Concatenation
Scheme order Outer Code Inner Code Overall
EEP [A-B-C] RSC Rate-1 Precode 0.7
UEP1 [A-B-C] IRCC Rate-1 Precode 0.7
UEP2 [B-A-C] IRCC Rate-1 Precode 0.7

(a) Code Rates for Different Error Protection schemes

System Parameters ‘ Value | System Parameters Value
Source Coding H.264/AVC | Video Bit Rate (Kbps) 64
Source Codec JM 12.1 | Video Frame Rate (fps) 15
Video Test Sequence Akiyo | Channel Coded Rate (Kbps) 91.42
No of Frames 45 | Baud-rate (Kbps) 45.71
Frame Format QCIF | Channel Coding Re./IR. conv. code
No of 'P’ frames between 44 | Over-all Code Rate 0.7
two 'I' frames Code Memory 4
Time Period of 'I' frame (sec) 3 | Generator Polynomials

Use of 1/4-Pixel Motion Estimation Yes | RSC & IRCC(Gy, G1) (23,35)8
Intra-frame MB update/frame 3

per QCIF frame Modulation Scheme QPSK
Use of 'B’ Pictures No | Number of Transmittersy; 1
Use of FMO No | Number of Receiversy, 1
No of Frames Used for 1-Frame | Channel Correlated Rayleigh Fading
Inter-Frame Motion Search Normalised Doppler Frequenc 0.01
No of Video Slices/frame 9 | Interleaver Length ~ (64000/15)
No of Video MBs/Slice 11 | No System Iterationg 10

(b) Systems parameters used in the schematic of Figure 3.27

Table 3.9: Code Rates and systems parameters used in the schematjud Bi27

3.11.5 System Performance Results

The performance of the proposed system is characterisadsisection. The H.264/AVC cod€t kiyo” video
sequence presented in Section 3.5 was used as our sousteshit: to analyse the performance of our proposed
system model. The remaining system parameters of our exeetal setup are listed in Table 3.9(b).

For the sake of reducing the computational complexity ineposve limited the number of iterations be-
tween the outer code and rate-1 inner precoddy te 10. For the sake of increasing the confidence in our
results, we repeated eaéh-frame experiment60 times and averaged the generated results. The performance
of the system was evaluated by keeping the same overall edbel@s well as video rate for both the EEP and
UEP coding schemes. In the UEP1 scheme of Table 3.9(a) baskd specific concatenation order [A-B-C] of
partition A, followed by partition B and then C, the highesade of error protection was provided for partition
A, while partition B was more strongly protected than C. Byitast, the UEP2 partitions arrangement [B-A-
C] of Table 3.9(a) represents another error protectionraehén which the highest level of error protection is
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Figure 3.28: The EXIT functions of thd = 17 subcodes used in [160] along with the rate-1 inner precoder

curves and the regular/irregular outer code curves emgloye

provided for partition B, followed by partitions A and C.

The rationale of the UEP2 arrangement in comparison to thelJ&€heme, is as follows. In the UEP1
scheme partition A had the strongest protection. It is wodting that in case of the UEP1 scheme applied to
low-motion video sequences the slices corrupted due toodsedf partition A are concealed using the motion
vector recovery algorithm of [76], which results in less aying artifacts due to their high correlation across
the adjacent frames. However, the loss of partition B aloitg & correctly received better-protected partition
A of UEPL1 in a particular slice implies that the MV and headdoimation received in partition A will be used
to decode the MBs of this slice, while the similarly impottddBs of partition B containing intra-frame coded
MB coefficients and intra-MB CBP bits may be completely I@sdditionally, when the intra-frame coded MB
updates of partition B are corrupted, this results in aw@larike error propagation to the future video frames.
Therefore, in low-motion video sequences partition B i®alery important and hence its corruption results
in noticeable PSNR degradation of the decoded video sequéihence, by providing a higher grade of error
protection to partition B, the correct reception of paotitiB may be guaranteed for every correctly received
partition A, which avoids error propagation to future videmmes due to predictive video coding. Furthermore,
partition B typically has the lowest humber of bits, therefthe employment of a strong IRCC subcode does
not result in a significant increase of the overall rate. Asslt, using the remaining fraction of the bit-rate
budget, a reasonable protection can still be provided fditigaas A and C, which completes our justification
of investigating the UEP2 scheme.
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Figure 3.29: The EXIT chart and decoding trajectories of the EEP schenkégufre 3.27 using the parameters
of Table 3.28.

Figure 3.32 presents the attainalBIER performance of partitions A, B and C when using the EEP, UEP1
and UEP2 schemes of Table 3.9(a), while employing reguleglilar outer channel codes. Naturally, the three
partitions of the EEP scheme experience a similar BER, dimeg are protected equally with the same code
rate. In the UEP1 scheme the partitions B and C have a high& tB&n partition A, which is due to their
higher code rate relative to partiton A. Likewise, partiti& of the UEP2 scheme of Table 3.9(a) has a higher
BER relative to partition B, which in turn has a lower BER thgartition C. The major findings of the consider
error protection schemes at PSNR degradation pointd Bfahd 2iB are summarised in Table 3.10.

Table 3.10: Performance Summary Table

Schematic | Parameters| lterations | Video rate FEC Highest E,/Ng at 14B E,/Np at 2B
Code rate| PSNR value| PSNR degradation PSNR degradation
EEPrsc =5dB EEPrsc = 4.8754B
Figure 3.27 | Table 3.9(a) 10 64 kbps 0.7 41.7582 UEPLzcc = 5.5dB UEPLzcc = 5.125dB
UEPZ[RCC =4.875dB UEPZ[RCC =4.6254B

The performance trends expressed in terms oP$® R versusE;, / Ny curves are portrayed in Figure 3.33.
It may be observed in Figure 3.33 that the UEP2 scheme povite bestPSNR performance among the
three different error protection schemes of Table 3.9(a)sacthe entiréE, / Ny region considered. From the
simulation results of Figure 3.33 it may be observed thattB®1 scheme of Table 3.9(a) results in the worst



3.11.5. System Performance Results 98

1.0 ; g
0.9 n‘ﬁj
a5
0.8 - ﬁfié;ft;;‘i e
I
D 0.7¢—=mm st gty
L -l*“*:r:;;j:":fkﬁﬁ"e?y
@ 0.6 f::::;i(;f?*’”
<
=057 / EXIT chart of 0.7 rate outer IRCC |
2 04 f and rate-1 inner precoder along with
% ' I their actual decoding trajectorles at
— 0.3 ]T . E/No = 3dB
I A —— Ey/No = 4dB
024 o — E/N, = 5dB
0.1,1 * ——— R=0.7 IRCC outer curve
i Rate 1 precoder |nner curves
0.0

00 01 02 03 04 05 06 07 08 09 1.0
| ,(inner)/Iz(outer)

Figure 3.30: The EXIT chart and decoding trajectories of the UEP1 scheffR@are 3.27 using the parameters
of Table 3.28.

PSNR performace, when employing o0t7-rate IRCC in conjunction with the rateinner precoder. By
contrast, arE,/ Ny gain of 1 dB is attained using UEP2 relative to UEP1 at the PSNR deticadpoint of
1 dB. Addtitionally, using the UEP2 scheme of Table 3.9(a) Ea\Ny gain of abou.5 dB may be achieved
over the identical-rate EEP benchmarker scheme using glitareRSC channel code of rale’.

Finally, the subjective video quality achieved by the pregmb EEP employing a regular convolutional code
along with those of the UEP1 and UEP2 error protection sckeamgploying IRCC as outer code was recorded
in Figure 3.34 at a channél, / Ny value of4 dB. In order to provide a fair subjective video quality compan,
we present both the average and cumulative-error resuitsedein Section 1.7.1 for both the luminance and
chrominance components of tBé frame” Akiyo” video test sequence described in Section 3.11.5, decoded
using the H.264 video codec after transmission through thpgsed system for each type of setup.
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Figure 3.31: The EXIT chart and decoding trajectories of the UEP2 schdfriggore 3.27 using the parameters

of Table 3.28.
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Figure 3.32: BER versus E/Ng performance recorded for partitions A, B and C of the varieuer protection

schemes of Figure 3.27 using the parameters of Table 3.9.
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Figure 3.33: PSNR-Y versus HEN, performance of the various error protection schemes ofrEi§27 using

the parameters of Table 3.9.

Figure 3.34: Subjective video quality of tha5" ” Akiyo” video sequence frame in terms of (from top) av-
erage and cumulative-error video quality using (from I&EP, UEP1 and UEP2 error protection schemes of
Figure 3.27 using the parameters of Table 3.B,gtNy = 4 dB.
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3.12 Chapter Conclusions

This chapter has the following findings,

e In Section 3.6 we elaborated on the hierarchical structfiteeoH.264 coded video stream and its bit-
stream syntax. As depicted in Figure 3.12, the hierarchstrakcture of the H.264 coded video stream
consists GOPs, which are composed of a number of video frantele the frames are sub-divided into
Slices. The slices are composed macroblocks, which in tgre@mposed of four (8x8)-pixel blocks.

¢ It was observed from bit-stream syntax of the H.264 vidececquictorally presented in Figure 3.13 of
Section 3.7 that numerous coding parameters, such as Sidet Brefix, Information Byte, Sequence
Parameter Set and Picture Parameter Set were encapsulétedNAL unit.

e In Section 3.8 we observed that the H.264 DP generatesadtiffeensitivity classes and provides us with
the ability to protect the different sensitivity classesdxhon their relative importance.

e In Figures 3.16, 3.18, 3.19, 3.21 and 3.22 of Section 3.9 wimpeed a detailed error sensitivity study
for partitions A, B and C of the H.264/AVC coded video stredhwas observed that in the H.264 video
stream partition A is the most important type of partitioaptaining the most sensitive bits, followed by
Partition B and then Partition C.

e Furthermore, in Section 3.10 we proposed the UEP H.264/Audkd video transmission scheme of
Figure 3.23 using RSC codes. Based on the error-sensisitityy of Section 3.9, the performance of
the RSC coded system was analysed for the transmission BRFeded H.264/AVC coded bit-stream.
We have demonstrated in Section 3.10 that by using UEP eiingl@n appropriate channel coded bit-
rate budget allocation to the different partitions of th@l/AVC coded video based on their relative
importance resulted in useful PSNR improvements in Figuzé.3Explicitly, an /Ny gain of4 dB was
attained using UEP1 of Table 3.7(a) over UEP2, while giNEgain of3 dB was achieved with reference
to the EEP scheme, at the PSNR degradation poitid.

e The performance of a H.264 coded video transmission systeng WEP aided IRCCs was evaluated
in Section 3.11. We considered the various error protectiremes of Table 3.9(a) designed for the
transmission of H.264/AVC coded video using the seriallgaadenated turbo transceiver of Figure 3.27,
consisting of an EXIT-chart-optimised outer IRCC and areimated precoder. Using UEP, perceptually
more important bits were provided with more strong protettelative to less important bits. As seen in
Figure 3.33, the iterative detection aided combinatiorheflRCC and the ratéprecoder improved the
overall BER performance and enhanced the objective vidatitguThe effect of the different error pro-
tection schemes of Table 3.9(a) on the attainable systefarpgance was demonstrated in Figure 3.33,
while keeping the overall bit-rate budget constant for thagmission of DP H.264 source coded video
over correlated narrowband Rayleigh fading channels.

e In Section 3.11.3 we exploited the high design flexibility IBRCCs, which constitutes a family of
different-rate subcodes, while maintaining an excell@rative decoding convergence performance. As
a benifit of using different-rate subcodes, IRCCs have tipatitity of providing UEP for the H.264
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coded video stream, as detailed in Section 3.11.3. The EKdift enatching procedure of Section 3.11.3
was used for the design of our specific IRCC.

e InFigures 3.29, 3.30 and 3.31 of Section 3.11.4 EXIT chaeewised for analysing the attainable system
performance of various error protection schemes using IR@@ployed. Explicitly, our experimental
results of Figure 3.33 show that the proposed UEP schemg IRECs outperforms its EEP counterpart
employing regular convolutional codes by ab6& dB E;, /Ny at the PSNR degradation point bf/B.
Moreover, the convergence behaviour of the proposed systdtigure 3.27 was analysed using EXIT
charts in Figure 3.28.

3.13 Chapter Summary

An iterative detection aided scheme was proposed in Se8tbalong with a state-of-the-art review of recent
research contribution in this field. Furthermore, in Sat8a3, we introduced the concept of binary EXIT chart
analysis. The procedure used to calculated the transfeaatieaistics of the inner and outer decoder is briefly
summerise in Section 3.3.1 and Section 3.3.2. The concejiffefent component codes used in the iterative
detection schemes is described in Section 3.4, followedlvarview of the RSC Codes in Section 3.4.1. The
detailed description of the irregular coding and its vasifeatures used in digital multimedia communications
in Section 3.4.2 and Section 3.4.3, followed by the detdilsua the video source signal provided as input to
our proposed systems in Section 3.5.

Section 3.6 presented the concepts behind the hierarahtioature of H.264 coded video consisted of GOP,
frames, slices, Macro-blocks and blocks. The bit-streamasyof the H.264/AVC coded video was detailed
in Section 3.7. In Section 3.8 we described the H.264 DP quncEhe H.264 provides us with the ability
to protect the different sensitivity classes based on ttedative importance. Furthermore, our H.264 error
sensitivity study was presented in Section 3.9. In Sectih@ ®e investigated an UEP aided video system using
RSC codes, which relied on the architecture presented iticBe®.10.1. The source coding parameters of the
video source signal provided as input to our proposed sysstelescribed in Section 3.5. It is demonstrated that
the bit-error correction capability of the H.264 video codan be considerably improved by properly allocating
the available bit-rate budget between the source and chaade and results in considerable objective video
quality improvement. Explicitly an £Ng gain of4 dB is attained using UEP1 of Section 3.10 with reference to
UEP2, while an /Ny gain of3 dB is achieved with reference to EEP scheme, at the PSNR déigragaint
of 2 dB.

A novel iterative detection aided H.264 wireless video bty scheme using IRCC was proposed in
Section 3.11, followed by the proposed IRCC design in Se@i@1.3. Finally, the performance of the proposed
system was analysed using EXIT charts in Section 3.11.4 l@ddlculated results along with discussion
is provided in Section 3.11.5. Explicitly, our experimdntasults in Figure 3.33 showed that the proposed
UEP scheme outperforms the identical-rate EEP benchmackeme using the regular RSC channel code of
rate 0.7 by about0.5 dB E,/ Ny at the PSNR degradation point bfdB. Our conclusions were presented in
Section 3.12.



Chapte

Robust Video Transmission Using Short
Block Codes

4.1 Introduction

In Section 3.10, the performance of a video communicatiatesy was analysed using Unequal Error Protec-
tion (UEP) based Recursive Systematic Convolutional (R®@gs described in Section 3.4.1, by appropriately
allocating the total available bit rate budget to the défarportions of the bit-stream, which resulted in an im-
proved performance relative to the equal protection bawegiesclass benchmarker scheme. We then further
improved the achievable performance with the aid of IrRag@onvolutional Codes (IRCC) incorporated in
an iterative H.264 joint source-channel decoding procasgietailed in Section 3.11. In contrast to Chapter
2, in Chapter3 we focused our attention on characterising the Iterative@&sChannel Decoding (ISCD) pro-
cess, while exploiting artificial channel coding based retduncy. As a further improvement, in this chapter
we introduce a novel EXIT-chart based Short Block Coding@$Bchnique, which introduces furthartifi-

cial redundancy into the source-coded bit-stream with the dgjlective of improving the achievable iterative
decoding gain. More explicitly, the convergence behavigfuthe proposed iterative decoding techniques is
analysed using the binary EXIT charts introduced in Se@i8mand the specific SBC achieving the best possi-
ble performance is found. In this chapter the prototypeesyshvestigated relies on the Data-Partitioned (DP)
H.264 coded video stream described in Section 3.8 and tle\ddurce is described by the parameter set of
Section 3.5.

Robust transmission of multimedia source coded streamsdiverse wireless communication networks
constitutes a challenging research topic [1,187]. Sineestirly days of wireless video communications [189—
192] substantial further advances have been made both ificlldeof proprietary and standard-based solu-
tions [186,193]. Furthermore, the discovery of Turbo Cdd&g$, 194] made it practical to achieve transmis-
sion close to Shannon limit with moderate computational mewity and delay. The extension of the Turbo
principle of exchanging extrinsic information have beencassfully applied to various receiver components.
One specific extension category of this field is ISCD. Thetjoiptimisation of different functions such as
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JSCD gained considerable attention in the recent decadwsdéhieidt and Vary [195, 196] proposed SBSD
to exploit the natural residual redundancy of the sourakedabit-stream for improving the convergence of
ISCD [188, 197]. Therefore, ISCD employ a decoding alganitto exploit the explicit artificial redundancy
due to channel encoding and implicit natural redundancyims of non-uniform distribution or correlation
of the source encoded parameters. ISCD consists of Saft-Bpft-Output (SISO) channel decoder and an
Unequal Source-Symbol Probability Aided (USSPA) souraeder. The USSPA is a soft-decision version of
source decoding, which utilises the source redundancytin&e the source coding parameters.

In our performance evaluation setup the H.264/AVC videoeedd4] is used to encode the input video se-
quence and to generate the source coded bitstream. Howellemoderate residual redundancy is left in the
source coded bit-stream, when using advanced state-@frtluwding techniques. Therefore we propose to de-
liberately impose additional redundancy on the source @ditestream with the aid of the novel class of Short
Block Codes (SBCs) proposed. The H.264/AVC codec emplotedgeneous Variable Length Coding (VLC)
and predictive coding techniques to achieve a high comijoressficiency, which makes the compressed bit-
stream susceptible to transmission errors [1]. A singletsiir in the coded stream may corrupt the decoding
of numerous future codewords. Moreover, due to predictodirg the effects of channel errors may affect
the neighboring video blocks due to error propagation. &foee the transmission of compressed video over
wireless systems is a challenging task.

Various Error resilient schemes have been proposed inldrder to alleviate these problems, but the
price paid is a potential reduction of the achievable cosgion efficiency and increase in computational com-
plexity. An iterative joint source-channel decoding prae inspired by the concept of serial concatenated
codes was presented in [198]. A symbol-based soft-idposteriori Probability (APP) decoder was pre-
sented in [199], where the residual redundancy was expldde improved error protection. Instead of the
traditional serial concatenation of the classic VLC witthaenel code, a parallel concatenated coding scheme
was presented in [200], where the VLCs were combined withrlaotaode. On the other hand, a novel Irreg-
ular Variable Length Coding (Ir'VLC) scheme designed forrresgacity joint source and channel coding was
proposed in [173]. A range of Adaptive Orthogonal FrequeDoysion Multiplex (AOFDM) video systems
were proposed in [201] for robust, flexible, and low-delaigiactive video telephony over wireless channels.
Likewise, [202] advocated the employment of state-ofdheHigh-Speed Packet Access (HSPA)-style [203]
burst-by-burst adaptive transceivers for interactivéuta and cordless video telephony, which are capable of
accommodating the time-variant channel quality fluctuatbwireless channels.

An iterative source and channel decoding aided IRCC videophscheme using Reversible Variable-
Length Codes (RVLC) and the Maximum A-Posteriori (MAP) [@i@fection algorithm was proposed in [121].
The performance characteristics of different video traivers assisted by decision feedback equaliser-aided
wide-band burst-by-burst adaptive trellis-coded modotatTurbo Trellis-Coded Modulation (TTCM) and bit-
interleaved-coded modulation designed for H.263 assigtib telephony were presented in [122]. The perfor-
mance analysis of soft bit assisted iterative JSCD was ptedén [4], where Differential Space Time Spread-
ing (DSTS) aided Sphere Packing (SP) modulation was invek@dh dispensed with channel estimation and
provided both spatio-temporal diversity as well as a muder support. Furthermore, a joint source-channel
decoding method based on the MAP algorithm was proposed by\WWad Yu [123]. Instead of the well
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known convolutional coded ISCD, an ISCD based on two sedatatenated SBCs was proposed by Clevorn
et al [204]. In the above-mentioned schemga3) outer block code served as a redundant index assignment,
while arate-1 block code was used as inner code. Similarly, Thobaben [@@hjded the performance analy-
sis of arateR = % single parity check code used for protecting the quantisedce symbols combined with
specifically designed VLCs.

Joint source-channel coding schemes employing aRate% linear block code for mapping the quantised
source symbols to a binary representation were combinddamifnner irregular channel encoder in [206]. An
optimised bit rate allocation scheme using a rdte= 1' inner channel encoder along with= 3 to k* = 6
source mapping was proposed in [207], and its performanseewauated relative to conventional ISCD using
arater = % Recursive Non-Systematic Convolutional (RNSC) inner colee Turbo DeCodulation scheme
presented in [208, 209] consisted of two iterative loopse ifimer loop was constituted by the two components
of Bit-Interleaved Coded Modulation using Iterative DeicrdBit-Interleaved Coded Modulation using Itera-
tive Decoding (BICM-ID) and the outer loop by the ISCD schetg contrast, in [210] a SBC based redundant
index assignment and multi-dimensional mapping were usedtificially introduce redundancy and a single
iterative loop was employed. Similarly, Clevoehal [211] presented a new design and provided optimisation
guidelines for the ISCD’s performance improvement usirg ¢bncept of redundant index assignment with
the aid of specific generator matrices. Additional overvidvthe past progression in the field of robust video
transmission is presented in Table 4.1 and Table 4.2.

Against this background, in this chapter we commence witbvamview of the ISCD process, highlighting
the various building blocks, such as the transmitter andivec Furthermore, in contrast to the state-of-the-art
research in the field of ISCD, where specific mapping example® provided for ISCD [204], we present
powerful yet low-complexity algorithms for SBCs, which cha used to design them for a variety of map-
ping/coding rates associated with divetigg,,;,, values that are applicable to wide-ranging multimediaises/
Additionally, instead of modelling the sources with the afdlarkov models mimicking their correlation, the
practically achievable interactive video performancadseare quantified by using state-of-the-art video coding
techniques, such as the H.264/AVC codec. More explicitigtdad of assuming a specific source-correlation
model, such as the first-order Markov model, we based ouesydesign examples on the simulation of the
actual H.264/AVC source coded bit-stream. The SBC-aide8RASscheme of Section 4.5 was utilised for
protecting the H.264 coded bit-stream using RSC codes [6B¢ SBC coding scheme was incorporated by
carefully partitioning the total available bit-rate butifpetween the source and channel codecs, which results
in an improved performance, when ISCD is employed.

The novelty and rationale of this chapter can be summarisddliows [3]:

1. We apply iterative soft-bit source decoding to decodeuttexrjual error protected video stream encoded
using the sophisticated state-of-the-art H.264 video seheperated at a low target bit-rate 64 kbps.

The achievable performance improvements are also quahtifie

2. We conceive a powerful yet low-complexity algorithmsSBCs, which can be used to generate SBCs for

1The superscript was adopted from [207]
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Year | Author(s) name and contribution

1997 | Author(s): E. Steinbach, N. Farber and B. Girod [212]
Contribution: a robust video transmission scheme was designed for enwoegenvironments
using the ITU-T H.263 video coding standard.

1999 | Author(s):J. H. Lu, K. B. Letaief and M. L. Liou [129]

Contribution: a unique set of techniques was developed to support reliaté®s transmis-

UJ
1

sion over bandwidth-limited mobile networks using the KB2fding standard. The tran
mission scheme was based on combined source and channed cddiersity reception, and
pre/postprocessing techniques.

2000 | Author(s):C. S. Kim, R. C.Kim and S. U. Lee [213]

Contribution: a robust video transmission algorithm was designed usihgnaant parity-check
DC coefficients (PDCs) that were systematically inserted the compressed bit stream fpr
protecting the compressed video stream.

2001 | Author(s):C. S. Kim, S. U. Lee [214]

Contribution: a Multiple Description Motion Coding (MDMC) algorithm wasqposed to en
hance the robustness of the motion vectors, which corstito¢ of the most important compo-

nent in the compressed bitstream.

2003 | Author(s): M. Grangetto, E. Magli and G. Olmo [124]

Contribution: a joint entropy coding and error protection scheme was desdifpr robust H.264
coded video, which relied on Arithmetic Codes (ACs) combimdth a forbidden symbol and
with DP for transmission over error-prone channels.

2004 | Author(s):T. Fang and L. P. Chau [215]

Contribution: a robust video transmission framework was presented taenkat the image
quality of the foreground was improved at the expense ofifi@ing the video quality of the

less important background.

2005 | Author(s):C. S. Kim, J. W. Kim, |. Katsavounidis and C. J. Kuo [216]
Contribution: a novel video decoding algorithm based on the Minimum MeauaBs Er-
ror (MMSE) criterion was advocated in order to alleviate diffects of transmission errors.

2006 | Author(s): A. Ksentini and M. Naimi and A. Gueroui [118]

="

Contribution: a robust cross-layer architecture was presented thatiexpii@ advantages d
the H.264/AVC error resilience features combined with thedMim Access Control (MAC
capabilities of 802.11 Wireless Local Area Networks (WLANKLS].

Table 4.1: Advances in Robust Video Transmission (Pgrt
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Year

Author(s) name and contribution

2007

Author(s): R. Puri and A. Majumdar and K. Ramchandran [217]

Contribution: introduced the concept of a novel scheme termed as Poweiegffi Robust,
highcompression, Syndrome-based Multimedia coding (RRISvhich is a video coding
paradigm based on the principles of lossy distributed suoding operating with the aid ¢

side information or Wyner-Ziv coding. Specifically, PRISMables the designer to dispen

with the computationally complex motion-search moduléhaténcoder, which is invoked then

at the video decoder.

=1

2008

Author(s): P. Ferre and A. Doufexi and J. Chung-How and A. R. Nix and D. &l B28]

Contribution: a packetization method was proposed for robust H.264 videtsmission over

the IEEE 802.11 wireless local area network (WLAN) to oveneothe poor throughput effi

ciency of the IEEE 802.11 Medium Access Control (MAC). Thegmsed scheme maps several

IP packets (each containing a single H.264 video packat)drgingle larger MAC frame. Th
attainable video robustness is enhanced by using smalb yidekets and by retrieving pote

tially error-free IP packets from the received MAC frame.

4]

2009

Author(s): V. Sgardoni, M. Sarafianou, P. Ferre, A. Nix and D. Bull [129]

Contribution: a robust video solution was developed for H.264 video brasideequences over

802.11a/g for transmission over time-correlated fadirgnciels.

Author(s): J. Wang and A. Majumdar and K. Ramchandran [218]

Contribution: an auxiliary codec was proposed that sends additionalrrdton alongside an

MPEG or H.26x compressed video stream to correct the emdheidecoded frames. The pr

posed system was based on the principles of distributeds@mading and used the erroneqgus

by reconstructed frames as side information at the auxitiacoder.

2010

Author(s): M. H. Lu and P. Steenkiste and T. Chen [219]

Contribution: a hybrid spatio-temporal retransmission protocol was @se for wireless video

streaming applications. The system uses an opportunétiansmission protocol that relies ¢

overhearing nodes distributed in the physical space, wima then be invoked to retransmi

failed packets on behalf of the source. To meet strict tincimgstraints, a Time-based Adapti
Retransmission strategy (TAR) was applied by both the soard the relays based on t

retransmission deadline of the packets.

Table 4.2: Advances in Robust Video Transmission (P3rt

N

—

Ve
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a variety of mapping rates associated with dive#isg,,;, values, which is applicable to wide-ranging

multimedia services.

3. We characterise the attainable performance of diverskngprates, while using SBCs generated by the
proposed Algorithm-I. The resultant performance is alsarahterised with the aid of EXIT charts along
with the corresponding bit-by-bit Monte-Carlo simulatibased decoding trajectory. The performance
of the proposed Algorithm-Il is also quantified, demonsgtigathat Algorithm-Il results in an increased

dy min vValue at the same overall code rate as Algorithm-I.

4. The practically achievable interactive video perforroaitrends are quantified using the state-of-the-art
H.264/AVC codec. We demonstrate that conventional 1ISCBnsekl result in relatively modest per-
formance improvements for the H.264 codec, because thewatile performance benefits of USSPA
are dependent on the amount of redundancy inherent in thees@oded bit-stream. Therefore, we
demonstrate that substantial system performance imprentsrare achieved by specifically designing

the proposed EXIT-chart-based SBCs.

The rest of the chapter is organised as follows. In Sectidm4. portray the architecture of the transmitter
and of the conventional receiver. The detailed descriptibthe receiver using iterative source and channel
decoding is provided in Section 4.3. In Section 4.4 we dbsain architecture employing soft-bit video source
decoding assisted UEP using RSC codes. The achievablévitedcoding convergence is characterised in
Section 4.5 for the proposed SBC algorithms, accompanieaddssign example based on EXIT chart analysis
and followed by our video performance results. Similahg performance analysis of SBCs using a faltener
precoder is provided in Section 4.6 along with the corredpanEXIT chart analysis and video performance
results. The concept of Redundant Source Mapping is detml€ection 4.7 with the aid of a design example.
Finally, the chapter is concluded with a summary in Secti@n 4

4.2 Transmitter and Non-lterative Receivers for Video Transmission

The building blocks of the transmitter and conventionakneer are presented in Figure 4.1 and are explained
below.

4.2.1 Source Encoding

The source coded video bit stream representing a vides dlipartitioned into relatively short transmission
frames, labeled with the indéx The parametric source encoder extracts a parametey #&it consists oM
scalar source codec parameteys,, m = 1,--- , M where againk is the frame index. Thé/1 source codec



4.2.2. Bit Interleaving 109

parameters,, , are mapped to a bit-sequence according jg, € V,,. The mapping codebodk,, of size|V,,|

is time invariant. The length of the resultant bit patteyy, is w,, = log2(|V;x|). Due to the limited affordable
complexity and delay of the encoding process, there is aicerésidual source redundancy associated with
the bit pattern after source encoding. The residual sowadendancy is quantified in terms of the probability
valuesP(x) and P(xg|xx_1).

. Channel
rce En r Bit Interl f
Source Encode it Interleave Encoder Mod ‘l
! Transmission Channe
. Channel
Source Decoder Deinterleaver Decoder Demod

Figure 4.1: Transmitter and conventional receiver for video transioiss

4.2.2 Bit Interleaving

The employment of interleaving in data transmission disgethe bursts of transmission errors and hence sub-
stantially improves the attainable performance of moshnkhcodecs by more-or-less uniformly distributing
the errors. To elaborate a little further, burst errorsrofterrupt numerous consecutive bits in a row, there-
fore error correcting codes whose performance is dire@fyeddent on the near-uniform distribution of errors
are gravely affected by bursty errors. Therefore inteff@awnay be used to overcome this problem. Hence
in the ISCD the bit interleavell of Figure 4.2 is used before the channel decoder in order imyte the

M - w data bitsx of a frame in a deterministic manner. The task of the deie®®gr is then to reinstate the
bits in their original position. Furthermore, in iteratidecoding aided turbo-receivers the achievable iteration
gain also improves upon increasing the interleaver-lengtimg to the provision of more independent extrinsic
information.

4.2.3 Modulation and Equivalent Transmission Channel

In this chapter we restrict our considerations to QuadeaRirase Shift Keying (QPSK) modulation in order to
investigate the concept of ISCD. The QPSK modulated béastr is transmitted over a temporally correlated
narrowband Rayleigh fading channel, associated with thealised Doppler frequency ¢f = fpTs = 0.01,
wherefp is the Doppler frequency arifl is the symbol duration.

4.2.4 Non-lterative Receiver

In a conventional non-iterative receiver, the inverse efglgnal processing steps of the transmitter is invoked
in order to regenerate the original transmitted signal. rEleeived signal is first demodulated and subsequently
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channel decoded. After deinterleaving the channel decetitedm is fed into the source decoder, which per-
forms parameter reconstruction in order to generate timastd video source signal

4.3 Iterative Source-Channel Decoding Aided Receivers

4.3.1 Log-Likelihood Ratio

The channel coded symboisare transmitted over an AWGN channel, where they are contted by the
noise process. The corresponding noise-contaminated symbols at the offihe receiver are represented as
z=y+nwithz € R.

The reliability of the received symbols can be expressedrim$ of the transition probabilitiggz|y) or in
form of the corresponding Log-Likelihood Ratio (LLR){alues) orL(z|y)
plzly =+1) @.1)
plzly = -1)
The LLRs at the output of the AWGN channel may be expressetl7& [

L(zly) = log

L(zly) = 4a.Es/Np - z. (4.2)

In Equation (4.2) the terniNy /2 represents the power spectral density of the AWGN nojsghile a denotes
the fading factor.

4.3.2 lterative Source-Channel Decoding

ISCD is used to jointly exploit both the natural residual meuredundancy and the artificial channel coding
redundancy as well. The optimum bit-decision is based om thesteriori probability P(x|z) or the corre-
spondinga posteriori LLR-value L(x|z) for a single data bit, given the complete received sequencen
case of a memoryless channel thgosteriori L-value is composed of four additive terms [220-222]

L(x|z) = L(z[x) + L(x) + L& (x) + LEigspa (). (4.3)

The LLR-valueL(z|x) specifies the bitwise channel-dependent reliability fategatic channel encoding. In
case of a non-systematic channel code the original input Etnot directly copied to the encoder’s output
to become part of the coded symhglhence we have no probabilistic dependence between thehdjng
L(z|x)=0. The second term of Equation (4.3), nameély) = log(P(x = +1)/P(x = —1)) presents the
bitwise a-priori information and determines, whether a data bit6f +1 or x = —1 is more likely to have
been transmitted by the source, which can be determinedviinad i.e. prior to transmission for the source
considered. The remaining two terms of Equation (4.3), mabg) (x) andL{jis, (x) quantify the so-called
extrinsic information, which arises from the evaluationtted artifical channel coding redundancy and natural
residual source redundancy, respectively. Again, theraltedundancy manifests itself in terms of having
an unequal probability of occurance for the particularpaittern combinations. Having independent extrinsic
LLR-values is essential for the success of iterative dewpdi order for the components to assist each other



4.3.2. Iterative Source-Channel Decoding 111

in an iterative fashion. In ISCD the de-interleaved extdrmitput of the channel decoder serves as additional
soft-input for the source decoder. Similarly, the interkhextrinsic output of the soft-bit source decoder serves
as additional input to the inner channel decoder. This wayitdrative refinement of the extrinsic LLR-values
results in step-wise reliability improvements.

Video S o Source X ol 1 x o Channel Yy - ‘AF Ma‘pper
> - - ole
Encoder Encoder Encoder
_____________________________ noise
! extr apr '
| Lispa(x) " Lep(x) |
Video | | RN v Lun() |
< ' [ usspa |/ lter\[ Channel |_[e
Decoder ™| Decoder | N /| Decoder [~ |ele["
| l -1 'Demapper
| -
: Lifsspa() LEp (z) :

N e e e e e e e e e e -

Iterative Decoding

Figure 4.2: ISCD System Model.

Extrinsic Output of Channel Decoder [L& (x)]:
The extrinsic LLR-values generated by the channel decddeigare 4.2 during the:-th iteration are given by

Lep " (x) = Fep{Lm(9), Lep (%)}, (4.4)

where the functiong. () andL{ (x) are given by

Lm(f) = L(zly) (4.5)
LE5(x) = L(z|x) + L(x) + Lifeet (x). (4.6)

The LLR-valuesL(z|y) at the output of the channel are available for all the recebiés y. Similarly, the
LLR-value L(z|x) is available for all data bits, provided that the channel coding is of the systematic form.
Additionally, L(x) represents the bit-wisepriori LLR-values, whileL¢*t2" 1 (x) is the interleaved soft-input
feedback information provided by the USSPA for the datachifEhe variableL{7é2%. * (x) represents the LLR-
value generated by the previous iteration, which is aviilédy the subsequent iteration in the ISCD process of

Figure 4.2.

Extrinsic Output of Unequal Source-Symbol Probability Aided Decoding of the Source Codd &5, , (x
The Unequal Source-Symbol Probability Aided Decoding (B&8s used to exploit the natural residual source
redundancy that remains in the source-coded stream dimingetrative decoding process. The reason for this
residual source redundancy is the latency and complexititdtions of the encoding process. The amount
of redundancy inherent after source compression can bdifiedrnn advance for a sufficiently long training
sequence having statistical properties reminiscent ddethaf the typical signals considered in terms of the
probability density value®(x) or P(xy|xx_1), respectively.
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The detailed procedure used for determining dhiinsic LLR-value L., (x) of USSPA while utilis-
ing thea-priori knowledgeP(x) or P(xx|x;_1) of the bit-patternx given by the LLR-valuelfsqp, (x) was

provided in [220, 221, 223-225].

The extrinsic LLR-value generated by the USSPA decodergififi€i 4.2 is given by
Li1eh (x) = Fusspa{ Litespa ()}, 4.7)
whereL;}¢sp, (x) is formulated as
Litespa(x) = L(z|x) 4+ L(x) + L5 (x). (4.8)

The initial LLR-valuesL{}¢), (x) are set to zero at the commencement of the iterative decpdaugss, since
no previous extrinsic information is available. This cepend to having logical 0 and 1 values with a prob-
ability of 0.5. After the first iteration the updated LLR-uaks become available from the USSPA decoder of
Figure 4.2, which are forwarded to the channel decoder @sori information, in order to assist the channel
decoder in achieving an iterative performance improvem@inerefore the iterative calculation of Equation
(4.4) and (4.7) results in successive improvements of tieitity information L; ;25 (x) and L& (x) con-
cerning the data bits. During the iterative decoding process of Figure 4.2, firgerformance improvements
are possible, as long as the extrinsic information termsanemutually independent. In order to ensure this
independence, an interleaver is inserted in Figure 4.2 d@vthe two constituent decoders for providing a
certain level of independence after a specific number dditians. Nonetheless, due to the iterative interac-
tion, between the component decoders the extrinsic infdomaéerms become dependent on each other after a

certain number of iterations, unless an 'infinite’ intevlealength was used, which is impractical.

4.3.3 Soft-Input/Soft-Output Channel Decoding

The best known method found in the literature for deterngjrifre bit-wise extrinsic LLR-valueBZ (x) from
the artificial redundancy introduced by the channel encisdiie symbol-by-symbol MAP estimation or Bahl-
Cocke-Jelinek-Raviv (BCJR)-channel decoder detailecekample in [167,226]. A convolutional code may
be described with the aid of its trellis diagram. As an examiblel-th stage trellis diagram of a memofy= 2
Recursive Systematic Convolutional (RSC) code having & catk ofr = 1/A = 1/2, A € N and an octally
represented generator polynomial of15/7)s is given in Figure 4.3. In this diagram tlencoder states
are represented with nodes, while the branches indicatiegittmate state transitions During the channel
encoding process, theth input bit results in the encoder state transition enmgrgiom S(! — 1) to S(I). As
seen in Figure 4.3, given a binary input, there are only tvgititeate branches emerging from the current
encoder state and traversing to the next state. Similaskytd the employment of a convolutional code having
J = 2 there are four different states. Figure 4.4 shows the deymies ofS; on both the past bit-pattern
S;_1 and on the future bit-pattern, §. The probability of each valid state transition fré&ifY — 1) to S(I) is
computed at the receiver using the BCJR algorithm [69, 1€6dm@ling to

1/r

7S =1),5()) = PIS()IS( — 1)] -exp (Z% %@.L%wm]) : (@9)
o
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S(I-1) S()
SW=(+,+)
S<2):('a+)
S =(+,-)
8(4):(_5_)
State Transitions
z(l)=+1
x()=1__________ -

Figure 4.3: Intermediate trellis state of RSC code.
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Figure 4.4: Dependencies of the current trellis state on the past andefit-patterns.

where L] [y;(j)] is calculated according to Equation (4.6)yif(j) consists of systematic data bit§!) or
according to Equation (4.5) otherwise. Since the encod®gr&ration may be modeled by that of a state-
machine, which changes states on the basis of the currdatastd the incoming bit, we have to take into
account the contribution from the preceding trellis sta@es- , (I — 1), which can be included recursively

as [195]
a(sV(1) = Y mlsV (1 1), D (D)].ar[SV (1 - 1)). (4.10)
j=1
Similarly, the reliability information contribution frorthe future stageé+ 1,--- , Mw + | as regards to the
state transition fron$ (/) to S(I + 1) is given by [195]

Zml SV +1)] - B[SO +1)]. (4.11)

Finally, the overall rule for the extrinsic LLR-value evation of channel decoding is given by [195]

2] 2]

Y BSOSV = 1), SV (1)x = +1) - g[S (1 - 1)]

i=1 j=1
2]

iﬁz[s(i)(l)] LSV =D)L SPD)]x = 1) - aga [SV (1 - 1))

i=1 j=1

(4.12)

Furthermore, the contribution of the systematic datacfij = y;(jsys) at positionjs,s in y; is excluded from
Equation (4.9) when generating the extrinsic informattmgause this information was already exploited, hence
would not provide an independent source of extrinsic infation and hence would prevent us from achieving
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an iteration gain. The exclusion of this information frone summation is formulated as

_ — AP & owil) papre o
S —=1),5(D)] = P[S(D)[S(I —1)] - exp 2 > Lol ) - (4.13)
J=Lj#jsys

Therefore, considering our example the sum in Equatior8f4uns ovej = 2,--- ,1/r.

4.3.4 Unequal Source-Symbol Probability Aided Decoding adhe Source Code

In this section, we will elaborate on how to exploit the natuesidual source redundancy that remains in the
source-coded stream during the iterative decoding proc&ke reason for this residual source redundancy
is the latency and complexity limitations of the encodinggass. The amount of redundancy inherent after
source compression can be quantified in advance for a sufficiwng training sequence having statistical
properties reminiscent of those of the typical signals iomred in terms of therobability density value®(x)
or P(xy|xx_1), respectively.

The detailed procedure used for determiningahiginsic LLR-value L{}{sp, (x) of USSPA while utilising
the a priori knowledgeP(x) or P(xx|x;_1) of the bit-patternx given by the LLRL; ssp, (x) according to
Equation (4.8) was provided in [220,221,223-225].

There are two different scenarios, in which the extrinsforimation may be extracted from the residual
source redundancy, hamely;

1. extrinsic information resulting from a non-uniform pareter distributionP(x).

2. extrinsic information resulting from the correlationrgaeter of a specific source codec across the con-
secutive frames, which is formulated Béxy |x;_1).

These concepts of extrinsic information extraction from thsidual source redundancy may be demonstrated
with the aid of the following example.

4.3.4.1 Extrinsic Information Resulting From a Non-uniform Parameter Distribution P(x)

The USSPA of Figure 4.2 is used for extracting the extrinsformation X*" for the data-bitx from all the
other surrounding data-bits of the bit-pattern x. For exemip case of the bit pattern=x [x(1), x(2), x(3)]
and w=3, the extrinsic information generated for thedgit) is extracted from the patteri% = [x(2), x(3)].

Consider the simple case, in which the extrinsic infornratmextracted from the probability mass values
P(x) and from the(w — 1) x***" bits of the bit pattern x, which are assumed to be perfectywknat the
receiver. In this case the extrinsic LLR-value becomes

extr P(Xextr’x — _|_1)
LlféSPA,P(x)(x) = logp(xext,’x E— (4.14)

However, normally thelw — 1) x®** bits are not known with absolute certainty at the receivende the
reliability or probability of all possible realizations of*"" has to be determined on the basis of the input
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LLR-values of the USSPA [195] seen in Figure 4.2, yielding

w

[
B(xT) = exp Z % . Lﬁ’gspA[x(l)]. (4.15)
Observe from Equation (4.15) that the dataddissociated with the bit-inddx under consideration is excluded
from the calculation. Evoluating (4.15) for tA& — 1 possible realizations of*'" allows us to extend Equation
(4.14) to [220,221,223-225]:

Z P(Xextr’x — _|_1)'9(Xextr)

extr . xextr
LUSSPA,P(x)<x) = log Z PO |y = —1).0()

xextr

(4.16)

Equation (4.16) may be used for determining the extrinsiRhlalue provided by the USSPA of Figure 4.2 for

the subsequent iteration, when a non-uniform distributibthe bit-pattern x is utilised aspriori knowledge.

In case of perfect knowledge about the bit-pattefiy’, the termd (x°*!") in Equation (4.16) becomes non-zero

only for one specific pattern and it is zero for all other pae since the summations in Equation (4.16) run
over all possibl@®~! realizations o&®*!". Bearing this in mind, Equation (4.16) reduces to (4.14).

4.3.4.2 Extrinsic Information Resulting From Parameter Carelation P(xy|xx_1)

In order to exploit the mutual dependencies of the the bilepax®**" as a function of time, the conditional
probability P(x®*""|x) in (4.16) has to be replaced by

P(xg | xy) = Z P& | xg, g 1) -k 1 (Xe_1)- (4.17)
Xk—1
It becomes explicit from Equation (4.17) that the correlatbetween xand the past patterng x, - - - ,Xq is
exploited using the factary 1 (xx_1).

Similarly, future bit-patternsy 1, - - - ,x, may be taken into account using an extra fagidix;): Figure 4.5

X(4):("')

p—o(Xk—2) -1 (Xk1) foxt]
- Xy, Xk+1
- ) @/\ @
Xp—1 Xk ‘\\ ,//
Bre(xx) Brt1(Xk41)

Figure 4.5: Intermediate trellis state of the USSPA of Figure 4.2 expigithe correlation of the consecutive

values of a given parameter.
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shows the dependenciesxgfon both the past bit-pattern x and the future bit-pattern,x;. Therefore, sim-
ilar to Equations (4.10) and (4.11), both the past tesns (x;_1) and future termBy(xx) can be efficiently
computed in a recursive manner as follows [195]

ar(xe) = Y Yie(xper k1) -@—1 (Xe—1) (4.18)

Xk—1

Br(xk) = Y Yier1 (k1 Xk)-Brs1 (K1), (4.19)

Xk+1

where the summations in the forward recursion of Equatiob3Mand in the backward recursion of Equation
(4.19) are performed over &l realizations of x_; or X1, respectively.

The reliability information for each valid state transitiromx; to x;_; is computed at the receiver similar
to Equation (4.9) as

V(X Xk—1) = P(Xe[xe—1) - exp (i @-L%SPA(X(Z)O , (4.20)
=1

where the inputL;fss,, [x(1)] is given by (4.8). Furthermore, for initialisation we usef(xo) = p(xo) and
Bz(xz) = 1.
Finally, the extrinsic LLR-value generated by the USSPA @fuFe 4.2 for the subsequent iteration is
completed by substituting Equations (4.17), (4.18) antiqyinto Equation (4.16), yielding:
Y B O e = +1). ) T O X e = A1) a1 (341

Lextr xextr Xk—1

usspa(x) = log .
Y B e = +1). Y O X [ = — 1) (xx—1)

xextr Xk—1

(4.21)

Furthermore, the equivalent dual pair of Equation (4.13y bemapplied to obtain the extrinsic information
YOG i1 lxk) = PO |x, x-1) 006" ), (4.22)

where@(xi"”) is defined in Equation (4.15), which excludes the datachinder consideration from the bit-
pattern x.

4.4 Unequal Source-Symbol Probability Aided Decoding of Uequal Error
Protection RSC Codes

In Figure 3.23 of Section 3.10, UEP was applied to the H.2@fedwideo stream by employing different-rate

RSC codes to the three different types of H.264 bit-streartitipas. Observe in the schematic of Figure 3.23
that at the receiver, the received signal is QPSK demodiikaid forwarded to the RSC decoder, which simply
decodes the input signal. This signal is then forwardedédastiurce decoder of Figure 3.23 in order to recon-
struct the source signal. In contrast to the system ar¢hieof Figure 3.23 in Section 3.10, in this section the
iterative USSPA technique of Figure 4.6 in Section 4.3.4ipleyed in addition to UEP using RSC codes. As
seen in Figure 4.6 and described in Section 4.3.4, USSPAeis tasexploit the natural residual redundancy of
the source-coded bit-stream with the aid of ISCD [188, 195].
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To elaborate a little further, in our system the USSPA scheihfégure 4.6 exploits the residual redundancy,
which inherently remains in the H.264 coded bit-streamraftairce encoding and exploits this to generate
extrinsic information. We will demonstrate the presenceesidual redundancy in the H.264 encoded video-
stream, which becomes evident from the non-unifdviyary symbol probability distribution
P(sp), sk = [b5(1),15(2), ...b5(M)].

Table 4.3: Symbols Probabilities

Symbol | Bit Pattern | Probability
0 000 0.22791640
1 001 0.11727422
2 010 0.11945398
3 011 0.10481402
4 100 0.11365674
5 101 0.10745756
6 110 0.10268064
7 111 0.10674644

In more general terms, this distribution may be obtained &yioning the H.264 coded bit-stream into
a logp M-bit/symbol sequence and evaluating the probability ofuoence for all theM log, M-bit sym-
bols [227].

For our simulations the H.264 video encoded bit-stream 0ff8@me” Akiyo” video sequence, 150-frame
”Miss America” video clip and 300-framé&mother&daughter” video sequences were used as training se-
quences. The reason for selecting these specific video seegies that all of them have relatively slow head-
motion without any fast object motion and screen changes;hndire typical for video-phone scenarios. The
resultant video bit-stream was partitioned into 3-bit segta and the relative frequency of each of the eight
3-bit segments was recorded in Table 4.3.

4.4.1 System Overview

Again, the schematic of the proposed video coding and tress$on arrangement is shown in Figure 4.6. The
video sequence was compressed using the H.264/AVC videeccadhich was configured using the codec
parameters described in Section 3.5. Then, the outputrbise was de-multiplexed into three different-

sensitivity bit-streams, namely Steam A, Stream B and 8tr€a containing the sequentially concatenated
partitions of type A, B and C of all the slices per frame, resipely. The de-multiplexer’s binary output se-

quencesy,, xp, andx, are seen in Figure 4.6, where we have 1,2, ..., h,b=1,2, ..., B,c=1,2, ..., b, and

B = b,+b,+b., which are then interleaved using the bit-interleaddref Figure 4.6, generating the interleaved
sequences,, ¥, andx. and are encoded by RSC codes having different code-rates.

The unequal error protected and partitioned H.264/AVGteamy; of Figure 4.6 is QPSK modulated and
transmitted over a temporally correlated narrowband Rglyléading channel, associated with a normalised
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Doppler frequency ofp = f;Ts = 0.01, wheref, is the Doppler frequency anfi is the symbol duration.
The normalised Doppler frequency ff = 0.01 represents a relatively slowly fading channel and is cormynon
used in the literature to characterise the performance tifmmedia transmission systems.

The received signal of Figure 4.6 is QPSK demodulated anddftanformationLy;(1,) is passed from
the QPSK demapper to the respective RSC decoders after liptexing the LLRs into three partitions corre-
sponding to the partitions A, B and C. After RSC decoding #sailtant bit-streams are de-interleaved using the
respective de-interleavers specified in Figure 4.6. Sulegdty, the de-interleaved bit-stream is demultiplexed
into its original input order and then decoded by the H.26¢oder to produce the reconstructed video. The
decoded video sequence is then used to evaluate the Peak-®idioise Ratio (PSNR) performance.

The RSC decoder of Figure 4.6 processes the respectiveinfpunation and feeds back thepriori in-
formation ;- (%) from the outer decoder to the inner decoder in order to géneha extrinsic LLR values
L& (%), which are subsequently deinterleaved by the soft-bitlieasers of Figure 4.6, yielding; s p, (x).
Then, the soft bitiﬁ’;SPA(x) are passed to the USSPA, which uses the USSPA algorithm 8f128] to com-
pute thez posteriori LLR valuesLys(x) and the extrinsic LLR valuek{y&s , , () for subsequent iterations. The
USSPA scheme generates extrinsic information by exptpttie residual redundancy, which inherently remains
in the H.264/AVC coded bit-stream after source encodingaiAgthe presence of residual redundancy man-
ifests itself in terms of the non-uniform-ary symbol probability distributiorP[s,, (k)], s, (k)=[sx(1),5,(2),

- s,(M)] shown in Table 4.13, which was generated by dividing the WAR8C encoded bit-stream into
ann=3-bit/symbol sequence, yielding; (1), b1(2), b1(3), b2(1), b2(2),- - - ,bx(3)]=[S1,52, - - - Sp]. Observe
in Figure 4.6 that_}s () is the interleaved version df¢%% ., (%), which in turn is generated by processing
the a priori information L}¢s,, (x) using the outer USSPA. During the iterations the RSC decerigloits
thea priori information for the sake of providing improvedpriori LLR values for the outer soft-bit source
decoder, which in turn exploits the input LLR values for tlages of providing improvea priori information

for the RSC decoder in the subsequent iteration. Furtharlgletbout iterative decoding are provided in [137].

The different RSC coding rates applied using Equal ErroteRtmn (EEP) and UEP schemes are shown
below in Table 4.4(a). The performance of the system is etatliby keeping the same overall system code
rate for each of the EEP and UEP coding schemes. In UEP1 hilgves of error protection is provided to
Partition A, while in UEP2 high code rate convolutional auglis applied to Partition B to protect it more from
channel errors compare to Partition A and C, because bast@lice Error Sensitivity results, its observed
that Partition B is also very important and in case of its gption it results in significant PSNR degradation
because of error propagation to neighbouring coding blagKksoth spatial and temporal directions. Also
Partition B has the lowest over all size, therefore it doetsresults in significant increase in over all system
bit-rate, as a result reasonable protection can still beiged to Partition A and C.

4.4.2 Performance Results

The performance results obtained for the video system afrEig.6 are presented in this section. For the
sake of improving the confidence interval of our statistieghluations, we ran each experimdi) times
and recorded the average results. The BER verglidgEEurves obtained using the system of Figure 4.6 and
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Error Protection Schemg Code Rate
A B C | Overall
EEP 1/2 | 12 | 12 1/2
UEP1 1/3 | 2/3 | 3/4 1/2
UEP2 172 | 1/3 | 2/3 1/2

(@) Code rates for Different Error Protection

schemes

System Parameters ‘ Value | System Parameters Value
Source Coding H.264/AVC | Video Bit Rate (Kbps) 64
Source Codec JM 12.1 | Video Frame Rate (fps) 15
Video Test Sequence Akiyo | Channel Coded Rate (Kbps) 128
No of Frames 45 | Baud-rate (Kbps) 64
Frame Format QCIF | Channel Coding RSC
No of 'P’ frames between 44 | Over-all Code Rate 1/2
two 'I' frames Code Memory 3
Time Period of 'I' frame (sec) 3 | Generator Polynomials

Use of 1/4-Pixel Motion Estimation Yes | RSC 1/2,2/3 & 3/4G1, Gy) (5,7)s
Intra-frame MB update/frame 3 | RSC 1/3(Gy, Gy, G3) (3,7,5)8
per QCIF frame Modulation Scheme QPSK
Use of 'B’ Pictures No | Number of Transmitterdy; 1
Use of FMO No | Number of Receiversy, 1
No of Frames Used for 1-Frame | Channel Correlated Rayleigh Fading
Inter-Frame Motion Search Normalised Doppler Frequenc: 0.01
No of Video Slices/frame 9 | Interleaver Length ~ (64000/15)
No of Video MBs/Slice 11 | No System Iterationg 10

(b) Systems parameters used in the schematic of Figure 4.6

Table 4.4: Code rates and systems parameters used in the schematipiof Bi6

described in Section 4.4.1, while employing the variousreprotection scheme of Table 4.4(a) is presented
in Figure 4.7. Additionally, the BER versus, Bl curves evaluated for the individual partitions A, B and C
are given in Figure 4.8, which characterise the relativéoperance of the different partitions depending on the
code-rate of the RSC code given in Table 4.4(a). Furtherntbegperformance of the error protection scheme
applied is characterised in terms of the objective videdityueurves in Figure 4.9. It may also be observed
from Figure 4.9 that the UEP2 scheme of Table 4.4(a) whichaltagh error protection for partion B provides
a better performance than UEP1, while UEP1 performs betan EEP. Explicitly, an ENy gain of5 dB

is attained using the UEP1 scheme of Table 4.4(a) with reéeréo UEP2, while an fENy gain of3 dB is
achieved by UEP2 with reference to the EEP scheme, at the Ri8iRdation point d? 4B.

It may also be observed from the results of Figure 4.9 thatX88PA aided iterative decoder using RSC
codes results in a modest performance improvement relatitree otherwise identical scheme dispensing with
iterative USSPA, as described in Section 3.10.1. The refahis relatively modest performance improve-
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ment is the lack of adequate amount of residual redundantheibit-stream encoded using the sophisticated
state-of-the-art H.264 video codec, especially when dpdrat a low target bit-rate, such & kbps, for ex-
ample. Therefore, in the subsequent sections of this chamewill elaborate on the inclusion of artifical
redundancy in the coded video stream in order to improvet¢hative decoding performance. The major find-

ings of the consider error protection schemes at PSNR datijpadpoints of #B and 2/B are summarised in
Table 4.5

Table 4.5: Performance Summary Table
Schematic| Parameters| lterations | Video rate FEC Highest E,/Np at 1dB E,/Ng at 2B

Code rate| PSNR value| PSNR degradation PSNR degradation

EEP = 374B EEP = 33.5/B
Figure 4.6 | Table 4.4(a)| 10 64 kbps 0.5 417582 | Uep1 = 394B UEP1 = 3548
UEP2 = 354B UEP2 = 314B

ERROR PROTECTION %

,| SCHEMES
- BER vs Eb/NO[dB].
.| ® —— EEPusingRSC
A —— UEP1 using RSC
21 g - UEP2 using RSC .
10° : ‘ : : ; .
5 10 35 40

5 20 25
Ey/No[dB]

Figure 4.7: BER versus E/N, for the EEP and UEP schemes of Figure 4.6 using the parancétéable 4.4

4.5 Video Transmission Using Short Block Code Based Iterate Source-Channel
Decoding

In this Section, we analyse the performance gain achievied) 8@BC based iterative source-channel decod-

ing. We will demonstrate the improved error correction ¢aligt of the ISCD using simulation examples, as
follows.
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,,,,,,, Partition B
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Figure 4.8: BER (A, B and C) versus Eb/NO for the EEP and UEP schemes of& 6 using the parameters
of Table 4.4
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Figure 4.9: PSNR versus EN, for EEP and UEP schemes of Figure 4.6 using the parameteebtd 4.4
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4.5.1 Iterative Convergence Analysis Using Short Block Caeb

The purpose of ISCD is to utilise the constituent inner antkrodecoders in order to assist each other in
an iterative fashion to glean the highest possible extriitdbrmation ¢, (x") and L% ()] from each
other. In fact, the achievable performance of USSPA is énhiby the factor that its achievable iteration gain
is actually dependent on the residual redundancy or ctioeléhat remains in the coded bit patterp af-

ter limited-complexity, limited-delay, lossy source edow [1]. However, despite using limited-complexity,
limited-delay, lossy compression, the achievable perfore improvements of USSPA may remain limited
due to the limited residual redundancy in the video-encddiédtream, when using the high-compression
H.264/AVC video codec. It may be observed from the simutatiesults of [228] that typically using USSPA
for H.264/AVC coded bit-stream results in negligible systperformance improvements beyond two decod-
ing iterations. Hence, in order to improve the achievablEDSerformance gain, wartificially introduce
redundancy in the source coded bit-stream using a techmibigh we refer to as SBC coding. The novel phi-
losophy of our SBC design is based on exploiting a specifipgnty of Extrinsic Information Transfer (EXIT)
Charts [158]. More explicitly, an iterative decoding aidexteiver is capable of near-capacity operation at
an infinitesimally low decoded BER, if there is an open turpetween the EXIT curves of the inner and
outer decoder components. We will demonstrate that thidition is clearly satisfied, when these two EXIT
curves have a point of intersection at tffg, Ig) = (1,1) corner of the EXIT chart, whergy = I(x},Lp,),

0 < I, < 1, is the mutual information between the outer encoded Afitsnd the LLR valued.p ,, while

Ig = I(x},Lp,), 0 < Ir < 1, represents the mutual information between the outer eéiamded bitsy; and
the LLR valuesLp .. Thesufficient and necessappndition for this iterative detection convergence ciiter

to be met in the presence of perfecpriori information, was shown by Kliewest al. [163] to be that the
legitimate codewords have a minimum Hamming distancéof,;, = 2. Then the ISCD scheme becomes
capable of achieving the highest possible source entropgted asH (X) = Ljl,, = 1 bit, provided that
the inputa-priori information of the USSPA is perfect, i.e. we hadgX) = L‘ifgépA = 1 bit. Atfirst sight this
condition may not seem physically plausible, since withoptiori information a codeword having a single bit
error has a minimum Hamming distancedgf ,,;,, = 1 from at least two legitimate codewords and hence the
decoder remains unable to resolve, which of these two wansmnitted. However, in the presence of perfect
a priori information, i.e. atthd, = 1 point of the EXIT chart this ambiguity may be readily resalven
fact, this raises the question, why is it not automaticallamgnteed that at thi, = 1 point perfect decoding
convergence associated with= 1 is reached? In other words, what property of a decoding coetaesults

in 'mis-information’, hence leading t&: < 1 atl4 = 1, i.e. to a failure to converge to an infinitesimally low
BER even in the presence of perfacpriori information atl, = 1? This generic question cannot be read-
ily answered, but again, satisfying the condition of hawvifag,,;, = 2 is both sufficient and necessary. This
motivates the design of the proposed SBC schemes, becadsg#atisible that using our design procedure all
legitimate SBC codewords having a specific mapping-ratévatgnt to the reciprocal of the classic code-rate
results in a code-table satisfying the conditiordef,,;, > 2. Using appropriately designed SBCs it may be
guaranteed that the EXIT curve of the combined source caulSBC block becomes capable of reaching the
(I, Ig) = (1,1) point of perfect convergence, regardless of the EXIT-cshvape of the stand-alone source
encoder.
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Having outlined the theoretical justification for achiayiperfect convergence to an infinitesimally low
BER, let us now introduce the proposed SBGy encoding algorithms, which maps or encodes efdhit
symbol of the source seéX to the N-bit code words of the SBC s¢i(X), while maintaining a minimum
Hamming distance of ,,;, > 2. According to our SBG nj encoding procedure, the video-streamis
partitioned intoM = 2K-ary, or K-bit source symbols, each of which has a different probabilitpaaiurance
and will be alternatively termed as the information word ®éncoded intaV = (K + P)-bits, whereP
represents the number of redundant bitsk€rt source symbol.

Algorithm-I:

ForP = 1, the redundant bit; is generated for the-th M-ary source symbol by calculating tlagclusive OR
(XOR) function of itsK constituent bits, as follows:

re = [b°(1) ® b7(2)... ® b7 (K)], (4.23)

where® represents th&OR operation.

The resultant redundant bit can be incorporated in any ofkhe 1] different bit positions, in order to
create[K + 1] different legitimate SBC-encoded words, as presented eT&.7, each having a minimum
Hamming distance ofj i, = 2 from all the others. The encoded symbols of the fte; 2 and2 SBCs
along with their corresponding minimum Hamming distatgg,;, is summarised in Table 4.8 for the specific
case of incorporating the redundant hitat the end of the-th K-bit source symbol.

Table 4.6: (K+1) Different SBC combinations using Algorithm-I.

INPUT OUTPUT COMBINATIONS
Symbols C C cee CK-H
S r1X1X2 -+ X X1r1X2 -+ X . X1Xp + - - XKT
ALGORITHM-| @ . o K ! b
S(2) r2X1X2 - XK X1¥2Xp - - - XK . X1Xp - - XKT2
S(ZK) TokX1X2 *+ - XK | X1Tpk X2« XK . X1Xp -+ XKToK

Algorithm-I1:

ForP = (m x K) with m > 1, we propose the corresponding SRGyj-encoding procedure, which results in
a gradual increase afy ;, for the coded symbols upon increasing bétiand N of the SBGy ., while the
code-rate is fixed. Thi& to N-bit encoding method consists of two steps,

1. STEP-1:
First] = [(m — 1) x K] number of redundant bits (i), fori = 1,2-- - [ are concatenated to theth
K-bit source symbol by repeated concatenatioK efiditional source coded bifs: — 1) times, yielding
atotal of[(m — 1) x K] bits, as shown in Table 4.7.
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2. STEP-2:
In the Second step the last setlofedundant bits(k), fork = 1,2--- K is generated by calculating
the XOR function of theK source bits.(j), while settingb-[j = k] equal to0, yielding:

rr(k) = [br(1) ® br(2)... ® b(K)]; fork=1,2---K, while setting b (k) =0, (4.24)

as presented in Table 4.7, wheperepresents th&OR operation.

Using this method a carefully controlled redundancy is isgabby the specific rate = [%] SBCi, n t0
ensure that the resultan-bit codewords exhibit a minimum Hamming distancedef,,;, > 2 between the
M = 2K number of legitimatek-bit source code words. This method also results in a graduadaserof the
d g min Of the coded symbols upon increasing b&tandN of the SBGx, nj considered, as shown in Table 4.8,
until the maximum achievabléy; ,,;,, is reached for the specific SBC coding rate.

Table 4.7: SBC coding procedure using Algorithm-II.

INPUT X1Xp + -+ XK
STEPS STEP-1 STEP-2
ALGORITHM-II || Repeatedk-bit 15t ond | (m 1)t mth

Concatenation

/Al /!
OUTPUT X1Xp - XK | X1xp-c-Xg | - | XpX2-c-XK X)X X

where we have,
_(O@xz@"'xx)

Xy =
¥y =(x1®0® - xg)

X;(: (X1€BXZ@~“X(K_1)€BO)

4.5.2 Design Example: System Model

The schematic of our proposed videophone arrangement gsear alesign example for quantifying the per-
formance of various ISCD schemes is shown in Figure 4.10.tHeosake of getting insight into the practical
system and realistic performance improvement, insteadingua generic model for the source codec parameter
set, we employed the H.264/AVC video codec as our sourcedencdhe compressed video source bit-stream
xr generated using the H.264 video codec is mapped or encotteithénbit-stringx/,. Subsequently the output
bit-string is interleaved using the bit-interleaddrof Figure 4.10, yielding the interleaved sequerige which

is then encoded by a RSC code having a specific code rate giviable 4.8.

Interleaving and de-interleaving constitute an importtep in the iterative decoder of Figure 4.10. As
stated in Section 4.2.2, the job of interleaver is to enduaethe bits are input in their expected original order
to the component decoders and ascertaining that the isi@tisidependence of the extrinsic LLRs is retained.

Since the degree of statistical independence guarantesaihyerleaver is always related to its length [185],
instead of performing the ISCD operation on the various &aices independently, we concatenated all the
bits generated by each type of partition for the differentchdaBlocks (MBs) within each slice of a given
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frame, which results in a longer interleaver without extagdhe video delay and hence improves the achiev-
able performance of iterative decoding. The resultanstoéam is QPSK modulated and transmitted over a
temporally correlated narrowband Rayleigh fading charemdociated with the normalised Doppler frequency
of f; = fpTs = 0.01, wherefp is the Doppler frequency arf} is the symbol duration. At the receiver the
signal is QPSK demodulated and the resultant soft-infdomas passed to the RSC decoder. The extracted
extrinsic information is then exchanged between the USSRIARSC decoders of Figure 4.10 [188]. Follow-
ing QPSK demodulation at the receiver the soft informat®axtracted in the form of its LLR representation
D 4. This soft-informationD ), , is forwarded to the RSC inner decoder, which processes nigaldgth the

a priori information Ly, , fed back from the outer decoder of Figure 4.10 in order to gadhea posteriori

LLR valuesLyy,,. Thea priori LLR valuesL,,,, fed back from the outer decoder are subtracted from the inner
decoder’s output posteriori LLR valuesLy,,, to generate the extrinsic LLR valués, ., which are subse-
quently deinterleaved by the soft-bit interleaver of Fegdr10, yielding the soft-bitsp , that are input to the
outer decoder to compute theposteriori LLR value Lp ,. Observe in Figure 4.10 thétp . is generated by
subtracting the priori informationLp , from thea posteriori informationLp ,, which in turn results irlyy,,
after interleaving. During iterative decoding the outecatier exploits the input LLR values for the sake of
providing improvedz priori information for the inner channel decoder of Figure 4.10icilin turn exploits

the fed baclka priori information in the subsequent iteration for the sake of joliog improveda posteriori

LLR values for the outer decoder. Further details aboudiikez decoding are provided in [137].

45.3 H.264 Coded Video Stream Structure

The H.264/AVC codec’s structure is notionally divided itk Video Coding Layer (VCL) and the Network
Abstraction Layer (NAL) [31]. The hybrid video coding fumms designed for improved coding efficiency are
part of the VCL, while the NAL is designed for improved netiwadaptation and is responsible for the reliable
transport of the resultant bit-stream generated by VCL eveiride range of transport layer protocols. The
H.264/AVC generates a number of video-frame slices, whielfa@rmed by an integer number of consecutive
MBs of a picture. The number of MBs per slice may vary from gylinone to all MBs of a picture in a
given slice. Error resilient DP [112] has been incorpordtethe H.264/AVC codec in order to mitigate the
effects of channel errors. In the H.264/AVC codec DP resultthree different types of streams per slice,
which are referred to as Type A, B and C partitions, each auintaspecific sets of coding parameters having
different levels of importance. Additionally, the H.264deal stream contains information related to the Group
of Pictures (GOP) sequence and a so-called picture paramseteontaining information related to all the
slices of a single picture. All these different syntax elatseare contained in Network Abstraction Layer
Units (NALUS), consisting of 1-byte header and a payload edi@able number of bytes containing the coded
symbols of the corresponding H.264 syntax element. Thedfplata contained by the NALU is identified by
the 5-bit NALU type field contained in the NALU header.
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4.5.4 The Proposed Short Block Codes

Let us now demonstrate the power of ISCD and the effect of oygsed SBCs on the performance of ISCD
with the aid of a design example. As an example, the gBg-encoded symbols generated by applying I%te-
2,2, 2 and rate} coding schemes generated using Algorithm-I and Algorithare detailed in Table 4.8, along
with their corresponding minimum Hamming distandgs,,;,. Again, as it becomes evident from Table 4.8,
the EXIT-chart optimised SBCs ensure that the encdddalt symbols exhibit a minimum Hamming distance
of dg min > 2. Additionally, only 2K out of the2N possibleN-bit symbols are legitimate in the mapped
source coded bit-stream, which exhibits a non-uniform gbdlity of occurance for theN-bit source symbols.
Figure 4.11 depicts the EXIT characteristics of the USSR#esee of Figure 4.10 using either the rafeer

the rate< 1 SBCy, ) schemes of Algorithm-I and Il shown in Table 4.8. More spealfy, the EXIT curve

of USSPA using rate, Z, 2, £ and2 SBCs does indeed reach to the top right corner of the EXITtcitar
(I4,Ig) = (1,1) and hence results in an infinitesimally low BER. By contréise USSPA scheme using a
ratedl SBC, i.e. no SBC fails to do so. In conclusion, our simulatiesults recorded for the system presented
in Figure 4.10 reveal that the performance of USSPA strodglyends on the presence or absence of residual
source redundancy, which typically manifests itself in thiem of non-uniform probability of occurance for
the N-bit source coded symbols. The coding parameters of the diff @B schemes used in our design
example are shown in Table 4.9(a). We considered a contaterateR = 411 RSC encoder with constraint
lengthL = 4 and generator sequencgs= [1011], g» = [1101], g3 = [1101] andgs = [1111] represented
asG = [1,92/41,43/41, g4/ ¢1], where "1’ denotes the systematic output, the first ougguis fed back to
the input andg, g3, g4 denotes the feed forward output of the RSC encoder. Obsenethe table that an
overall code-rate oR = % was maintained by adjusting the puncturing rate of the demeded RSC in order
to accommodate the different SBC rates of Table 4.9(a).

4.5.5 Exit Chart Analysis

At the receiver seen in Figure 4.10, iterative soft-bit setand channel decoding is applied by exchanging ex-
trinsic information between the receiver blocks, which thescapability of improving the achievable subjective
video quality. EXIT charts were utilised to characterise tiutual information exchange between the input and
output of both the inner and outer components of an itera@mder and hence to analyse its decoding conver-
gence behaviour. Additionally, the actual decoding titajeées acquired while using various SBCs generated
using Algorithm-1 and Il were presented by recording the imalinformation at the input and output of both
the inner and outer decoder during the bit-by-bit Montel&€aimulation of the iterative USSPA algorithm.

Figures 4.12, 4.13, 4.14 and 4.15 present the decodingtiajes recorded both d;,/Ny = 0 dB and
—1 dB, when employing the raté; 3, £ and2 SBCs of Algorithm-I as the outer code along with their corre-
sponding rate}, 1, = and - RSC, respectively. Observe from the decoding trajectdtiasthe convergence
behaviour of the considered SBCs degrades upon incredsiirgcoding rate.  Furthermore, the decoding
trajectories obtained by employing various rét@uter SBCs of type SBg ¢ and SBGs 15, which were
generated using\gorithm-Il as well as using the rat%-inner RSC detailed in Table 4.8 was recorded at

“4For the sake of using a unified terminology, we refer to thesshusing no SBC as the rate-1 SBC.
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Figure 4.11: EXIT characteristics of the USSPA scheme of Figure 4.10gu#ie different SBCs of Table 4.8.

E,/No = —4 dB and—4.5 dB, as portrayed in Figures 4.16 and 4.19, respectively. It beagbserved from
the EXIT trajectories of Figures 4.16, and 4.19 that as exgkthe convergence behaviour of SBCs improves
upon increasing g iy, -

4.5.6 System Performance Results

In this Section we present our performance results for topgsed system. A5 frame” Akiyo” video se-
quence [1] in {76x144)-pixel Quarter Common Intermediate Format (QCIF) was usedur test sequence
and was encoded using the H.264/AVC JBI2 reference video codec &b frames-per-secon(fps) at the
target bit-rate ob4 Kbps. Using H.264/AVC codec each QCIF frame was partitioned $hshices and each
slice was composed @fl MBs. The resultant video encoded clip consisted of an iotded 'I’ frame followed
by 44 predicted or 'P’ frames, corresponding to a laggafeconds between the 'I' frames at a frame-ratéof
fps. The periodic insertion of 'I' frames curtailed error prggdion beyondt5 frames.

Additional source codec parameters were set as follows,
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Table 4.8: Different SBCs with corresponding symbols and minimum Hangwlistancesdy ]

SBC Type Symbols in Decimal At min

Rate SBC {0,13 1

Rate SBC, 5 | {0,358 2

Rate$ SBG; 4 | {0,3,5,6,9,10,12,15 2

Algorithm-I .

Rate4 SBCy 5 | {0,35,6,9,10,12,15,17,18,20,23,24,27,29,30 2

Rate? SBGs ¢ | {0,3,5,6,9,10,12,15,17,18,20,23,24,27,29,30, 2
33,34,36,39,40,43,45,46,48,51,53,54,57,58,60,63

Rate} SBG, 4 | {0,6,9.13 3

Rate} SBG; ¢ | {0,14,21,27,35,45,54,36 4

Rate} SBCy 5 | {0,30,45,51,75,85,102,120,135,153,170,180, 5
204,210,225,25p

Algorithm-I| Rate—é SBCy, ¢) {0,22,41,63 3

Rate$ SBC; o | {0,78,149,219,291,365,438,504 4

Rate$ SBGCy, 15 | {0,286,557,819,1099,1365,1638,1912,2183, 5
2457,2730,2996,3276,3538,3809,4p95

Rate SBGs 15 | {0,1086,2141,3171,4251,5285,6342,7416,8471,9513, 6
10570,11636,12684,13746,14801,15855,16911,17969,
19026,20076,21140,22186,23241,24311,25368,26406,
27461,28539,29571,30653,31710,32736

All macroblock types were enabled;

No multiframe prediction was used;

No B-slices were used;

Universal Variable Length Coding (UVLC) type entropy cagliwas used;

Error concealment was performed using the motion vectavery algorithm of [76];

To control the effects of error propagation, we incorpaitageror resilience features, such as DP and intra-
frame coded MB updates of three randomly distributed MBsfane. The insertion of 'B’ pictures was
avoided because it results in an unacceptable loss of fipkgpnisation as a result of the corresponding delay
incurred due to the bi-directionally predicted video cgpaperations [76]. Additionally, only the immediately
preceding frame was used for motion search, which resultsreduced computational complexity compared
to using multiple reference frames. These video codingrpaters were chosen, bearing in mind that the error-
resilience of the DP aided H.264/AVC stream is directly tedisto the number of 'P’ frames inserted between
two consecutive '’ frames.

The remaining error resilient encoding techniques, sucth@gmployment of multiple reference frames
for inter-frame motion compensation and Flexible Macroekl Ordering (FMO) [81] were turned off, because
they typically result in modest video performance improeets in low-motion head-and-shoulders video se-
quences, such as thedkiyo” clip, despite their substantially increased complexityhe3e encoder settings
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Code Rate
Scheme SBC Type RSC | sBC | overall
Ratd SBC 7 1/4
RateZ SBC 38 | 213 1/4
Algorithm-| | Rate§ SBCs 4 | 13 | 3/4 1/4
Rate: SBCy 5 | 5/16 | 4/5 1/4
RateZ SBCs ¢ | 3/10 | 5/6 | 1/4
Rate} SBC, 4 | 3/4 | 13 1/4
Algorithm-Il | Rates SBCs g | 3/4 | 1/3 1/4

Rate} SBCy 1) | 3/4 | 13 14

Rate SBCs 15 | 3/4 | 1/3 14

(a) Code rates for Different Error Protection schemes

System Parameters ‘ Value | System Parameters Value
Source Coding H.264/AVC | Video Bit Rate (Kbps) 64
Source Codec JM 12.1 | Video Frame Rate (fps) 15
Video Test Sequence Akiyo | Channel Coded Rate (Kbps) 256
No of Frames 45 | Baud-rate (Kbps) 128
Frame Format QCIF | Channel Coding RSC
No of 'P’ frames between 44 | Over-all Code Rate 1/4
two 'I' frames Code Memory 4
Time Period of 'I' frame (sec) 3 | Generator Polynomials

Use of 1/4-Pixel Motion Estimation Yes | RSC 1/4(Gy, Gy, G3, Ga) (13,15,15,17)g
Intra-frame MB update/frame 3

per QCIF frame Modulation Scheme QPSK
Use of 'B’ Pictures No | Number of Transmittersy; 1
Use of FMO No | Number of Receiversy, 1
No of Frames Used for 1-Frame | Channel Correlated Rayleigh Fading
Inter-Frame Motion Search Normalised Doppler Frequenc 0.01
No of Video Slices/frame 9 | Interleaver Length ~ (64000/15)
No of Video MBs/Slice 11 | No System Iterationg 10

(b) Systems parameters used in the schematic of Figure 4.10

Table 4.9: Code rates and systems parameters used in the schematigiof Bi10

result in a reduced encoder complexity and in a realistictieee implementation. The remaining system
parameters are listed in Table 4.9(b).

Moreover, since hand-held videophones have to have a lowlesity, we limited the number of iterations
between the RSC and USSPA decoderk te 10, when using a raté-SBC — i.e. no SBC. Similarly, we used
I; = 10 iterations, when applying SBCs having a rate below unity. tRe sake of increasing the confidence
in our results, we repeated ea¢hframe experimenl60 times and averaged the results generated. A range
of different SBCs generated using our propogéglorithm-I andIl are given in Table 4.8, which are used as
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Figure 4.12: The EXIT chart and simulated decoding trajectories of thé:@%] scheme of Figure 4.10 using
the parameters of Table 4.9,B1/ Ny =0 and—1 dB.

the outer codes of Figure 4.10 in order to evaluate theiresahile system performance improvements. We
evaluated the performance of our proposed system by keépéngame overall code rate as well as video rate
for the different considered error protection schemes.

Figure 4.20 presents the performance of the various¥ags-£ and2 SBCs along with the ratg-SBC
based error protection schemes of Table 4.8 in terms of thable BER, while their comparison with the
rated SBC based schemes is offered in Figures 4.22. The major fjadifi the consider error protection
schemes at PSNR degradation pointsdi and 2/B are summarised in Table 4.10

Additionally, the performance trends expressed in termth®@PSNR versusE;,/ Ny curves are portrayed
in Figures 4.21 and 4.23. It may be observed in Figure 4.20tleaSBG; 15 scheme havingy yin = 6
provides the besPSNR performance among the eight different SBC schemes of TaBlacetoss the entire
E,/ Ny region considered. Furthermore, observe from Figure hatithe lowest raté—outer SBC combined
with rate<} inner RSC results in the best PSNR performance, outperfigrthie rate3, 2 and2 SBCs generated
using Algorithm-I1. It may also be observed in Figure 4.23 tlang USSPA in conjunction with the ratesuter
SBC and rate}; inner RSC results in a wordeS N R performance than the outer SBCs having a less than unity
rate combined with the corresponding inner RSC of Table wl8le maintaining the same overall code rate.
Quantitatively, using the SBCs of Table 4.8 having a rateelatranl, an additionalE, / Ny gain of upto25 dB
may be achieved over the ratesBC at the PSNR degradation pointlof B.

Finally, the achievable subjective video qualities of thdew telephone schemes utilising various types
of SBCs generated usingjlgorithm-I andll is presented in Figures 4.24 and 4.25, respectively. Inrdale
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Figure 4.13: The EXIT chart and simulated decoding trajectories of theﬁa] scheme of Figure 4.10 using
the parameters of Table 4.9,B1/ Ny =0 and—1 dB.

have a fair subjective video quality comparison, we aveatdmsh the luminance and chrominance components
of the 30 video test sequences, decoded using the H.264 video codeadb type of setup. The achievable
subjective video quality recorded at the chanBgf Ny value of0.5 dB using rate3, 3, 2, and2 SBCs of
Algorithm — I can be seen in Figure 4.24. Observe from Figure 4.24 thattiievable video quality improves
upon decreasing the SBC code rate. Similarly, Figure 4.25gmts the subjective video quality obtained at
(from left to right) E,/Ny = —4.1 dB, —3.9 dB, —3.0 dB and —2.1 dB using rate% SBCs of the type
(from top to bottom) SBG ¢, SBG3 g, SBCy, 1) and SBG; 5. Observed from Figure 4.25 that a nearly
unimpaired quality is obtained for the ra%eSBCs having (from top¥s ,.i» =3, 4, 5 and 6 aE, /Ny values

of —2.5dB, —3.0dB, —3.9 dB and—4.1 dB, respectively. This implies that the subjective video gyalf the

system improves upon increasidg ,,;, of the SBCs employed.
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Table 4.10: Performance Summary Table for the shematic of Figure 4.10

-1

2
E/No[dB]

Schematic | Parameters| lterations | Video rate FEC Highest SBC-rate | E;/Ng[dB]at UB | E,/Ng[dB]at 2B
Code rate| PSNR value PSNR degradation PSNR degradation
Z |30 1.5
3135 25
4
5 | 40 3.0
Figure 4.10 | Table 4.9(a) 10 64 kbps 0.25 41.7582 5150 35
2 . .
2
e |17 -2.0
3|32 -3.5
&5 | -37 -3.8
X | 40 4.1
Rated | 23 21
OUTER SBCs
| A — Rate-5/6 SB%V 6]
E Rate-4/5 SBE 5
* --- Rate-3/4 SBg 4
¢ ——- Rate-2/3 SBG 3
® —— Rate-1/3 SB(; g
A --- Rate-1/3 SBg g
o — Rate-1/3 SBG 17
4 — Rate-1/3SBg 15

INNER RSCs
A — Rate-3/10
® - Rate-5/16
= ——- Rate-1/3
$ --- Rate-3/8
® —— Rate-3/4
A --- Rate-3/4
0 -— Rate-3/4
¢ — Rate-3/4

Figure 4.20: BER versus E/Ny performance of the various error protection schemes ofrEiguL0 using the

parameters of Table 4.9
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Figure 4.21: PSNR-Y versus FEN, performance of the various error protection schemes ofrEiguLO using

the parameters of Table 4.9
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Figure 4.22: BER versus /Ny performance of the various error protection schemes ofrEiguL0 using the

parameters of Table 4.9
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o
Figure 4.24: Subjective video quality of thé5!" ” Akiyo” video sequence frame using (from left) R&te3, 2
andg SBCs of Algorithm-1 summarised in Table 4.8t/ Ny=0.5 dB.

!
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Figure 4.25: Subjective video quality of thé5!" ” Akiyo” video sequence frame using Rate&SBCs of type
(from top) SBG,, ¢, SBC3, 9, SBGy, 17 and SBGs, 15] of Algorithm-Il summarised in Table 4.8 at (from left)
E;/Np=-4.1dB, -3.9dB, -3dB and -2.1 dB.
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4.6 Performance Analysis of EXIT-Chart Optimised SBCs Usiig Rate-1 Inner

Precoder

In this section we analyse the performance of our proposed SBorithm-11 using Rate-1 precoder as inner
code. The details about this system are given below.

4.6.1 System Overview

The structure of our proposed ISCD videophone arrangenssdt as our design example for quantifying the
performance of various SBC schemes is shown in Figure 4.2@heAtransmitter side the H.264 video codec
is used to compress the source video sequence and the genleitastreamy; is mapped or encoded into the
bit-string x; by employing the SBC scheme. Subsequently, the encodestrinig-x! is interleaved using the
bit-interleaverl 1 of Figure 4.10, yielding the interleaved sequetigenhich is encoded by the rate-1 precoder
of Table 4.11(a) before transmission.

In the iterative decoder of Figure 4.10, the extent of thiéstieal independence of the extrinsic information
provided by an interleaver is always related to its leng®5]1 Therefore instead of performing the ISCD
operation on the various frame slices independently, weatenated all the bits generated by the MBs of the
slices within a given frame, which results in a longer irgavler and hence improves the attainable performance
of iterative decoding without extending the video delay.e Finecoded bit-streamy is QPSK modulated and
transmitted over a temporally correlated narrowband Rglyleading channel, associated with the normalised
Doppler frequency of; = fpTs = 0.01, wherefp is the Doppler frequency arif} is the symbol duration.

At the receiver the soft-information obtained after QPSkhddulation is forwarded to the inner decoder. The
extracted extrinsic information is then exchanged betwhbkerinner and outer decoder of Figure 4.10, in order
to attain the lowest possible BER [188].

4.6.2 Design Example

The coding parameters of the different SBC schemes used idesign example are shown in Table 4.11(a).
Observe from the table that an overall code-rateRof= % was maintained by using a concatenated rate-
1 precoder in order to accommodate the different %@BCS of Table 4.8. Moreover, for the rateSBC
benchmarker scheme the r%te:oncatenated RSC is used as inner code in order to achieteration gain,
while keeping the overall bit-rate budget constant.

4.6.3 EXIT Chart Analysis

The actual decoding trajectories of the various error ptaie schemes employing the different r%te:—uter
SBCs as well as using the rateénner precoder detailed in Table 4.11(a) were recordeddidgth)/ Ng = —2 dB
and—2.5 dB, as portrayed in Figures 4.27, 4.28, 4.29, and 4.30, respBctThese trajectories were recorded
by acquiring the mutual information at the input and outplubath the inner and outer decoder during the
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) Code Rate
Error Protection Schemg
Outer Code (SBC) Inner Code Overall

SBCy, 4 Rate SBC Rate-1 Precode  1/3
SBC3, g Rated SBC Rate-1 Precode  1/3
SBCiy, 12) Rate4 SBC Rate-1 Precode  1/3
SBCs, 15) Rate4 SBC Rate-1 Precode  1/3
SBC Rate-1 Ratel SBC Rate4 RSC 1/3

(a) Code rates for Different Error Protection schemes

System Parameters ‘ Value | System Parameters Value
Source Coding H.264/AVC | Video Bit Rate (Kbps) 64
Source Codec JM 12.1 | Video Frame Rate (fps) 15
Video Test Sequence Akiyo | Channel Coded Rate (Kbps) 192
No of Frames 45 | Baud-rate (Kbps) 96
Frame Format QCIF | Channel Coding RSC
No of 'P’ frames between 44 | Over-all Code Rate 1/3
two 'I' frames Code Memory 4
Time Period of 'I' frame (sec) 3 | Generator Polynomials

Use of 1/4-Pixel Motion Estimation Yes | RSC 1/3(Gy, Gy, G3) (11,13,15)g
Intra-frame MB update/frame 3

per QCIF frame Modulation Scheme QPSK
Use of 'B’ Pictures No | Number of Transmitterdy; 1
Use of FMO No | Number of Receiversy, 1
No of Frames Used for 1-Frame | Channel Correlated Rayleigh Fading
Inter-Frame Motion Search Normalised Doppler Frequenc 0.01
No of Video Slices/frame 9 | Interleaver Length ~ (64000/15)
No of Video MBs/Slice 11 | No System Iterationg 10

(b) Systems parameters used in the schematic of Figure 4.26

Table 4.11: Code rates and systems parameters used in the schematigiof Bi26

bit-by-bit Monte-Carlo simulation of the iterative sofitlsource and channel decoding algorithm. It may be
analysed from the EXIT trajectories of Figures 4.27, 4.2894and 4.30 that as expected, the convergence
behaviour of the SBCs improves upon increasing,,;,.

4.6.4 Performance Results

In this section we present our performance results charsicig the proposed system. For the performance
analysis of our system we used the same video test sequesmenfrd in Section 4.6.4. Furthermore, due
to the limited residual redundancy inherent in the souraméed bit-stream and for the sake of reducing the
computational complexity imposed, we limited the numbaterations between the RSC and USSPA decoders
to I; = 5, when using a raté-SBC — i.e. no SBC. By contrast we usdd = 10 iterations, when applying
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Figure 4.27: The EXIT chart and decoding trajectories of the B¢ scheme of Figure 4.26 using the param-
eters of Table 4.11.

SBCs having a rate below unity. For the sake of increasingctifidence in our results, we repeated each
45-frame experimeni60 times and averaged the generated results. Figure 4.31Infsdbe performance of
the various rat%— SBC based error protection schemes of Table 4.11(a) in tefitie attainable BER, while
their comparison with the rateSBC based schemes is offered in Figures 4.33. Finally, tHernpeance trends
expressed in terms of thBSNR versusE;, /Ny curves are portrayed in Figures 4.32 and 4.23. It may be
observed in Figure 4.32 that the SBGs) scheme havingy .i» = 6 provides the besPSNR performance
among the four different SBC schemes of Table 4.11(a) adhmsentireE,/ Ny region considered. Its also
observed in Figure 4.23 that upon using USSPA in conjundtiibin the ratet outer SBC and raté-inner RSC
results in a worsd?SNR performance than the employment of ra}t@uter SBCs combined with the rate-
inner precoder, as mentioned in Table 4.11(a), althoughliage the same over-all code rate. Quantitatively,
using the rate§- SBCs of Table 4.11(a), an additionB},/ Ny gain of upto27 dB may be achieved over the
identical-rate benchmarker scheme dispensing with SBE€.ri&jor findings recorded for the error protection
schemes considered were recorded at the PSNR degradatitis @oldB and 2/B which are summarised in
Table 4.12
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Figure 4.28: The EXIT chart and decoding trajectories of the 3B scheme of Figure 4.26 using the param-

eters of Table 4.11.

Table 4.12: Performance Summary Table for the schematic of Figure 4.26

Schematic | Parameters | lIterations | Video rate FEC Highest SBC-rate | E,/Ng[dB] at dB | E,/Ng[dB] at 2B
Code rate| PSNR value PSNR degradation PSNR degradation
2
2110 0.5
3|15 -1.6
Figure 4.26| Table 4.11(a) 10 64 kbps 0.333 41.75
A7 -1.8
2 : :
5
% | 2.0 -2.2
Rated | 26 24
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Figure 4.29: The EXIT chart and decoding trajectories of the $Bg) scheme of Figure 4.26 using the

parameters of Table 4.11.
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Figure 4.30: The EXIT chart and decoding trajectories of the $BG) scheme of Figure 4.26 using the

parameters of Table 4.11.
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Figure 4.31: BER versus E/N, performance of the various error protection schemes ofrEigl26 using the

parameters of Table 4.11
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Figure 4.33: BER versus E/N, performance of the various error protection schemes ofrEigl26 using the
parameters of Table 4.11
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4.7 Performance Improvement of SBCs Using Redundant Sourddapping

In this section, we will analyse the performance improvetaéour proposed Mapping-I SBC coding algorithm
by introducing further artificial redundancy using our ppepd Redundant Source Mapping (RSM) Algorithm.

4.7.1 System Model

The schematic of our proposed videophone arrangement gsear alesign example for quantifying the per-
formance of the proposed RSM schemes is shown in Figure At36e transmitter side the video sequence is
compressed using the H.264 video codec and the generated stdirce bit-stream,; is mapped or encoded
into the bit-stringx; by employing the RSM scheme. Afterwards, the output bingtis interleaved using the
bit-interleaverI T of Figure 4.35, yielding the interleaved sequetigewhich is then encoded by the RSC code
having a specific code rate given in Table 4.15(a).

4.7.2 Redundant Source Mapping Assisted Iterative Sourc€hannel Decoding

The RSM was used to introduce further redundancy in the saeoded streams by transforming thégorithm-

I generated symbols in a systematic way which results induiticrease in théy ,,;,, of the generated sym-
bols. Additionally, RSM also increases the EXIT chart fléiyp of the outer code, which results in iterative
convergence at further lower, B value relative to the corresponding SBC coding. The prop&eM coding
algorithm is described below.

4.7.2.1 RSM Coding Algorithm

In order to further decrease the SBC coding ratedégorithm-1 described in Section 4.5.1 and to increase
its dpy min, We introduce RSM Coding Algorithm in which th¥ additional bits are concatenated to the bits
encoded according tdlgorithm-I by repeating the same coded bits in a reverse order, whicltis@s aK to

(2 x N)-bit mapping, where we haw¥ = (K + 1), as depicted in Table 4.13. Let us now demonstrate the

Table 4.13:[N+1] Different RSM combinations.

Input Symbols | Algorithm-I Symbols RSM Symbols
S(U Vlblbz..bz\] 7’1b1b2 ce bNbN cee b2b17’1
S(2> I’lebz..bz\] I’lebz ce bNbN cee b2b17’2
S(ZK) Tszlbz..bN rszlbz e bNbN s b2b11’21<

power of RSM with the aid of a design example. As an exampéey#nious SBC mapping symbols along with
the corresponding RSM mapping symbols generated by agpllimproposed RSM encoding schemes along
with their correspondin@y i, is summarised in Table 4.14. Again, as it becomes evident ffable 4.14,
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the EXIT-chart optimised RSM also ensures that the mappetbsls exhibitdy ,,;,, > 2. Additionally, only

2K out of 2(N*2) possible(N x 2)-bit symbols ofRSM Mapping are legitimate in the mapped source coded
bit-stream,wheréV = (K + 1), which exhibits a non-uniform probability of occurance fbe N-bit mapped
source symbols. Figure 4.36 portray the EXIT charactessif the USSPA scheme of Figure 4.10 using either
the ratet RSM*3 or the rate< 1 SBC and RSM schemes shown in Table 4.14. More specificalyEtii T
curve of USSPA using rate 1 SBC and RSM schemes does indeed reach to the top right cdriier BXIT
chart at(I4,Ir) = (1,1) and hence results in an infinitesimally low BER. By contréds¢ USSPA scheme
using a ratet RSM*, i.e. no RSM fails to do so.

Table 4.14:Different RSM schemes with corresponding symbols @ng,;,

Mapping Type | Symbols in Decimal [dH min]
Ratd RSM {0,1} 1
RateZ SBC {0,3,5.6 2
Rate SBC} {0,3,5,6,9,10,12,15 2

Rate% SBCS4 {0,3,5,6,9,10,12,15,17,18,20,23,24,27,29,30 2
Rate—g SB(g {0,3,5,6,9,10,12,15,17,18,20,23,24,27,29,30,83, 2

34,36,39,40,43,45,46,48,51,53,54,57,58,6p,68

Rated RSM; | {0,30,45,5} 4
Rated RSM{ | {0,60,90,102,153,165,195,255 4
RateZ RSM}? | {0,120,180,204,306,330,390,510,561,585,645, 4
765,771,891,951,9%5
Rate-3; RSM? | {0,240,360,408,612,660,780,1020,1122,1179, 4
1290,1530,1542,1782,1902,1950,2145,2193,

2313,2553,2565,2805,2925,2973,3075,3815,

3435,3483,3687,3735,3855,4095

The coding parameters of the different SBC and RSM schenasbinsour design example are shown in
Table 4.15(a). We considered a concatenatedRﬁe% RSC encoder having a code memorylaind octally
represented generator polynomials(6f;, G,, Gs, G4) = (13,15,15,17)g. Observe from the Table 4.15(a)
that an overall code-rate & = % was maintained by adjusting the puncturing rate of the demeted RSC in
order to accommodate the different RSM rates of Table 4. bleweeping the overall bit-rate budget constant.

4.7.3 System Performance Results

In this section, we present the performance results of aypgsed system. For the performance evaluation of
our proposed RSM, we used the "Akiyo” test video sequenceritessl in the Section 4.5.6 as our video test
sequence. Moreover, due to the limited residual redundantn®rent in the source encoded bit-stream and for
the sake of reducing the computational complexity imposesl|imited the number of iterations between the

3For the sake of using a unified terminology, we refer to theswusing no RSM as the rate-1 RSM
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Figure 4.36: EXIT characteristics of the USSPA scheme of Figure 4.35 withaid of various-rate RSMs,

when using the system parameters of Table 4.15.

RSC and USSPA decoders ko= 5, when using a raté-RSM — i.e. no RSM. By contrast we usdd= 10
iterations, when applying RSM schemes having a rate belaky. dfor the sake of increasing the confidence in
our results, we repeated eathiframe experimenit60 times and averaged the generated results. Addtitionally,
the performance of our proposed system was evaluated bynkete same overall code rate as well as video
rate for the different considered error protection schemes

The actual decoding trajectories of the various error gtite schemes employing the different SBC
Algorithm-1 schemes along with their correspondiR§M Mapping schemes as well as using the respective
constituent inner RSCs detailed in Table 4.15(a) was recbedE, /Ny = —0 dB, —1 dB andE, /Ny =
—3.0 dB, —3.5 dB respectively, as portrayed in Figures 4.37, 4.38, 4.39,4840. These trajectories were
recorded by acquiring the mutual information at the input aatput of both the inner and outer decoder during
the bit-by-bit Monte-Carlo simulation of the iterative sbit source and channel decoding algorithm. It may
be inferred from the EXIT trajectories of Figures 4.37, 4889, and 4.40 that as expected, the convergence
behaviour of the SBCAIgorithm-1 coding improves upon the RSM coding, with additional recanmay and
improvedd g iy,

Figure 4.41 presents the performance of the various rate Bsdéd error protection schemes of Table 4.14
in terms of the attainable BER along with the AWGN optimumfpenance curve, while their comparison
with the ratel RSM* based schemes is offered in Figures 4.43. The performaendstrexpressed in terms
of the PSNR versusE, /Ny curves are portrayed in Figures 4.42 and 4.44 along witheéfexence AWGN
performance curves. It may be observed in Figure 4.42 tIeaIRﬂSul\/g scheme with lowest coding rate among
the different considered RSM schemes of Table 4.15(a) gesvihe besPSN R performance across the entire
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Error Protection Scheme: Code Rate
RSC | RSM | Overall

ratell RSM* 1/4 1 1/4
SBG 38 | 23 1/4
SBG U3 | 3/4 1/4
SBCZ 5/16 4/5 1/4
SBGS 310 | si6 | 14
RSM 34 | 206 1/4
RSM 213 | 38 1/4
RSML0 5/8 | 4/10 1/4
RSM.2 3/5 | 5/12 14

(a) Code rates for Different Error Protection

schemes
System Parameters ‘ Value | System Parameters Value
Source Coding H.264/AVC | Video Bit Rate (Kbps) 64
Source Codec JM 12.1 | Video Frame Rate (fps) 15
Video Test Sequence Akiyo | Channel Coded Rate (Kbps) 256
No of Frames 45 | Baud-rate (Kbps) 128
Frame Format QCIF | Channel Coding RSC
No of 'P’ frames between 44 | Over-all Code Rate 1/4
two 'I' frames Code Memory 4
Time Period of 'I' frame (sec) 3 | Generator Polynomials
Use of 1/4-Pixel Motion Estimation Yes | RSC 1/4(Gy, Gy, G3, Ga) (11,15,15,17)g
Intra-frame MB update/frame 3
per QCIF frame Modulation Scheme QPSK
Use of 'B’ Pictures No | Number of Transmitterdy; 1
Use of FMO No | Number of Receiversy, 1
No of Frames Used for 1-Frame | Channel Correlated Rayleigh Fading
Inter-Frame Motion Search Normalised Doppler Frequency 0.01
No of Video Slices/frame 9 | Interleaver Length ~ (64000/15)
No of Video MBs/Slice 11 | No System Iterationg; 10

(b) Systems parameters used in the schematic of Figure 4.35

Table 4.15: Code rates and systems parameters used in the schematigiod Bi35

E,/ Ny region considered. Its also observed in Figure 4.44 thahwising USSPA in conjunction with the
ratel outer RSM and ratei inner RSC results in a wordeS NR performance than the RSM schemes having
a rate below unity combined with their respective inner R&€Cthe same over-all code rate}pfas mentioned

in Table 4.15(a). Quantitatively, using the RSM of Table54a) having a rate lower thah an additional
E;,/ Ny gain of upto20 dB may be achieved over the rateRSM*.

Finally, the subjective video quality achieved by the prsgaberror protection schemes consisting of SBC
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Figure 4.37: The EXIT chart and simulated decoding trajectories usimagSlBC% and RSI\@ schemes of Fig-

Figure 4.38: The EXIT chart and simulated decoding trajectories of th@g:‘»Bnd RSI\@ schemes of Fig-

Algorithm-I coding was recorded in Figure 4.46 at the charif)¢INy value of0.5 4B. The corresponding
results achieved bylapping-I11 RSM coding atE, / Ny value of —3.0 dB were presented in Figure 4.46. In
order to have a fair subjective video quality comparison, prsesent both the average and cumulative-error
results of both the luminance and chrominance componeritedd ” Akiyo” video test sequences described
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Figure 4.39: The EXIT chart and simulated decoding trajectories of th€SBnd RSM schemes of Fig-

ure 4.35 using the parameters of Table 4.15.
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Figure 4.40: The EXIT chart and simulated decoding trajectories of th@@Bnd RSI\/%2 schemes of Fig-

ure 4.35 using the parameters of Table 4.15.

in Section 4.7.3, decoded using the H.264 video codec aftesinission through our proposed system for each
type of setup. Observe from Figure 4.46 that the achievaleowquality improves upon decreasing the SBC

Algorithm-I code rate. Additionally, its clear from Figure 4.46 that émployment of theRSM Mapping

scheme provides an improved video quality3at dB lower E; /Ny value relative to the results of various
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Mapping-I RSM schemes presented in Figure 4.46. The major findingseotdmsider error protection

schemes at PSNR degradation pointsd And 2/B are summarised in Table 4.16

Table 4.16: Performance Summary Table for the schematic of Figure 4.35
Schematic | Parameters | Iterations | Video rate FEC Highest RSM-rate | E,/No[dB] at1dB | E,/No[dB] at 21B
Code rate| PSNR value PSNR degradation PSNR degradation
2 3.0 1.5
3 35 2.5
2 3.7 3.0
5
Figure 4.35| Table 4.15(a)| 10 64kbps 0.25 41.75 5 4.5 3.2
z -3.1 -3.2
3 2.2 -2.2
= -2.3 -2.8
= 2.7 -2.9
Rated 23.0 21.0
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parameters of Table 4.15
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Figure 4.42: PSNR-Y versus FEN, performance of the various error protection schemes ofrEigu85 using

the parameters of Table 4.15
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Figure 4.44: PSNR-Y versus HNg performance of various error protection schemes of Figu3b dsing the

parameters of Table 4.15

Figure 4.45: Subjective video quality of of Figure 4.35 using thi&" ” Akiyo” video sequence frame in terms
of (from top) average and cumulative-error video qualityiggfrom left) Rate$, 3, 2 and2 SBC Algorithm-I

using the parameters of Table 4.15g¥ Ny=0.5 dB.
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Figure 4.46: Subjective video quality of thé5!" ” Akiyo” video sequence frame in terms of (from top) average

and cumulative-error video quality using (from left) Rge<, 1 and & RSM Mapping summarised in

Table 4.15(a) aE; / Ny=-3.0 dB.
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4.8 Chapter Conclusions

This chapter has the following findings,

e In Section 4.3 it was observed that in ISCD both the sourceclrathnel decoder exploit the residual
redundancy for error correction and to determine, wherethms occurred and how to correct them.

¢ In Section 4.4 we analysed the beneficial effect of softduitree decoding on the achievable performance
of the iterative video decoding scheme of Figure 4.6. Theuideo sequence was encoded using the
sophisticated state-of-the-art H.264 video codec opérat@ low target bit-rate a4 kbps. Explicitly,
an /Ny gain of5 dB is attained in Figure 4.9 using the UEP1 scheme of Table Yiwith reference to
UEP2, while an /Ny gain of3 dB is achieved by the latter with reference to the EEP schemibheat
PSNR degradation point @fdB.

e Itis observed from the results of Figure 3.26 and 4.9 thatX88PA aided iterative decoding scheme of
Figure 4.4 using RSC codes resulted in rather modest peafarenimprovements relative to the identical
type of setup dispensing with iterative USSPA, as describ&action 3.10.1. The reason for this modest
performance improvement was the lack of an adequate ambuesidual redundancy in the bit-stream
encoded using the sophisticated state-of-the-art H.28&loutodec operated at a low target bit-ratébf
kbps, for example.

¢ In the Section 4.5 we elaborated on the benefits of artificdlindancy imposed on the coded video
stream in order to improve the achievable iterative deapdierformance. We proposed a family of
SBCs in Section 4.5.1 for achieving guaranteed converganseft-bit assisted iterative JSCD, which
facilitates improved iterative USSPA operations. The DB84.source coded video was used to evaluate
the attainable performance of our system using the SBGtadsterative USSPA scheme of Figure 4.5 in
conjunction with RSC codes for transmission over correlai@rowband Rayleigh fading channels. The
effect of different SBC schemes having diverse minimum Hamgrdistancesd; ,,i,) and code rates on
the attainable system performance was characterised, wgiegiterative USSPA and channel decoding,
while keeping the overall bit-rate budget constant by appately partitioning the total available bit rate
budget between the source and channel codecs. Naturathgoal was to improve the overall BER
performance and to enhance the objective video qualityesged in terms of PSNR.

e In Section 4.5.5 EXIT charts were used for analysing theretbde system performance, where we ob-
served from the decoding trajectories of Figures 4.12,, 411131 and 4.15 that the convergence behaviour
of the SBCs considered degrades upon increasing theirgaodia. Explicitly, our experimental results
of Figure 4.21 show that the proposed error protection sehesing rat% SBCs havingdy jin = 6
outperforms the identical-rate SBCs havihg,,;, = 3 by about2.5 dB at thePSNR degradation point
of 1 dB. Additionally, anE;/ Ny gain of8 dB was achieved in Figure 4.21 compared to the Ea&BC
havingdy .i» = 2 and an identical overall code-rate. FurthermoreEgnNy gain of25 dB was attained
in Figure 4.23 at the PSNR degradation point @fB, while using iterative soft-bit source and channel
decoding with the aid of raté-SBCs relative to the identical-rate benchmarker.
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e Furthermore, in Section 4.6 we analysed the performandeegbtoposed SBC algorithms using a Rate-
1 precoder as our inner code. In Section 4.6.3 EXIT chart®wseed to record the actual decoding
trajectories of the various error protection schemes eyimgthe different rat% outer SBCs as well as
using the raté- inner precoder detailed in Table 4.11(a). As expected, dheargence behaviour of the
SBCs improves upon increasiag; .

e Explicitly, the H.264/SBC/rate-1 precoder design examgthibited anE,/ Ny gain of 3 dB in Fig-
ure 4.32 at the’SNR degradation point of dB, when using SBCs havintdy; ,,;, = 6 compared to the
identical-rate SBCs havingy ,,;, = 3. Moreover, arE, / Ny gain of27 dB was attained in Figure 4.34,
when using iterative soft-bit source and channel decodiith the aid of rate% SBCs relative to the
identical-rate benchmarker.

e Moreover, in Section 4.7 further redundancy was imposedhensburce coded streams by transform-
ing the SBC algorithms of Section 4.5 in a systematic wayciviiesulted in a further increase in the
dy min Of the generated symbols. From the EXIT curves obtained oti@e4.7.3 portrayed in Fig-
ures 4.37, 4.38, 4.39, and 4.40 it may be observed that theegmnce behaviour of the SBC coding
improves upon incorporating RSM associated with additioe@undancy and an improvel; ,,,.

e Our design of Figure 4.35 was detailed in Section 4.7 which based on the H.264, RSM and RSC
constituent components. The design exhibitedEgriNy gain of 5 dB in Figure 4.42 at th®’SNR
degradation point o2 dB, when using the ng/lscheme associated with; ,,;, = 4 compared to the
employment of the RS@llhaving dy min = 2, Which in turn outperformed the R%\Ihaving both an
identicaldg ,,;, and the same overall system code-rate by aBaeiB at thePSNR degradation point of
2 dB. Moreover, arE;, /Ny gain of20 dB was attained in Figure 4.44 using iterative soft-bit sowaxd
channel decoding with the aid of the R§Malative to the identical-rate benchmarker dispensindp wit
RSM.

4.9 Chapter Summary

We commenced with an overview of both the transmitter andh@fconventional receiver in Section 4.2. The
details of the receiver using ISCD were provided in Sectid #hich highlighted the concept of soft-bit
source decoding by comparing it to SISO channel decodinggaldth the concept of extrinsic information
generation. In Section 4.4 a design example was providedderdo quantify the iterative source-channel
decoder’s performance improvements. Additionally, thecept of SBCs was introduced in Section 4.5, which
is applicable to wide-ranging multimedia services suctespgaudio and video. It was observed from the
EXIT-chart analysis of Figures 4.12, 4.13, 4.14 and 4.156nti®n 4.5.5, that the convergence behaviour of
ISCD is substantially improved with the aid of SBCs. Exjiliciour experimental results of Figure 4.21 show
that the proposed error protection scheme using%%Cs havingly ,,i» = 6 outperforms the identical-rate
SBCs havingly ;i = 3 by about2.5 dB at thePSNR degradation point of dB. Additionally, anE, / Ny gain

of 8 dB was achieved in Figure 4.21 compared to the ga%C havingdy in = 2 and an identical overall
code-rate. Furthermore, dh /Ny gain of25 dB was attained in Figure 4.23 at the PSNR degradation point
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of 1 dB, while using iterative soft-bit source and channel deogdifth the aid of rat% SBCs relative to the
identical-rate benchmarker.

The beneficial effect of SBCs on the achievable performampeavement of ratd-inner codes was quanti-
fied in Section 4.6. From the EXIT analysis of Figures 4.22844.29 and 4.30 of Section 4.6.3 we concluded
that the performance of the iterative source-channel cadecoved as a result of increasing the minimum
Hamming distancely; ,,;,, of the SBCs employed. Explicitly, the design example of Bec#.6 exhibited
an E,/ Ny gain of 3 dB in Figure 4.32 at th?SNR degradation point ol dB, when using SBCs having
dy min = 6 compared to the identical-rate SBCs havihg,,;, = 3. Moreover, arE, /Ny gain of27 dB was
attained in Figure 4.34, when using iterative soft-bit seusnd channel decoding with the aid of rétsBCs
relative to the identical-rate benchmarker.

Additionally, the concept of RSMs was described in Sectighadong with their EXIT-chart analysis and
the associated performance results. From the EXIT curvesaged in Figure 4.37, 4.38, 4.39 and 4.40 of
Section 4.7.3 it was observed that the convergence behavi@&BC schemes is enhanced upon using RSMs,
associated with additional redundancy and impro#gg,;,. Explicitly, the proposed system based on RSM
exhibited anE, / Ny gain of5 dB in Figure 4.42 at th& SN R degradation point dt 4B, when using the RS@/I
scheme associated with; ,,;, = 4 compared to the employment of the R§MavingdH,mi,, = 2. The latter
outperformed the RS@/Ihaving an identicatly ,,;, and overall system code-rate by ab@utB at the PSNR
degradation point a2 dB. Moreover, arkE,/ Ny gain of20 dB was attained in Figure 4.44 using iterative soft-
bit source and channel decoding with the aid of the I-'%&Mative to the identical-rate benchmarker dispensing
with RSM.



Chapter

Near Capacity Video Transmission System

Design

5.1 Introduction

For wireless multimedia applications maintaining both ghhcompression efficiency as well as a high in-
tegrity, for transmission over heterogeneous commumicathetworks is of primary importance. As discussed
in Chapter 2, the state-of-the-art H.264 codec is desigritdarprimary focus on achieving compression ef-
ficiency and providing interoperability within diverse comanication networks. Similar to the Chapter 4, in
this chapter we also opted for using the high-compressidmatwork-friendly H.264/AVC source codec [76],
which employs diverse variable-length coding and pregictioding techniques. However, these coding tech-
niques make the compressed bit-stream more vulnerablesteftlcts of channel errors. Owing to variable
length coding a single bit error in the video stream may retige correct decoding of future code words im-
possible. Moreover, due to predictive coding the effectst@nnel errors are likely to be propagated to the
neighbouring video blocks. Therefore, as discussed in téh&y various error resilient technigues, such as
Data-Partitioning (DP) described in Section 3.8 have baearporated into the H.264/AVC codec in order to
mitigate this error sensitivity problem [189-193].

To elaborate a little further, a conventional transmitted aeceiver benchmark-architecture was presented
in Section 4.2, followed by the Iterative Source-Channet@iing (ISCD) concept in Section 4.3.2. Addition-
ally, in Chapter 4 we proposed various error resilient téples in order to reduce the Bit Error Ratio (BER)
and to improve the subjective video quality at the receivtare specifically, in Section 4.4 we considered un-
equal error protection using soft-bit source decodingstediRecursive Systematic Convolutional (RSC) codes
described in Section 3.4.1. The error-protected videmagtr was QPSK modulated and transmitted over a
temporally correlated narrowband Rayleigh fading chanAdtitionally, ISCDO-aided performance improve-
ments were achieved in Section 4.5 by introducing redundarttie source coded bit-stream using a technique,
which we referred to as SBC schemes. Furthermore, in Segtibthe performance of iterative detection was
improved by Redundant Source Mapping (RSM), which incredise flexibility of the outer code in shaping
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the EXIT chart and results in iterative decoding convergeatcfurther reduced /A, values. By contrast,
in this chapter we will further improve the system investéghin Chapter 4 by providing more sophisticated
coding and transmission strategies in order approach itgpac

Various error resilient schemes have been proposed in (itjthie price paid for the improved robustness
is the reduced compression efficiency and increased cotiqmabcomplexity. A serial concatenated code
based iterative joint source-channel decoding procedaeproposed in [198]. Moreover, an IrRegular Vari-
able Length Coding (IrVLC) scheme designed for near-cayp#wint source and channel coding was presented
in [173]. Likewise, [202] advocates the employment of stat¢he-art system design principles and the per-
formance of burst-by-burst adaptive transceivers dedifmeinteractive cellular and cordless video telephony.
Instead of the traditional serial concatenation of thesitagariable Length Codes (VLC) with a channel code,
a parallel concatenated coding scheme was presented i) {206re the VLCs were combined with a turbo
code. The performance characteristics of different vidandceivers assisted by decision feedback equaliser-
aided wide-band burst-by-burst adaptive trellis-codediufation, Turbo Trellis-Coded Modulation (TTCM)
and bit-interleaved-coded modulation designed for H.2838sted video telephony were presented in [122]. A
joint video and channel coding system employing an iteeatidecoded serial concatenation of a Vector Quan-
tisation (VQ) based video codec and a Trellis-Coded ModafTCM) scheme was proposed in [173]. The
attainable performance improvements of ISCD schemes gtingl@ specific bit-to-symbol mapping scheme
were analysed in [4], in the context of H.264 encoded vidapndmission using UEP and Sphere Packing (SP)
modulation aided Differential Space Time Spreading (DSm&)non-coherently detected, diversity-aided mul-
tiuser scenario. Furthermore, the performance analysivefse low-complexity Short Block Codes (SBCs)
conducted for the transmission of an H.264 coded videorsti@zer correlated narrowband Rayleigh fading
channels was presented in [2]. On the other hand an effeti@tbod of compensating the effects of wireless
channels was provided in [229,230] using space time codimgdviding a diversity gain. Similarly, Hochwald
et al. [231] proposed the transmit diversity concept known as &Jame Spreading (STS), which uses coher-
ent detection relying on channel estimation at the receigelditionally, the major coherent spatial diversity
techniques are summarised in Tables 5.1 and 5.2.

Against this background, in this chapter we propose neaaaity SP modulation aided DSTS design for
the transmission of the video coded stream. SP modulatiarsfgecific scheme, which maintains the highest
possible Euclidian distance of the modulated symbols, tsldé in [232]. DSTS is a low-complexity technique
that does not require channel estimation, because it retieson-coherent detection. This low-complexity
detection is particularly important in the context of Mplé-Input Multiple-Output (MIMO) systems usingr
transmit andNy receive antennas, which would require the estimatiom\gix(Nz) MIMO channels, hence
substantially increasing both the cost and complexity efréceiver. Furthermore, the pilot-overhead required
by the MIMO channel estimator may also be excessive. Addhlig, different system architectures such as
UEP using RSC codes, Unequal Source-Symbol Probabilitgd\{tl SSPA) assisted RSC coded video schemes
and SBC aided RSC coded video arrangements were utiliselaeb$R modulation aided DSTS transmission
system. Furthermore, this chapter is concluded with a capacity three-stage system designed for iterative
detection aided H.264 wireless video telephony.

The novelty and rationale of this chapter can be summarisgoliows:
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ry

N

Year | Author(s) name and contribution

1959 | Author(s): Brennan [233]
Contribution: introduced and analysed selection combining, maximuno rdimbining and
equal gain combining.

1991 | Author(s): Wittheben [234]
Contribution: proposed a bandwidth-efficient transmit diversity techrigvhere different bas
stations transmit the same signal.

1993 | Author(s): Wittheben [235]
Contribution: proposed a diversity scheme for multiple transmit antenirasontrast to othe
proposals, no bandwidth expansion is required and the Isigidhe different antennas car
the same digital information, but have different modulaggarameters (modulation diversity).
Author(s): Seshadret al. [236]
Contribution: proposed a transmit diversity scheme that was inspired &ydéay diversity
design of Wittneben [235].

1994 | Author(s): Winters [237]
Contribution: proved that the diversity advantage of the scheme proposg84] is equal to
the number of transmit antennas.

1996 | Author(s): Enget al. [238]
Contribution: Compared several diversity combining techniques desigoe®Rayleigh fad-
ing channels using coherent detection and proposed a nemdecder selection combinin
technique.

1998 | Author(s): Alamouti [229]
Contribution: discovered a transmit diversity scheme using two transniéranas, which cal
be detected by the independent linear processing of theigmals at the receiver.
Author(s): Tarokhet al. [230]
Contribution: proposed new design criteria for achieving both the maximattainable diversity
and coding gains in addition to the design of space-timésrebdes.

1999 | Author(s): Tarokhet al. [239, 240]
Contribution: generalised Alamouti’s diversity scheme [229] to more ttvam transmit anten
nas.
Author(s): Guey [241]
Contribution: derived the criterion for designing the maximum transmiedsity gain.

Table 5.1: Major coherent spatial diversity techniques (Fart
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Year | Author(s) name and contribution

2001 | Author(s): Hochwaldet al. [231]
Contribution: proposed the twin-antenna-aided space-time spreadimgech

Author(s): Jafarkhankt al. [242]

Contribution: designed rate-one STBC codes which are quasi-orthogomiapiavide partial

diversity gain.

2002 | Author(s): Hassibiet al. [243]
Contribution: proposed the LDCs that provide a flexible trade-off betweggats-time coding
and spatial multiplexing.

Author(s): Stoicaet al. [244]

Contribution: compared the performance of STBCs when employing diffeesttma-

tion/detection techniques and proposed a blind detectibarse dispensing with the pilot syn

—
1

bols transmission for channel estimation.

2003 | Wanget al. [245]
derived upper bounds for the rates of complex orthogonalGIB

Suet al. [246]

introduced the concept of combining orthogonal STBC desigith the principle of sphers

A%

packing.
2005 | Zhanget al. [247]

derived the capacity and probability of error expressiansiSK/PAM/QAM modulation com

bined with STBCs for transmission over Rayleigh-, Riceard Bakagami-fading channels.

2006 | Liew et al. [248]
studied the performance of STTC and STBC in the context oéhamd channels using adaptive

orthogonal frequency division multiplex modulation.

2007 | Alamriet al. [172]
modified the SP demapper of [246] for the sake of accepting fheéori information passed t
it from the channel decoder as extrinsic information.

2008 | Luo et al. [249]

combined orthogonal STBCs with delay diversity and degigsgecial symbol mappings fq

=

maximising the coding advantage.

Table 5.2: Major coherent spatial diversity techniques (Part
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1. We performed UEP based optimised H.264 coded video tiasgms by assigning different-rate RSC
codes to the three different types of H.264 bit-stream fiant$ detailed in Section 5.2. Instead of the
classic single-input and single-output transmission sahewe used a sophisticated, yet low-complexity
SP modulation aided MIMO scheme employing DSTS for atigiaidiversity gain without the need for

high-complexity MIMO channel estimation.

2. The powerful, yet low-complexity SBCs of Section 4.5 wtlised, which impose carefully designed
intentional redundancy on the source coded bit-stream atté assist us in ensuring that the outer

decoder’s EXIT curve reaches thig 1) point of perfect convergence in the EXIT chart.

3. The effect of the SBC coding rate on the performance ofyiers is analysed with the aid of EXIT

charts in the context of unequal error protected Joint Set@hannel Decoding (JSCD).

4. We also propose a serially concatenated three-stagenselier near-capacity operation. In contrast to
the two-stage system constituted by a single iterative, [dapthree-stage system employs two iterative
loops, which exchange extrinsic information both betwdmninner and the intermediate decoder, as
well as between the outer decoder and the intermediate @ecdde resultant iterations are referred to

as the inner and outer iterations, respectively.

In the rest of the chapter we offer different system desigitis gradually improved architectures, organised
as follows.

A system’s architecture, which is based on RSC codes aidequah video error protection and SP modu-
lation assisted near-capacity DSTS is detailed in FigBebSection 5.2. In Section 5.3, the iterative USSPA
decoding scheme of Figure 5.7 is used in addition to UEP eyimmoRSC codes and SP modulation aided
DSTS transmissions in order to exploit the residual redoogldhat remains in the video coded stream af-
ter encoding. The resultant USSPA assisted UEP aidedrbarstwas transmitted using the DSTS based SP
modulation scheme of Figure 5.11 for attaining a diversaingvithout the need for high-complexity MIMO
channel estimation. Furthermore, SBCs were applied ini@ebt4, in order to intentionally introduce addi-
tional channel coding redundancy, by appropriately ajpmurtg the total available bit-rate budget between the
source and channel codecs. The employment of SBCs assigiatdr decoder’s EXIT curve in reaching to the
(1,1) point of the EXIT chart. The SBC coded stream after RSC emgpdias transmitted using the SP mod-
ulation aided DSTS transceiver of Figure 5.11. In Sectidn the performance of SBCs was analysed using
the system architecture of Figure 5.11. Additionally, irctRm 5.5.3 EXIT charts were utilised in ordered to
analyse the effect of the SBC coding rate on the achievalsferpgance of the UEP iterative JSCD strategies of
Table 5.14(a). Furthermore, in Figure 5.34 of Section Sa&Zonsidered jointly optimised three-stage source
and channel decoding, while employing serially concatmhaind iteratively decoded SBCs combined with a
Unity Rate Code (URC) and multi-dimensional SP modulatibhne resultant coded signal was transmitted by
a non-coherently detected DSTS MIMO transceiver desigaoeddar-capacity JSCD, as shown in Figure 5.34.
Moreover, in Section 5.6.2 we considered a jointly optirdiserially concatenated three-stage scheme designed
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for near-capacity wireless video transmission. More dmadiy, we employed serially concatenated and itera-
tively decoded SBCs combined with a URC and multi-dimereli@P modulation. The resultant coded signal
was transmitted by a non-coherently detected DSTS MIMGstrairer designed for near-capacity JSCD, as
shown in Figure 5.34. Finally, the chapter’s conclusiomsmpvided in Section 5.7, leading to a brief summary
in Section 5.8.

5.2 Unequal Error Protection Video Using RSC Codes and SP Aed DSTS

In Section 3.10 we employed the UEP based H.264 coded vidasrtrission scheme of Section 3.9 applying
different-rate RSC codes to the three different types of6Hl.Bit-stream partitions of Section 3.8. In this
section we will evaluate the performance of the error ptaiacschemes proposed in Section 3.10. Instead of
the single-input and single-output transmission schentgegtion 3.10, in this section we use a sophisticated
low-complexity SP modulation aided MIMO DSTS scheme [2508ipboying two transmit and one receive
antenna, while dispensing with CIR estimation.

5.2.1 Sphere Packing Modulation Based Orthogonal Design

The space time signal employing space-time coding aidedttaresmit antennas is defined by Alamouti's
STBC scheme [229]

Gz(xl,xz):[ xl* xi ] (5.1)
—X X

With x; denoting the complex conjugate ®f. Then, G2(x1,x2) constitutes an orthogonal design of size
(2x2), which maps the complex variables representing x,) to two transmit antennas. In other words,
(x1,x2) represents two complex modulated symbols to be transnfitbed two transmit antennas ifi = 2
time slots. In Equation 5.1 the rows and columns represaattemporal and spatial dimensions, correspond-
ing to the two consecutive time slots and the two transmigramas, respectively. It was shown in [246] that
the diversity product quantifying the coding advantage mfosthogonal transmit-diversity scheme is deter-
mined by the minimum Euclidean distance of the vec{ars x;). Let us assume that the signal that has to
be transmitted by the two antennas in two consecutive timis slonsists of. legitimate space-time signals
Go(x;1,x12), 1 =0,1,---,L — 1, whereL represents the number of SP modulated symbols. For example,
when jointly transmitting a pair of QPSK symbols, we need &8P signals. The aim of of SP modulation
is to designy; ; andx; , jointly, so that they provide the best minimum Euclideartatise with respect to the
remaining(L — 1) legitimate transmitted space-time signals in order to ouerthe system'’s error resilience.
According to [231] for exampley; andx, represent the conventional BPSK modulated symbols tratesini
over thel** and2™ time slot, but the design was not optimised by considerimgjdint constellation for the
variousx; andx, signal combinations. Left;1,4;0,4;3,4;4),1 =0,1,--- ,L — 1, be the phaser points of the
four-dimensional real-valued Euclidean sp&’ where each of the four elements, a; 5, 4, 3, anda; 4 gives
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one coordinate of the phaser point. Generally, andx; , can be written as,

{xl,l/xl,Z} = T(ﬂl,1,ﬂ1,2, ﬂl,slﬂl,4)

= {1 +jap, a3+ jaja}. (5.2)

In the four-dimensional real-valued Euclidean spRégthe sphere packing lattid@, is defined in a way that
each constellation point has the best possible minimumidiaarh distance from all the othek — 1) legitimate
constellation points ilR* [251]. More specificallyD, is defined as a lattice of SP constellation points having
integer coordinates dfiy, ay, a3, a4] describing thex; ; andx; , symbol combinations, while satisfying the SP
constraint ofz; + a, + as + a4 = k, wherek is an even integer.

5.2.2 Near Capacity Differential Space Time Spreading

Space time coding constitutes an effective diversity tepherof compensating the effects of wireless chan-
nels by exploiting the independent fading of the two antersignal. The advantage of Space-time coding is to
achieve a substantial diversity and power gain relativestsingle-input and single-output counterpart, achieved
without any bandwidth expansion. There are numerous catitgtures that are capable of achieving diver-
sity, including the simple Space-Time Block Codes (STB@poised by Alamouti [229]. Similarly, Hochwald
et al. [231] proposed the transmit diversity concept known as $F 8k downlink of Wideband Code Division
Multiple Access (WCDMA) systems. However, these STBC an& $chniques use coherent detection and
require channel estimation at the receiver, which is aeguiry transmitting known training symbols. However,
mentioned above, the channel estimation increases botto#teand complexity of the receiver. More specif-
ically, when the channel experiences fast fading, a comaoratedy increased number of training symbols has
to be transmitted, which results in a high transmissionloe@d and wastage of transmission power. Relative to
these mentioned techniques, DSTS constitutes a low-caibplIMO-aided technique that does not require
channel estimation [252]. However, this low-complexityaishieved at the cost & dB performance loss in
comparison to the more complex coherent receivers.

5.2.3 Twin-Antenna Aided Differential Space Time Spreadig

The DSTS encoder can be divided into two primary stages,istong of differential encoding and space-time
spreading, as shown in Figure 5.1. The mapped symbols ofd-kyd are first differentially encoded and then
they are spread using STS. The STS of two symbols transmitieg) two transmit antennas within two time
slots is exemplified in simple graphical terms in Figure 223]. According to DSTS encoding algorithm, at
timet = 0 the arbitrary dummy reference symbo@andv%, carrying no information, are passed to the STS
encoder. Attime¢ > 1, a block of2B bits arrive at the mapper, where each seB diits is mapped to a symbol
x’;, wherek is selected from a8-ary constellation. The differentially encoded symbgfiendo? of Figure 5.1

are obtained as follows:

1. .1 2 0
ol — (x; ~vp_q) +x7 -0 (5.3)

V(oL + [0 42)
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Figure 5.2: STS illustration using two transmit antennas for transngttwo bits within 2I', duration. Assum-
ingv; = v, =1where¢; — [+1+1—-1—-14+1+1—-1—-1]ande; — [+1+1-1-1—-1—-1+1+1].
( 1.1 ) 2 1«

X; -0 — Xy -0
U% — t t—1 t t—1 (54)

Vol + 107 4)

where the superscriptrepresents the complex conjugate operation.

The differentially encoded symbotg andv? are then spread using the orthogonal spreading codes
[+1+1-1-14141—-1—-1]ande; —[+14+1—-1—1—1—1+1+1], as shown in Figure 5.2. Finally,
the differentially encoded data is divided into two halfergsubstreams and the two consecutive symbols are
then spread to two-transmit antennas as follows:

1
yi = ﬁ(al -0 + 8- 07") (5.5)
2_ 1 = 2 = 1% 56
yt——\/é(cl-vt—cz-vt) (5.6)

as exemplified graphically in Figure 5.2.
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5.2.4 System Overview

The schematic of the proposed ISCD model of our videophonerse is shown in Figure 5.3. At the transmit-
ter side, the video sequence is compressed using the H\264/#leo codec. The video source signal provided
as input to the system is encoded using the JM 13.2 encodee bf.264/AVC standard, which was highlighted
in Section 3.5. We considered the source coding parametesgited in Section 3.5. The output bit-stream
representing a video frame described Byource coded bits;, i = 1,2, ...,B, is de-multiplexed into three
different sensitivity bit-streams, namelyeam A, StreamB andStreamC, containing the sequentially concate-
nated partitions of type A, B and C of all the slices per frarespectively. The de-multiplexer’s binary output
sequences af,, x;, andx., where we hava = 1,2, ..., R, b=1,2, ..., B, c=1,2, ..., b, andB = b,+b,+b,,

are then interleaved using the bit-interleaversf Figure 5.3, into the interleaved sequenggsx;, andx/, as
shown in Figure 5.3 and are encoded by RSC codes havingatiffeode-rates, as summarised in Table 5.3(a).

We considered the different EEP and UEP system setups ldeddn Section 4.4 for evaluating their effect
on the performance of the H.264 coded video. The differedécates of the EEP and UEP schemes considered
is presented in Table 5.3(a), which is equivalent to Tabi¢ad.

5.2.5 Transmitter and Receiver

The unequal error protected and partitioned H.264/AVGsbitamy; of Figure 5.3 is transmitted using a SP
aided DSTS assisted transmitter [172]. Its performanceatiated when communicating over a temporally
correlated narrowband Rayleigh fading channel. The DSasteiver is capable of achieving a substantial
diversity gain, which results in a beneficial BER reductionl én a concommitant subjective video quality im-
provement. As shown in Figure 5.3, the video source bitsraegleaved and convolutionally encoded using our
triple-class RSC error protection scheme and are substyuneutiplexed into a single bit-stream. The mul-
tiplexed bit-streany; is then mapped by the SP mapper to the SP symbol stsgare= 0,1,2....L — 1, where
we haves; = mapsy(y;), andL represents the number of modulated symbols in the SP sigmalphabet, as
described in [172]. Then the SP modulated symbols are trigieshusing DSTS via two transmit antennas. We
consider transmissions over a correlated narrowband Rayieding channel having a normalised Doppler fre-
quency off; = fpTs = 0.01, wherefp is the Doppler frequency arifi is the symbol duration. The received
signal is also contaminated by the complex-valued AWGN n; + jng , wheren; andng are two indepen-
dent zero-mean Gaussian random variables having a var@nge = 07, = 055 = No/2 per dimension,
with Ny /2 representing the double sided noise power spectral demgityessed i/ Hz [72]. The received
signal is then DSTS decoded and the soft information is jpaeen the SP demapper to the respective RSC
decoder after de-multiplexing the LLRs into three pantiia@orresponding to the partitions A, B and C. After
RSC decoding the decoded streams A, B and C are re-multipliexe their original syntax suitable for the
H.264 decoder.

By using multiple transmit and receive antennas both trétesrand receiver diversity gain is achieved,
which results in a substantial BER reduction and in a contamhisubjective quality improvement for the
decoded video. According to the system setup shown in ther&ig.3, the source bits generated are convo-
lutionally coded, depending on the specific error protectioheme of Table 5.3(a). After convolution coding,
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Error Protection Schemg Code Rate
A B C | Overall
EEP 1/2 | 12 | 12 1/2
UEP1 1/3 | 2/3 | 3/4 1/2
UEP2 172 | 1/3 | 2/3 1/2

(@) Code rates for Different Error Protection

schemes

System Parameters ‘ Value | System Parameters Value
Source Coding H.264/AVC | Video Bit Rate (Kbps) 64
Source Codec JM 12.1 | Video Frame Rate (fps) 15
Video Test Sequence Akiyo | Channel Coded Rate (Kbps) 128
No of Frames 45 | Baud-rate (Kbps) 64
Frame Format QCIF | Channel Coding RSC
No of 'P’ frames between 44 | Over-all Code Rate 1/2
two 'I' frames Code Memory 3
Time Period of 'I' frame (sec) 3 | Generator Polynomials
Use of 1/4-Pixel Motion Estimation Yes | RSC 1/2,2/3 & 3/4G1, Gy) (5,7)s
Intra-frame MB update/frame 3 | RSC 1/3(Gy, Gy, G3) (3,7,5)8
per QCIF frame Modulation Scheme SP(L=16)
Use of 'B’ Pictures No | Number of Transmitterdy; 2
Use of FMO No | Number of Receiversy, 1
No of Frames Used for 1-Frame | Channel Correlated Rayleigh Fading
Inter-Frame Motion Search Normalised Doppler Frequency 0.01
No of Video Slices/frame 9 | Interleaver Length ~ (64000/15)
No of Video MBs/Slice 11 | No System Iterationg 10

Spreading Code Walsh Code

Spreading Factor 8

(b) Systems parameters used in the schematic of Figure 5.3

Table 5.3: Code rates and systems parameters used in the schematigiof Bi3

B, of the channel coded bits are mapped by SP mapper to the SPsyshband! = 0,1,2...1 — 1 and
b=by---(Bsy —1) €0,1, so that we haveés, = log> L, whereL represents the number of modulated sym-
bols combined into the sphere packed signalling alphalbetn Each of the four SP symbols is transmitted using
DSTS via two transmit antennas during a single time slot [28& considered transmission over a correlated
narrowband Rayleigh fading channel associated with a n@ethDoppler frequency ofd = f;T; = 0.01,
wheref; is the Doppler frequency arifl is the symbol duration. The received signal is contaminaiethe
complex AWGN ;n = n; + jng , wheren; andng are two independent zero-mean Gaussian random variables
with variancer? = 5, = U,%Q = Ny/2 per dimension, witiNy /2 representing the double sided noise power
spectral density expressedi/ Hz [252]. The received signal is DSTS decoded and the softrmdtion is
passed from the SP demapper to the respective RSC decotigrdeximultiplexing the LLRs into three par-
titions corresponding to the symbol-based partitions AnB €. Subsequently, the bit-streams obtained after
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RSC decoding are de-multiplexed into their original inputes and are decoded by the H.264 decoder in order
to generate the reconstructed video frame sequence, whibkn used to calculate the PSNR performance of
the system at th&, / Ny value considered.

5.2.6 Performance Results

The performance results obtained for the transceiver set@rigure 5.3 are presented in this section. For
the sake of increasing the confidence level of our resultsanesach experimenit0 times and recorded the
average results. The resultant BER y#Ng curves of the error protection scheme of Table 5.3(a) arsepted

in Figure 5.4, while the BER vs JiNy curves of each partition A, B and C are given in Figure 5.5,clwhi
characterises the relative performance of the differepgégyof partitions, depending on the code-rate of the
RSC code given in Table 5.3(a). Furthermore, the performarfiche error protection schemes characterized
in terms of the objective video quality is presented in thenf@f PSNR-Y vs /Ny curves in Figure 5.6. It
may be observed from Figure 5.6, that the high error praiediiIEP2 scheme of partition A provides the best
performance, followed by the UEP1 scheme, which perforntebhan EEP. Explicitly an £Ng gain of4 dB

is attained using UEP1 with reference to UEP2, while gfNE gain of 2 dB is achieved by the latter with
reference to the EEP scheme of Figure 5.3, at the PSNR dé¢igragmint of 2 dB. Recall that the system
architecture of Section 3.10 is identical to that used is Haction apart from the former dispensing with SP
modulation aided DSTS transmission. Therefore, in comgaPiSNR-Y vs E/Ng results of Figure 5.6 to those
of Figure 3.26 of Section 3.10, an//Bly gain of aboutl0 dB is attained. The major findings of the consider
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Figure 5.4: BER versus E/N, for EEP and UEP schemes of Figure 5.3 using the parameteebtd 5.3.

error protection schemes at PSNR degradation pointd Bfahd 2/B are summarised in Table 5.4 In contrast
to the UEP1 scheme, where partition A had the strongestgirote the rationale of this UEP2 arrangement is,
that in low-motion video clips the video slices corruptedrmgvo the loss of partition A are concealed using the
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Figure 5.5: BER (A, B and C) versus N, for EEP and UEP schemes of Figure 5.3 using the parameters of
Table 5.3.
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Figure 5.6: PSNR versus EN for EEP and UEP schemes of Figure 5.3 using the parameteeid# 5.3.

corresponding video-tile of the previously decoded frasmece this method results in less annoying artefacts
owing to their high correlation with the adjacent frames.d&idnally, reference to these concealed slices by
future frames using motion compensated prediction regulislequate video reconstruction results. However,
the loss of partition B along with a correctly received pgaoti A of a particular slice implies that the MV and
header information received in partition A will be used taalde the MBs of this slice encoded either in intra-
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Table 5.4: Performance Summary Table for the system of Figure 5.3
Schematic| Parameters| Iterations | Video rate FEC Highest E,/Np at 1dB E,/Ng at 2B
Code rate| PSNR value| PSNR degradation PSNR degradation

EEP = 26/B EEP = 244B
Figure 5.3 | Table5.3(a)| 10 64 kbps 0.5 417582 | Uep1 = 28R UEPL = 24.5/B
UEP2 = 24dB UEP2 = 224B

or inter-frame prediction mode, while the all-important BI&f partition B represented as intra-frame MBs were
completely lost. Furthermore, the future frames, and MBsrrmg to the lost intra-coded MBs of partition B
in predictive coding will also result in a low video qualitidence, providing high protection for partition B
increases its probability to be correctly received, heacdifating the reconstruction of every correctly recelive
partition A. Therefore, similarly to partition A, partitioB is also important and hence its corruption results
in significant PSNR degradation of the decoded video segquending to the resultant avalanche-like error
propagation, when the intra-frame coded MB updates areiptad. Furthermore, a deficient selection of MBs
for intra-frame MB update at the encoder results in poorragsilience and in an eroded coding efficiency.
Therefore, the H.264/AVC codec select those specific MBsrima-frame coding whose erroneous recovery
cannot be appropriately concealed at the decoder, for deabgrause they have a relatively high motion
activity. In videophone sequences the head and shouldas &ad to have a higher motion activity than the
background, therefore the loss of intra-frame MB updateslte in perceptually more annoying artefacts in
the visually more important portions of the frame. Furtherey typically partition B tends to have the lowest
number of bits, therefore the employment of a strong FEC amies not result in a significant increase of
the overall rate. As a result, using the remaining fractibthe total FEC-coded bit-rate budget, a reasonable
protection can still be provided for partitions A and C.

5.3 RSC Coded and SP Aided DSTS for Unequal Source-Symbol Ryability

Aided Error Protection

In this system configuration the iterative scheme of FiguBedétailed in Section 4.3.4 is employed in addition

to UEP using RSC codes and the SP modulation aided DSTS tissismsystem of Section 5.2. This scheme

has the additional capability of improving the attainablmeresilience and to enhance the subjective video
quality by exploiting the residual redundancy, which irdrdly remains in the H.264 coded bit-stream after
source encoding and is used to determine the extrinsicnivfbon. The presence of residual redundancy
manifests itself in the non-unifori-ary symbol probability distributio® (s ), s; = [b*(1) ,b%(2), - - - b*(M)]

as shown in Table 5.5, constituted by symbols.

As in Section 4.4 this distribution is obtained by partitimnthe H.264 coded bit-stream int@&bit/symbol
sequence, yieldingp; (1), b2(1),b3(1), bs(1), b4(2), b4(3), ....] = (51,52, ...Sp) [227]. For our simulations the
H.264 video encoded bit-stream of the 300-frafkiyo” video sequence, the 150-frarfidliss America”
video clip and the 300-framé&Mother&Daughter” video sequences were used as training sequences. The
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Table 5.5: Probability of Occurance for 8-ary Symbols
| symbol | Probabilty

0 0.22791640

1 0.11727422

2 0.11945398

3 0.10481402

4 0.11365674

5 0.10745756

6 0.10268064

7 0.10674644

reason for selecting these specific video sequences is lthaft them have relatively limited head-motion
without any rapid background object motion or screen chengaich is typical in video-phone scenarios.

5.3.1 Unequal Source-Symbol Probability Aided Iterative $urce Decoding

The details of the algorithm employed for determining thigiegic information were presented in Section 4.3.4,
and can also be found in [220]. For the sake of completenebsiehireview of the USSPA algorithm of
Figure 5.3 is given below. In our system setup channel cogipgovided by the RSC codes applied, therefore
the reliability information expressed in form of the soledlLog-Likelihood values (L-values) [195] of each
bit x,,(m), wheren denotes the discrete-timel-ary symbol index, is provided by the soft-output of the RSC
channel decoder applied, which is expressed as

P(xo(m) = +1/7Y)

Lolm) = I () = —1/%)

(5.7)

whereY represents the input sequence of the channel decoder andweeih= 0,1-- -, (M —1), with M
being the number of bits pévi-ary symbol. In the above equatian= 0 specifies the current time index.

It may be readily shown that, the corresponding bit errobphility can be derived from (5.7) as

1

= TrexplLo(m)] &)

Peo(ﬂ’l)

By expressing the instantaneous bit-error probabilityrasve above, thé/f-ary symbol transition probability
can be calculated by first determining the conditional pbdliges of the transmitted bit€, () given the
received bitse(()i)(m) as:

1= peo(m) if £o(m) = x5 (m) (5.9)
( .
0

Plto(m)|xg” (m)] = { | )
peo(m) if £o(m) # x5’ (m).

Assuming the channel to be memoryless, Meary symbol transition probabilities, which are related to
eachlog, M-bit streamM-ary symbol can be formulated as [254]:
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xo]xo H P[xo(m |x0 (m)]. (5.10)

This expression suggests that theary symbol transmon probabilities are constituted bg groduct of the
conditional bit probabilities of the constituent bits whikbolds, when the bits are independent of each other.
More explicitly, Equation 5.10 provides the probability tehnsition from any of theVl possible transmitted
bit combinations:céi),i €0,1,2---2M _ 1, to the known received bit combinaticly, again, provided that all
these bits are independent of each other.

We can extract the extrinsic channel output informationefach desired bity (1) by excluding the\!” bit
of eachM-ary symboal, yielding

Next M-1 .
P(25"|xg" ) = Plo(m)|x{ (m)] (5.11)
m=0,m#A
Finally, the extrinsic LLR of each bit can be generated by biming its channel output information (LLR
values) and the priori knowledge of thek" parameterxék), which is given by [220] [254],

LG () = tog [ 28 PO () = 4P ™) (5.12)
X =108 ex ex ! )
! e P93 (4) = —1).P(7 ™)
“ L gt PO5” 57 (1) = +1)- T g 0 P(Ro () xg (m))
L(xy ' (A)) = log t = - @ (5.13)
Z k)t?XfP( Jex |x (A) = _1)'Hm:0,m7é)\P(x0(m)’x0 <m))

5.3.2 System Overview

In this system study the performance of H.264 video encodeatsinission was investigated in the context of
a SP modulation aided DSTS transmission system. More spabifithe video stream of Section 3.5 was se-
lected as the source video stream. The different code rideai@d to the various error protection schemes used
for evaluating the performance of this type of setup wereirilesd in Section 4.4 and are briefly summarised
here in Table 5.14(a). For convenience the schematic ofrbygoped system setup is presented in Figure 5.7,
where we considered communication over non-dispersiveeleded Rayleigh fading channels. The schematic
of this system is equivalent to that of Figure 4.4 describe&éction 5.2.4, with the additional inclusion of
USSPA decoding. Further details concerning the transcetmcture utilised in this architecture are presented
in Section 5.2.5.

5.3.3 Unequal Source-Symbol Probability Aided Iterative $urce-Channel Decoding

As seen in Figure 5.7, following DSTS detection of the reedigignal, the soft information gleaned from the
SP demapper is de-multiplexed into three streams, comeépm to the partitions A, B and C described in Sec-
tion 3.8 and are passed to the respective RSC decoders intogienerate extrinsic information. The extrinsic
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Error Protection Schemg Code Rate
A B C | USSPA | Overall
EEP 1/2 | 12 | 12 1 1/2
UEP1 1/3 | 2/3 | 3/4 1 1/2
UEP2 1/2 | 1/3 | 2/3 1 1/2

(a) Code rates for Different Error Protection schemes

System Parameters ‘ Value | System Parameters Value
Source Coding H.264/AVC | Video Bit Rate (Kbps) 64
Source Codec JM 12.1 | Video Frame Rate (fps) 15
Video Test Sequence Akiyo | Channel Coded Rate (Kbps) 128
No of Frames 45 | Baud-rate (Kbps) 64
Frame Format QCIF | Channel Coding RSC
Outer Code USSPA
No of 'P’ frames between 44 | Over-all Code Rate 1/2
two 'I' frames Code Memory 3
Time Period of 'I' frame (sec) 3 | Generator Polynomials
Use of 1/4-Pixel Motion Estimation Yes | RSC 1/2,2/3 & 3/4(Gy, Gy) (5,7)s
Intra-frame MB update/frame 3 | RSC 1/3(Gy, Gy, G3) (3,7,5)8
per QCIF frame Modulation Scheme QPSK
Use of 'B’ Pictures No | Number of Transmitterdy; 2
Use of FMO No | Number of Receiversy, 1
No of Frames Used for 1-Frame | Channel Correlated Rayleigh Fading
Inter-Frame Motion Search Normalised Doppler Frequency 0.01
No of Video Slices/frame 9 | Interleaver Length ~ (64000/15)
No of Video MBs/Slice 11 | No System Iteration$; 10

(b) Systems parameters used in the schematic of Figure 5.7

Table 5.6: Code rates and systems parameters used in the schematigiod Bi7

information gleaned is then exchanged between the RSC decadd the USSPA decoder of Figure 5.7 [188].
More explicitly, the soft-information obtained after QP8&Kmodulation in the form of the LLR representation
La(7) is forwarded to the corresponding RSC decoder. As seen urd-ly 7, the RSC decoder processes this
input information and thea priori information L;”S’C(X) gleaned from the outer decoder in order to generate
the extrinsic LLR valuei‘jz"stg(x), which are subsequently deinterleaved by the soft-valugetéeaver of Fig-

ure 5.7, yieldingL; s p, (x). Then, the soft valuek; sy, (x) are passed to the USSPA decoder, which uses
the extrinsic information generation algorithm of [188]dompute the extrinsic LLR valu xg’spA(x). Dur-

ing the iterative decoding process the RSC decoder explats priori information for the sake of providing
improveda priori LLR values for the outer decoder, which in turn exploits theut LLR values for providing
improveda priori information for the RSC decoder in the subsequent iterafiamther details about iterative

decoding are provided in [137].

The USSPA decoding scheme of Figure 5.7 generates extiirfsitnation by exploiting the residual re-
dundancy, which inherently remains in the H.264/AVC codéestiteam after source encoding. The pres-
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ence of residual redundancy manifests itself in terms ofnive-uniform M-ary symbol probability distri-
bution P[s, (k)], su(k)=[s,(1),5,(2), - s,(M)] shown in Table 5.5, which was generated by partitioning
the H.264/AVC encoded bit-stream into ar3-bit/symbol sequence, yielding, (1), b1(2), b1(3), ba2(1),
b2(2),- - - ,bx(3)]=[S1,S2, - - Sml.
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Figure 5.8: BER versus E/N for the EEP and UEP schemes of Figure 5.7 using the paranoét€able 5.6.
In contrast to Figure 4.7 of Section 4.4, which employed dlaimcoding scheme, but dispensed with SP aided

DSTS transmissions a beneficial performance improvemeati@dit 107B can be observed.

5.3.4 Performance Results

The performance results obtained for the system architedepicted in Figure 5.7 is presented in this section.
For the sake of improving the statistical reliability of gesults, we ran each experimésb times and recorded
the average results. The BER vg/l, curves obtained using the system setup described in Sétfahand
employing the various error protection schemes of Secti@f.3 are presented in Figure 5.8. Additionally,
the BER vs E/Ng curves recorded for the individual partitions A, B and C areeg in Figure 5.9, which
characterises the relative performance of the differepgégyof partitions, depending on the code-rate of the
RSC codes given in Table 5.14(a). Furthermore, the perfacmaf the error protection schemes applied was
evaluated in terms of objective video quality and is presarih the form of PSNR-Y vs #Nj curves in
Figure 5.10. It may be observed from Figure 5.10, that the 2JERassociated with a high error protection
for partition B and hence provides the best performanceledEP1 performs better than EEP. Explicitly an
E,/No gain of3 dB is attained using UEP1 with reference to UEP2, while afNE gain of 1 dB is achieved
with reference to EEP scheme, at the PSNR degradation gdlnt®. Furthermore, we compared the PSNR-Y
vs E,/Ng results obtained in this section to that of Section 4.4, twhiged similar error protection schemes, but
dispensed with SP modulation aided DSTS transmissionsb#tsrved from Figure 5.10 that ap/By gain of
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Figure 5.9: BER (A, B and C) versus N for the EEP and UEP schemes of Figure 5.7 using the parameters

of Table 5.6. In contrast to Figure 4.8 of Section 4.4, whiotpkyed a similar coding scheme, but dispensed

with SP aided DSTS transmission a beneficial performanceangment of about 1@B can be observed.

42 ——
B -
a0f B e &P
&
38t A
=g A
36| 4
> S
o 34 /’
Z //A
g 32 / /A/
30+t ,/ A/ j
- A/ PSNR-Y vs E/No[dB] |
, ® —— EEPusing RSC
26 /5/ A ——— UEP-1 using RSC|
» ‘ A/ ‘ ‘ L] T UEP-Z gsing R‘SC
12 14 16 18 20 22 26
E/No[dB]

Figure 5.10: PSNR versus N, for the EEP and UEP schemes of Figure 5.7 using the paranoéieable 5.6.

In contrast to Figure 4.9 of Section 4.4, which employed sindoding scheme, but dispensed with SP aided

DSTS transmission anyBN, performance improvement of abolfid B can be observed.
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about10 4B can be achieved with reference to Figure 4.9 of Section 4#dsisted of similar coding scheme
but dispensing with SP aided DSTS transmission. The majdiniys of the consider error protection schemes
at PSNR degradation points afB and 2{B are summarised in Table 5.7

Table 5.7: Performance Summary Table for the system of Figure 5.7
Schematic| Parameters| Iterations | Video rate FEC Highest E,/Ng at 14B E,/Ng at 2B
Code rate| PSNR value| PSNR degradation PSNR degradation

EEP = 244B EEP = 23B
Figure 5.7 | Table5.6(a)| 10 64 kbps 0.5 417582 | Uep1 = 264B UEP1 = 24dB

UEP2 =22.5iB UEP2 =214B

5.4 SBC Assisted Unequal Error Protection Video Using RSC Gites and SP-
Modulated DSTS

In this system additional SBCs are applied to the sourcedstteam, which are incorporated in the schematic
of Section 5.3. Following RSC encoding the SBC coded streatransmitted using a SP modulation aided
DSTS transceiver. We utilised the transmitter and receivehnitecture of Section 5.2.5 in order to evaluate the
performance of our proposed SBCs. As described in Sectmd,45BCs introduce intentional redundancy in
the source coded bit-stream, which assists the outer dése&¥IT curve to reach to thél, 1) point of EXIT
chart. Clearly, SBCs may hence also be referred to as EXITt@natimised Short SBCs (EOSBCs), which
constitute low-complexity block codes.

5.4.1 Short Block Codes

As described in Section 4.3.2, the residual redundancyénstiurce coded bit-stream can be exploited for
joint USSPA decoding, which has the capability of reducing BER and of improving the subjective video
quality. As described in Section 5.3.1, the performancénefdSSPA decoder of Figure 5.11 is dependent on
the amount of residual redundancy or correlation inhenmetité source coded parameters after source coding,
which may be exploited to mitigate the effects of transnoissérrors. However, in the presence of efficient
state-of-the-art source codecs, such as the H.264 schalydingited redundancy is left in the source encoded
bit-stream, which may result in limited extrinsic inforrmat contribution for the USSPA decoder, hence it may
result in a modest further performance improvement beywuddecoding iterations. Therefore, in the SBC-
aided scheme of this section we intentionally increasedatheunt of redundancy in the encoded bit-stream
with the aid of SBC mapping. One of the advantages of usifgt to N-bit SBC mapping associated with
N > K is that only X out of the 2'-bit symbols will occur in the bit-stream, which results iman-uniform
symbol probability distribution. In our system setup wedidéferent rate SBCs as the outer code, as detailed in
Section 4.5.4. However, here we initially introduce theaapt using %-rate SBC example. The resultdénbit

to 6-bit mapping is shown in Table 5.8. The different code ratiegated to the various video protection classes
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and used for evaluating the achievable performance ofyhis of architecture are given in Table 5.10(a).

Table 5.8: Input symbols and their corresponding SBC coded symbols.

‘ Input ‘ Output Symbol‘ Input ‘ Output Symbol

00000 000000 10000 010000

00001 100001 10001 110001

00010 100010 10010 110010

00011 000011 10011 010011

00100 100100 10100 110100

00101 000101 10101 010101

00110 000110 10110 010110

00111 100111 10111 110111

01000 001000 11000 011000

01001 101001 11001 111001

01010 101010 11010 111010

01011 001011 11011 011011

01100 101100 11100 111100

01101 001101 11101 011101

01110 001110 11110 011110

01111 101111 11111 111111

The SBCs of Table 5.8 are generated using the design prazed|] described in Section 4.5.1. Ac-
cording to the SBC encoding procedure of [2], first a reduh@én . is generated for the-th M-ary source
word by calculating th&XOR function of itsN constituent bits, according t@ = [b™(1) & b™(2)... & b*(N)];
where® represents th&OR operation. The resultant redundant bit can be incorporiatedy of the[N + 1]
different bit positions of the resultant SBC, in order toateg N + 1] different SBC-encoded word combina-
tions, as depicted in Table 5.9, each having a minimum Hamudistance ofly; ,,;, = 2 from all the others. In

Table 5.9: [N+1] Different SBC combinations.

Symbols C C, . Cni1
51 r1b1ba..by byriby..by . byby..byr
502 rabiby.by | biraba.by . biby.bnra
S(ZN) 72Nb1b2~-bN bli’zwbz..bz\] . b]bz..bN7’2N

Table 5.8 we provide the resultant output symbols for theifipecase of incorporating the redundant hitat
the end of ther-th K-bit source symbol.
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5.4.2 System Overview

The schematic of the proposed system architecture is pgesbém Figure 5.11, which is equivalent to that
described in Section 5.3, with the additional inclusion BC. We considered the H.264 coded stream of
Section 3.5 as the input of the schematic of Figure 5.11. Mpezifically, at the transmitter side, the video
sequence is compressed using the H.264/AVC video codem, Tiwe output bit-stream representing a video
frame consisting oB source coded bits;, i = 1,2, ...,B, is de-multiplexed into three different bit-streams,
namelySteam A, StreamB andStreamC, containing the sequentially concatenated partitionyué A, B and

C of all the slices per frame, respectively. The de-muliipt&s binary output sequences, x;, andx., where
wehaven =1,2,...,Q,b=1.2,...,,c=1,2, ..., B, andB = b,+b,+b,, are then encoded to the bit-strings

x},, andx, using a SBC. Subsequently, the SBC-encoded bit-stringsadeaved using the bit-interleavers
IT of Figure 5.11, into the interleaved sequenggsx;, and x., as shown in Figure 5.11 and are encoded by
RSC codes having different code-rates, as summarised | $dt(a). In the iterative decoder of Figure 5.11,
interleaving and de-interleaving are necessary for enguhat the bits are input to the constituent decoders
in their expected original order, while maintaining thetistacal independence of the extrinsic LLRs. Since
the degree of the statistical independence guaranteed byeateaver is always related to its length [185],
concatenation of the bits generated by the MBs of a sliceinvatgiven partition results in a longer interleaver
without extending the video delay and hence improves thizeable performance of iterative decoding.

5.4.3 Short Block Code Based Iterative Source-Channel Dedmng

The purpose of ISCD is to extract the highest possible esitrimformation {75, () and LEE(%)] from

the constituent inner and outer decoders in order to asaist ether in an iterative fashion. The algorithm
used to find the extrinsic LLR values of a zero-order Markowdalaan be found in [255] and is detailed in
Section 4.3.4. As mentioned above, owing to the limited amoéiresidual redundancy in the H.264 decoded
stream, the additional performance improvements achibyeiterative joint source and channel decoding is
limited. Hence, for the sake of intentionally introduciregfiundancy we will specifically design the SBC map-
ping or coding for reaching thél, 1) point of the EXIT chart and hence for approaching capacity.th&
receiver side, after DSTS decoding of the received sighalsbft information gleaned from the SP demapper
of Figure 5.11 is de-multiplexed into three UEP video streamrresponding to the partitions A, B and C and
are passed to the respective RSC decoder in order to geeatatssic information. The extrinsic information
gleaned is then exchanged between the RSC decoders and $8dedeMore explicitly, the soft-information
obtained after QPSK demodulation in the form of its LLR reseretationL (1) is forwarded to the corespond-
ing RSC decoder. The RSC decoder processes this input iafermand the fed back priori information
LYsc (%) from the outer decoder in order to generate the extrinsic LalResL%%x (), which are subsequently
deinterleaved by the soft-bit interleaver of Figure 5. Blging L ssp4(x). Then, the soft bitd}¢s,, (x) are
passed to the SBC decoder, which uses the extrinsic infamgeneration algorithm of [188] to compute the
extrinsic LLR values ¢, , (x). During the iterative decoding process the RSC decodepisgpthea priori
information supplied by the outer decoder for the sake ofiging improveda priori LLR values for the outer
channel decoder of Figure 5.11, which in turn exploits theutrLLR values glean from the inner decoder for
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Error Protection Scheme: Code Rate
A B C SBC | Overall
EEP 35| 35| 35 5/6 1/2
UEP1 2/5 | 4/5 | 9/10 | 5/6 1/2
UEP2 3/5 | 2/5 | 4/5 5/6 1/2

(a) Code rates for Different Error Protection schemes

System Parameters ‘ Value | System Parameters Value
Source Coding H.264/AVC | Video Bit Rate (Kbps) 64
Source Codec JM 12.1 | Video Frame Rate (fps) 15
Video Test Sequence Akiyo | Channel Coded Rate (Kbps) 128
No of Frames 45 | Baud-rate (Kbps) 64
Frame Format QCIF | Channel Coding RSC
No of 'P’ frames between 44 | Over-all Code Rate 1/2
two 'I' frames Code Memory 3
Time Period of 'I' frame (sec) 3 | Spreading Code Walsh Code
Use of 1/4-Pixel Motion Estimation Yes | Spreading Factor 8
Intra-frame MB update/frame 3 | Generator Polynomials

per QCIF frame RSC 3/5,2/5,4/5, & 9/10Gy, G») (5,7)s
Use of 'B’ Pictures No | Number of Transmitterdy; 2
Use of FMO No | Number of Receiverdy, 1
No of Frames Used for 1-Frame | Channel Correlated Rayleigh Fading
Inter-Frame Motion Search Normalised Doppler Frequency 0.01
No of Video Slices/frame 9 | Interleaver Length ~ (64000/15)
No of Video MBs/Slice 11 | No System lteration$ 10
Modulation Scheme SP(L=16) | SBC Rate 5/6

(b) Systems parameters used in the schematic of Figure 5.11

Table 5.10: Code rates and systems parameters used in the schematigiod bill

the sake of providing improved priori information for the RSC decoder in the subsequent iterattamther
details about iterative decoding are provided in [137].

5.4.4 Performance Results

The performance of the schematic outlined in Figure 5.1%atated using both the EEP and UEP schemes of
Table 5.10(a) for the transmission of the H.264 encodedovidieeam of Section 3.5 by applying different-rate
RSC codes to the video partitions A, B and C, as presentedhle Bal0(a). For the sake of fair comparison,
the resultant overall rate of all EEP and UEP schemes is fixdwlf-rate. The convolutional encoder used
in our simulations is specified by the generator sequegges [111] andg, = [101], which may also be
represented a§ = [1,¢»/¢1]. Furthermore, as shown in Table 5.10(a), the fixed overaingprate of%

was maintained by adjusting the puncturing rate of the RSd2 @pplied. For the sake of maintaining a
high statistical confidence level, we repeated each expetit60 times and recorded the average results.
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Figure 5.12: BER versus E/Ny for the EEP and UEP schemes of Figure 5.11 using the parasneftdia-
ble 5.10. In this figure an improved performance can be olesdn/contrast to Figure 5.8 of Section 5.3, which
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Figure 5.13: BER (A, B and C) versus N, for the EEP and UEP schemes of Figure 5.11 using the paraneter
of Table 5.10. In this figure an improved performance can tsented in contrast to Figure 5.9 of Section 5.3,

which employed a similar coding scheme, but dispensed vBi &oding.
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The BER vs /Ny curves obtained using the system architecture describ&bdétion 5.4.2 for the various
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Figure 5.14: PSNR versus EN, for the EEP and UEP schemes of Figure 5.11 using the parasraftda-
ble 5.10. In this figure an improved performance can be oleskirv contrast to Figure 5.10 of Section 5.3,

which employed a similar coding scheme, but dispensed va &oding.

error protection schemes of Table 5.10(a) are presenteigjimd=5.12. Additionally, the BER vs A\, curves
recorded for the individual video partitions A, B and C aneegi in Figure 5.13, which characterises the relative
performance of the different partitions, depending on theeerate of the RSC codes given in Table 5.10(a).
Furthermore, the performance of the various error praiedchemes was evaluated in terms of the associated
objective video quality, which is characterised in the farsfrihe PSNR-Y vs E/Ng curves of Figure 5.14. It
may be observed from Figure 5.14 that the UEP2 scheme, whiabsiociated with a high error protection for
partition B provides the best performance, followed by tHePd scheme of Table 5.10(a), which performs
better than EEP. Explicitly, an BNy gain of 3 dB is attained using UEP2 with reference to UEP1, while an
E,/Ng gain of 1 dB is achieved with reference to the EEP scheme, at the PSNRdiggm point o2 4B.
Furthermore, we compared the PSNR-Y vgNp curves of Figure 5.14 obtained in this section to those of
Figure 5.10 in Section 5.3, which were based on similar tyfpermor protection schemes, but dispensing with
SBCs. It is observed from Figure 5.14 that agiNp gain of aboutl2 dB can be achieved with reference to
Figure 5.10 of Section 5.3, which is an explicit benefit of BSBC. The major findings of the consider error
protection schemes at PSNR degradation pointsiBfdnd 2/B are summarised in Table 5.11

5.5 Near Capacity EXIT-Chart Aided Iterative Source-Channel Decoding

In this section, we will analyse an ISCD based system defigihe transmission of H.264 coded videophone
type low bit-rate video. The effect on the performance oftygtem due to variation in the Joint Source-Channel
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Table 5.11: Performance Summary Table for the system of Figure 5.11
Schematic | Parameters | lterations | Video rate FEC Highest E,/Ng at 1dB E,/Ny at 2B
Code rate| PSNR value| PSNR degradation PSNR degradation

EEP = 14.5B EEP = 15iB
Figure 5.11| Table 5.10(a) 10 64 kbps 0.5 41.7582 UEP1 = 16.51B UEP1 = 17.5/B

UEP2 =13.5iB UEP2 = 14.5iB

Decoding strategies is analysed with the aid of EXIT charts.

5.5.1 Iterative Source-Channel Decoding Model

The schematic of the proposed videophone type ISCD modélosrs in Figure 5.11. The details about the
SBC based ISCD is provided in Section 5.4.3. More specificall the transmitter side, the video sequence
is compressed using the H.264/AVC video codec. Then, thpublit-stream representing a video frame
consisting ofB source coded bits;, i = 1,2, ...,B, is de-multiplexed into three different bit-streams, ngme
Steam A, StreamB and StreamC, containing the sequentially concatenated partitions/pé tA, B and C of

all the slices per frame, respectively. The de-multiplaxbinary output sequences, x;, andx., where we
havea = 1,2, ..., h,b=12, ..., B, c =12, ..., b, and B = b,+b,+b,., are then encoded to the bit-strings
x;, x;, andx} using SBC. Subsequently, the SBC encoded bit-strings sedéaved using the bit-interleavers
IT of Figure 5.11, into the interleaved sequenggsi;, and x., as shown in Figure 5.11 and are encoded by
RSC codes having different code-rates, as summarised la Babi(a). In the iterative decoder of Figure 5.11,
interleaving and de-interleaving are necessary for enguhat the bits are input to the constituent decoders
in their expected original order, while maintaining thetistecal independence of the extrinsic LLR. Since
the degree of the statistical independence guaranteed byeateaver is always related to its length [185],
concatenation of the bits generated by the MBs of a sliceinvatgiven partition results in a longer interleaver
without extending the video delay and hence improves thizeable performance of iterative decoding.

5.5.2 System Overview

In this improved system design study using EXIT charts, wapathe schematic of Figure 5.11 as our under-

lying system model. At the transmitter side, the video saqads compressed using the H.264/AVC video

codec. More specific details about the source coding paemetnsidered were presented in Section 3.5. An
overview of the system structure is provided in this section

The unequal error protected and partitioned H.264/AVGstrigamy; of Figure 5.11 is transmitted using a
SP aided DSTS assisted transmitter [172], described indpeg2.5. Its performance is evaluated when com-
municating over a temporally correlated narrowband Rghléding channel. The DSTS transceiver is capable
of achieving a substantial diversity gain, which result@iheneficial BER reduction and in a concommitant
subjective video quality improvement.

The received signal is then DSTS decoded and the soft infmé&s passed from the SP demapper to
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the respective RSC decoder after de-multiplexing the LitRsthree partitions corresponding to the partitions
A, B and C. The extrinsic information gleaned is then excleaingetween the RSC decoders and USSPA
decoder [188]. The presence of "residual redundancy” reatsfitself in terms of the non-uniford-ary
symbol probability distributio (sy), s = [b¥(1),b%(2), - - - b*(M)] shown in Table 5.12, which was generated
by dividing the H.264/AVC encoded bit-stream into an M=8lsymbol sequence constituted by, i&.(1),
b1(2), b1(3), b2(1), b2(2), b2(3), - - - ,bx(3)] = Irregular turbo-like codéS;,Sz, - - - S,).

In our simulations the H.264/AVC video encoded bit-stredrthe 300 frame "Akiyo” sequence, the 150
frame "Miss America” clip and the 300-frame "mother & daugtitvideo sequence were used as training
sequences. The reason for selecting these specific vidaersezgs is that all of them are relatively low-motion
'head and shoulders’ videophone sequences.

Table 5.12: Probabilities of the input symbols, obtained using thenfraj sequences.

Symbol | Probability
0 0.2279
1 0.1172
2 0.1194
3 0.1048
4 0.1136
5 0.1074
6 0.1026
7 0.1067

As an example, our EXIT optimised raﬁe—SBC is detailed in Table 5.13. As it becomes evident from
Table 5.13, the EXIT-chart optimised SBCs ensures thatddedM-bit symbols exhibit a minimum Hamming
distance ofdy ,,i,=2. Which is thesufficient and necessagondition for the iterative detection convergence
shown by Kliewer [163]. The conditions states that in ordegtwarantee that the EXIT curve of the combined
source and channel coding to becomes capable of reachif@thl )=(1,1) point of perfect convergence, the
legitimate source codewords should have a minimum Hamnistigrite ofdy ,,;,,=2. Additionally, only eight
out of the sixteen possibkebit symbols are legitimate in the mapped source codeditaas, which exhibits
a non-uniform probability of th8-bit source symbols as shown in Table 5.13.

5.5.3 EXIT Characteristics of Short Block Codes

Figure 5.15 depicts the EXIT characteristics of using eithe ratet or the rate% SBC scheme shown in
Table 5.13. More specifically, the EXIT curve of rﬁeSBC does indeed reach to the top right corner
of the EXIT chart at(I4,Ir) = (1,1) and hence results in an infinitesimally low BER, providedt thee
convergence tunnel exists in combination with the considered inner code at tmesicleredE, / Ny value. By
contrast, the USSPA decoding scheme using t&8&C fails to do so. In conclusion, our simulation results
recorded for the system presented in Figure 5.11 reveathbaierformance of USSPA decoding strongly de-
pends on the presence or absence of residual source redynddiich typically manifests itself in the form of



5.5.3. EXIT Characteristics of Short Block Codes 192

Table 5.13:SBC of Ratet and Rate3

Symbol | Ratei SBC | Rates SBC
000 000 0000
001 001 1001
010 010 1010
011 011 0011
100 100 1100
101 101 0101
110 110 0110
111 111 1111

less uniform distribution of the source encodetibit symbols. The EXIT curves for EEP, UEP1 and UEP2
error protection schemes using USSPA decoding with}rSﬁC as outer code and respective RSC code, men-
tioned in Table 5.14(a), as inner code is shown in Figure,3¢ure 5.17 and Figure 5.18. Observe from
Figure 5.16, that the EEP scheme employing %&BC and raté— outer RSC code for partition A, B and C
of H.264/AVC coded video results in thenvergence — tunnel atE,/No = 11 dB. Therefore, all the three
partitions will exhibit a "turbo-cliff” atE, /Ny = 11 dB, due to the employment of equivalent inner and outer
codes. Figure 5.17 shows that the UEP1 scheme employing ra®C and rate}, rate-% and rate3 outer
RSC codes for partition A, B and C results in twervergence — tunnel atE,/No = 10dB, E,/ Ny = 12 dB
andE, /Ny = 13 dB respectively. While for the UEP2 scheme using t8BC and rate}, rate and rate-

2 outer RSC codes for partition A, B and C, thenvergence — tunnel is achieved aE,/No = 11 dB,
E,/No =10dB andE,/ Ny = 12 dB respectively.

Below we provide a brief summary of the EXIT-chart proper{i£61]:

e The area under the outer code’s EXIT curve is given by the-catie

e The area in the open EXIT-tunnel is proportional to #ye’ Ny distance from the system’s capacity.
Hence an infinitesimally small area coresponding to nepaciéy operation; provided that th@, 1)
point of the EXIT-chart is reach without having an intercppint between the two EXIT curves.

o If there is an intercept point before reaching the (1,1) p@nesidual BER floor is expected.

To illustrate a bit further, Figure 5.19 present the decgdiajectory of Figure 4.10 while employing EEP
scheme of Table 4.9(a), composed of $B(5 outer code and rate-3/4 inner RSC code. The BER performance
of the employed iterative decoding of Figure 5.19 congistihl; = 2,4, 6 and10 system iterations is presented

in Figure 5.20. Observe from the Figure5.20 that as expdtiegerformance of the system improves upon
increase in the number of iterations during the iterativeodeng process, provided an open EXIT tunnel exists
between the inner and outer EXIT curves.
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5.5.4 Performance Results and Discussions

In this section, we present our performance results for thpgsed ISCD system. The video source signal
provided as input to our proposed system is encoded using3J®ehcoder of the H.264/AVC standard. We
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Figure 5.17: EXIT characteristics of the UEP1 scheme of Figure 4.26 ufiegparameters of Table 5.14.
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Figure 5.18: EXIT characteristics of the UEP2 scheme of Figure 5.11 ufiegparameters of Table 5.14.

used the video sequence of Section 3.5, consisted of an 8Akigdeo sequence [1] consisting 45 (176x144)-

pixels Quarter Common Intermediate Format (QCIF) framd$ &tames-per-second (fps) at the target bit-rate

of 64kbps.

The remaining parameters of the proposed system modekéed In Table 5.14(b).
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Figure 5.19: EXIT characteristics of the EEP scheme of Figure 5.11 ugiagparameters of Table 5.14, com-
posed of the SB(5, 15 outer code and rate-3/4 inner RSC code.
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Figure 5.20: BER performance of the various error protection schemesabfel5.14(a), composed of the

SBGs, 15 outer code and rate-3/4 inner RSC code, using various nuafisgstem iterations.

The error resilient encoding techniques, such as Flexitderbtblock Ordering (FMO) [74] and the em-
ployment of multiple reference frames for inter-frame rantcompensation typically results in modest video
performance improvements in low-motion head-and-shaosldiEleo sequences, such as the "Akiyo” clip, de-
spite their considerably increased complexity. Theretbey were turned off. Additionally, only the imme-
diately preceding frame was used for motion search, whishlt® in a reduced computational complexity
compared to using multiple reference frames. Furthernthre,to the limited residual redundancy inherent in
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the source coded bit-stream characterised in Table 5.1f®atitk sake of reducing the computational complex-
ity imposed, we limited the number of iterations betweenRSC and USSPA decoders ko= 3 iterations,
when using ratd- SBC, and tol; = 5 iterations, when employing rat%-SBC. For the sake of increasing the
confidence in our results, we repeated edelirame experiment60 times and averaged the results. The RSC
codes applied to the three different-sensitivity intertshbit-streams scheme had different code-rates and were
combined with the SBC rates listed in Table 5.14(a). At tleereer seen in Figure 5.11, iterative soft-bit source

Error Protection Schem Code Rate
Type A | TypeB | Type C | SBC | Overall
EEP 1/3 1/3 1/3 1 1/3
Rated SBC | ygp1 | 14 2/5 172 1 13
UEP2 1/3 1/4 2/5 1 1/3
EEP 4/9 4/9 4/9 3/4 1/3
RaeiSBC | yep1 | 13 | e15 | 213 | 34 | 13
UEP2 4/9 1/3 8/15 3/4 1/3

(a) Code rates for different Error Protection schemes afif€i¢p.11.
In contrast to Table 5.10(a) of Section 5.4.2, in this talleoaer-
all coding rate of 1/3 is considered. Additionally, a systsetup

consisted of Rate-1 SBC is also presented.

System Parameters Value | System Parameters Value
Source Coding H.264/AVC | Video Bit Rate (Kbps) 64
Source Codec JM 12.1 | Video Frame Rate (fps) 15
Video Test Sequence Akiyo | Channel Coded Rate (Kbps) 192
No of Frames 45 | Baud-rate (Kbps) 96
Frame Format QCIF | Channel Coding RSC
No of 'P’ frames between 44 | Over-all Code Rate 1/3
two 'I' frames Code Memory 3
Time Period of 'I' frame (sec) 3 | Spreading Code Walsh Code
Use of 1/4-Pixel Motion Estimation Yes | Spreading Factor 8
Intra-frame MB update/frame 3 | Generator Polynomial§G,, Gz, G3) (11,13,15)g
per QCIF frame Modulation Scheme SP(L=16)
Use of 'B’ Pictures No | Number of Transmitterdy; 2
Use of FMO No | Number of Receiversy, 1
No of Frames Used for 1-Frame | Channel Correlated Rayleigh Fading
Inter-Frame Motion Search Normalised Doppler Frequency 0.01
No of Video Slices/frame 9 | Interleaver Length ~ (64000/15)
No of Video MBs/Slice 11 | No System Iteration$; 10

(b) Systems parameters used in the schematic of Figure 5.11
Table 5.14: Code rates and systems parameters used in the schematigiof bi11l

and channel decoding is applied by exchanging extrinsarinétion between the receiver blocks, which has the
capability of improving the achievable subjective vide@lity. The performance of the system was evaluated
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by keeping the same overall code rate as well as video ratetarthe Equal Error Protection (EEP) and UEP
coding schemes. In the UEP1 scheme of Table 5.14(a) thedtigher protection was provided for partition A,
while partition B was more strongly protected than C. By casit the UEP2 arrangement of Table 5.14(a) rep-
resents another error protection scheme, in which the kigbeel of error protection is provided for partition
B, followed by partition A and C. As outlined in Section 3.&athhe actual decoding trajectories of the inner
and outer constituent decoders is used to verify the EXITtdiased convergence prediction. Therefore, in
order to verify the convergence prediction of our propose®BJEP1 and UEP2 schemes, the actual decoding
trajectories are recorded B}/ Ny = 9 dB and are presented in Figures 5.21, 5.22 and 5.23, resggdtbr
partitions A, B and C having the respective inner code-rakesvn in Table 5.14(a), while using raieSBC.
These trajectories were obtained by recording the Mutuarimation (MI) at the input and output of both
the inner and outer decoder during the bit-by-bit Montel&€amulation of the iterative soft-bit source and
channel decoding algorithm. The steps shown in the Figu&k 5.22 and 5.23 represent the actual extrinsic
information transfer between the USSPA decoder and thegjponding inner RSC channel decoder. As stated
in Section 5.5, that the bits generated by the MBs of a sli¢kima given partition were concatenated in order
to employ a longer interleaver, therefore the assumptioti;hed at the beginning of Section 5.5.3 are justified
and hence the EXIT chart based convergence prediction Eanturate.
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Figure 5.21: The EXIT chart and simulated decoding trajectories of th® EEheme of Figure 5.11 using the
parameters of Table 5.14 Bt/ Ny =9 dB.

Figures 5.24 and 5.25 show the performance of both the EERJERIschemes of Table 5.14(a) in terms
of the attainable BER, when using the ratend rate% SBC. Naturally, the three patrtitions of the EEP scheme
experience a similar BER, since the same code rate was dpplieem. Partitions B and C of the UEP1 scheme
have a higher BER than partition A, which is a consequencéaif higher code rate relative to partition A.
Accordingly, the BER performance of partition B is bettearththat of partition C, due to its lower code rate.
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Figure 5.22: The EXIT chart and simulated decoding trajectories of théWEcheme of Figure 5.11 using the
parameters of Table 5.14 Bt/ Ny =9 dB.
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Figure 5.23: The EXIT chart and simulated decoding trajectories of th&®Echeme of Figure 5.11 using the
parameters of Table 5.14 B / Ny =9 dB.

Similarly, partition C of the UEP2 scheme has a higher emte than partition A, which in turn has a higher
error rate than partition B.
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Figure 5.24: BER versus E/N, performance of the various error protection schemes ofrEi§ul1 using the

parameters of Table 5.14.
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Figure 5.25: BER versus E/Ny performance of the various error protection schemes ofrEi§ull using the

parameters of Table 5.14.

Observe in Figure 5.26 that while using USSPA in conjunctidth rated SBC, the UEP1 scheme result in
a worse PSNR performance than the EEP and UEP2 arrangerentsi=P2 scheme provides the best PSNR
among the three schemes for the enfig¢ Ny region considered. Similar performance trends were obsger
the different error protection schemes in Figure 5.27, evhding rate} SBC, with an additionak, / Ny gain of
12 dB, relative to the ratd-SBC. Additionally, the PSNR vE;, / Ny curves for the chrominance component of
the video sequence is presented in Figure 5.30, 5.31, 588.88. Finally, the performance trends expressed
in terms of the PSNR versus BER curves for the fiat®BC and rate} SBC are portrayed in Figures 5.28
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and 5.29, respectively. More specific explanation aboutr¢@ason behind the resultant performance trends
due to applying the different error protection schemesésgmted in Section 5.2.6. The major findings of the
consider error protection schemes at PSNR degradatiomnspafidd B and 2/B are summarised in Table 5.15

Table 5.15: Performance Summary Table for the system of Figure 5.11

Schematic | Parameters | lterations | Video rate FEC Highest E,/Ng at 1dB E,/Ny at 2B
Code rate| PSNR value| PSNR degradation PSNR degradation
EEP =13.5/B EEP = 134B
Figure 5.11 | Table 5.14(a) 10 64 kbps 0.333 41.7582 UEP1 = 15.2{B UEP1 = 14.5/B
UEP2=13.0/1B UEP2=12.5IB
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Figure 5.26: PSNR-Y versus FN, performance of the various error protection schemes ofrEigul1 using

the parameters of Table 5.14.
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Figure 5.27: PSNR-Y versus N, performance of the various error protection schemes ofrEigul1 using

the parameters of Table 5.14.
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Figure 5.28: PSNR-Y versus BER performance of the various error praiegchemes of Figure 5.11 using

the parameters of Table 5.14.
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Figure 5.29: PSNR-Y versus BER performance of the various error praiagthemes of Figure 5.11 using

the parameters of Table 5.14.
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Figure 5.30: PSNR-U versus EN, performance of the various error protection schemes ofrEi§ul1 using

the parameters of Table 5.14.
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Figure 5.31: PSNR-U versus N, performance of the various error protection schemes ofrEigulL1 using

the parameters of Table 5.14.
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Figure 5.32: PSNR-V versus FEN, performance of the various error protection schemes ofrEigul1 using

the parameters of Table 5.14.
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Figure 5.33: PSNR-V versus HEN, performance of the various error protection schemes ofrEi§ul1 using

the parameters of Table 5.14.
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5.6 Iteratively Detected H.264 Wireless Video Telephony Uisg Three-Stage
System Design

In this section, we advocate a three-stage serially conattd scheme, for near-capacity operation. Contrary
to the two-stage system design consisted of one iteratiyg the three-stage system employs two iterations be-
tween the inner and the intermediate codes decoder, whichfemrto as inner iterations, as well as between the
outer codes decoder and the intermediate codes decodeh ara referred to as outer iterations. A particular

combination of inner iterations followed by outer iteraisois referred to as one System iteration.

5.6.1 Three-Stage System Design Example

In order to characterise the advantage of the Three-Stagfersydesign for the performance improvement
of joint source-channel decoding in videophone type videdirgy and transmission scenario, we present our
design example. Our proposed design example consists&f gphere peaking modulator, intermediate fdate-
precoder and outer short block code. Therefore, our foclasdralyse the effect on performance improvement
of the traditional two-stage turbo-coding, if an interregdi unity rate precoder is invoked between the inner
and outer iterative components, which result in a thregessgrially concatenated system.

5.6.2 Three-Stage System Overview

The schematic of the proposed system is shown in Figure ®3dre we employ raté-SBC coding, provided
by partitioning thek!” video frame intaN source codec symbols, where each symhglconsists ofM source
coded bitsv,, x(m), m = 1,--- M although this is not shown in Figure 5.34. In our cade= 2-bit input
symbols are encoded by the r%teSBCs of Figure 5.34, resultinyl’ = 6 SBC coded symbols. The SBC
encoded bits are then interleaved by a random bit interleaMgy,; and then the interleaved bitsare encoded
by the URC. The URC-encoded bit@re interleaved by the second random bit interled¥grof Figure 5.34
into ' and passed to the SP modulator. The benefit of the SP modidatat it allows us to jointly consider
the space-time symbols of the DSTS scheme’s two antennalg, nvaximising the Euclidean distance of the
resultant symbols. The SP modulator m8psumber of coded bits = by, ...bg_1 € 0,1to a SP symbab € V,

so that we have = map;,(b), whereB = log>(L), andL represents the set of legitimate SP constellation
points, as detailed in [251]. More explicitly, we usBd= log,(16) = 4 channel coded bits per SP symbol.
The resultant set of SP symbols are transmitted with thefditisd’ S within two time slots using two transmit
antennas. In this study, we consider transmission over adeatly correlated narrowband Rayleigh fading
channel, associated with a normalised Doppler frequengy of f,;T; = 0.01, wheref, is Doppler frequency
and T; is the symbol duration. As detailed in Section 5.3.1 thedwesi redundancy in the source coded bit-
stream is exploited by the USSPA decoden asiori information for computing the extrinsic LLRs [176]. The
extrinsic LLR computation is provided in detail in Sectiol34 and can be found in [195, 220], and is briefly
reviewed in Section 5.3.1.

The schemes considered in this section differ in the chditieecouter SBC codec. Specifically, we consid-
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ered EXIT-chart optimised SBCs and an equivalent-raterargi SBC based benchmarker having a minimum
Hamming distance afy; ,,;; = 3 and1 respectively, as given in Table 5.16. We refer to these teses as
the DSTS-SP-URC-SBC and DSTS-SP-URC-3B@angements.

Table 5.16: SBCs with corresponding symbols asg ,,;,,, obtained from Table 4.8 of Section4.5.4.

SBC Type Symbols in Decimal| d in
Arbitrary Rates SBC, , | {0.16,32,48 1
Optimised Rate} SBCp, ¢ | {0,22,41,63 3

5.6.3 Three-Stage lIterative Decoding

At the receiver, the APP SISO decoder of the URC-decoderl@mtUESPA decoder iteratively exchange ex-
trinsic information represented in the form of LLRs, to as&ach other in approaching the point of perfect
convergence at (1,1) of the EXIT-chart, as shown in FiguBd 5The variable.(.) represents the respective
bit-LLRs, where the LLRs of the corresponding decoder intbuee-stage system design are differentiated by
the subscript 1, indicating the outer SBC decoder. By cehtiubscript 2 is used to represent our interme-
diate URC decoder, while 3 corresponds to the inner SP decédiitionally, the specific type of the LLRs

is indicated by the subscripgt, p ande, corresponding ta priori, a posteriori andextrinsic information,
respectively.

5.6.4 Inner lterations

The received complex-valued symbols corresponding to 8achd number of URC-coded bits per DSTS-SP
symbol are demapped to their LLR [252] representations. éittensic LLR valuesL3(r) are generated by
subtracting ther priori information L3 () provided by the URC decoder from theposteriori LLR values
L;(r) at the output of the SP-demapper, as shown in Figure 5.34.LIRs L;(r) are deinterleaved by the
softbit interleaved I;, of Figure 5.34 and are passed to the URC-decoder in ordeotiupe ther posteriori
LLR valuesL3(r) using the MAP algorithm [168] for the URC-encoded bits. Theiesic LLR valuesL(r)

of the URC-encoded bitsare obtained by subtracting thepriori LLRs L2(r) input to the URC-encoder from
the URC generated posteriori LLRs Ly(r). Following interleaving the resultant extrinsic LLR$(r) are
fed back to the SP-demapper as thgriori information L2 (r). Thisa priori information is exploited by the
SP demapper for the sake of providing improved extrinsiorinfation for the URC decoder in the successive
iterations.

5.6.5 Outer lterations

The outer iterations are comprised of exchanging extrimiarmation between the USSPA and URC decoder
of Figure 5.34. First, the extrinsic LLRS (s) produced by subtracting tlepriori informationL2(s) from the
a posteriori LLRs L%(s) generated by the URC decoder are deinterleaved using thbisbiterleaver1,,,; of



5.6.6. EXIT Chart Analysis 208

Figure 5.34 and passed to the USSPA decoderasgori LLRs Ll (s). The USSPA computes tleposteriori
LLRs L,(s) and subtracts the inpatpriori LLRs L,(s) from it in order to produce the extrinsic LLAS (s).
These extrinsic LLRs are interleaved and fed back pgiori information to the URC decoder for the sake of
generating improved extrinsic LLRs in the subsequent titama.

In our proposed system design we define, a system iterdtiQn,, as that composed of one inner iteration
followed by two outer iterations.

5.6.6 EXIT Chart Analysis

EXIT charts [255] are used widely for the analysis of itaratsystems by providing an insight into the conver-
gence behaviour of the system based on the exchange of Migatibre constituent receiver components.

As portrayed in Figure 5.34, the URC decoder receives itstiffom and provides output to both the SP
and the USSPA. More explicitely, for the symbohaving thez priori LLR value L;(x), the Ml is denoted by
I 4(x), while the MI between the extrinsic LLR,(x) and the corresponding symhois denoted byl g(x).
The Ml associated with one of the three constituent decddelifferentiated by replacing the subscript (.) with
the corresponding subscript 1, 2 and 3 for the SBC, URC anch&pper, respectively, as shown in Figure 5.34.
Thus the URC decoder is provided with twapriori inputs. The firsu priori input L2(r) corresponding to
the coded bits is provided by the SP demapper. The secengdiori input L2(s") corresponding to the data
bits s’ is provided by the USSPA and fed back to the URC-decoder.|&ilyithe URC decoder generates two
extrinsic outputd.2(r) and L2(s"), representing the data bitsands’, respectively, where the corresponding
EXIT functions of the URC decoder a[L2(r), L2(s")] and F,[L2(r), L2(s")], respectively. However, the
USSPA and the SP demapper only receives input from and mewdtput for the URC decoder. Therefore,
their corresponding EXIT functions akg[L}(s)] andF,[L3(r), E,/ No], respectively.

According to the EXIT chart analysis of iterative decodiag,infinitesimally low BER can only be achieved
by an iterative receiver, if there exists an open EXIT turibetiveen the two constituent decoders, so that
during the process of iterative decoding, the outer decatiits in the highest possible extrinsic information
Ie(outer) = 1, for a given inputz priori information as shown in Figure 5.36.

For the EXIT chart analysis of our proposed system the inteiaie URC decoder and the USSPA are
viewed as a single combined outer SISO module. The EXIT dfattte proposed benchmarker DSTS-SP-
URC-SBC scheme is shown in Figure 5.35 along with the EXIT curves ef §? demapper recorded for
the E;, /Ny values of8 to 13 dB. As seen from Figure 5.35, the EXIT cure of the combined o®&0O
module constituted by the DSTS-SP-URC-SB¢heme cannot reach the (1,1) point of perfect convergence
in the EXIT chart, since it intersects with the EXIT curve betinner SP demapper, which implies that an
infinitesimally low BER cannot be achieved. Additionallgetouter EXIT curve of the combined SISO module
recorded for the DSTS-SP-URC-SBC scheme is shown in Figig@ &long with the EXIT curves of the
SP demapper for variouk, /Ny values. Figure 5.36 shows that the joint EXIT curve of the B&&nd
URC decoder in the DSTS-SP-URC-SBC arrangement reachds, jepoint of the EXIT chart. Figure 5.35
and 5.36 also provide the Monte-carlo simulation based dlegatrajectories of the proposed system at the
E,/ Ny values considered. These trajectories were recorded hyirargpthe MI at the input and output of
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both the inner SP demapper and the joint outer SISO moduleditire bit-by-bit Monte-Carlo simulation of
the iterative decoding algorithm. Observe from the deapdiajectories of Figure 5.36 that f@¥, / Ny values
higher thar8 dB the DSTS-SP-URC-SBC scheme becomes capable of achievigtiestpossible extrinsic
information of Iz (outer) = 1 during the iterative decoding process. However the DSTSJBE-SBC is
unable to achieve this goal due to the intersection of theriand outer EXIT curves.
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Figure 5.35: The EXIT chart and simulated decoding trajectories of th& 8SP-SBC scheme of Figure 5.34
using the parameters of Table 5.1&gy Ny =8 to 13 dB. The outer EXIT curve employing the S%% scheme
of Table 5.16 havingy i, = 1, is unable to reach to th@, 1) EXIT-chart point.

5.6.7 System Performance Results

In this section, we present our overall performance redattshe proposed system model. For the perfor-
mance analyses of our proposed three-stage system modempleyed the H.264/AVC video source codec
with Akiyo video test sequence db frames, as detailed in Section 3.5. We consider the SP mamtula
scheme [251] of Section 5.2.1 associated with= 16 sphere-packing modulated symbols, while employ-
ing Anti-Gray Mapping (AGM¥ for source bits-to-SP symbol mapping. Our system desigsistad a two-
antenna-aided DSTS and a single receiver antenna arrangehine performance of the system was evaluated,
while considering various combinations of the system ftens I, and of the iterations within the outer
joint USSPA-URC system modulk,;. For the sake of increasing the confidence in our results,epeated
each 45-frame experiment 160 times and averaged the gedeesults.

2Any bit-to-symbol mapping, which is different from the grenapping is referred to as an AGM. The best AGM has to be found

also by EXIT-chart optimisation.
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Figure 5.36: The EXIT chart and simulated decoding trajectories of th& 8&P-SBC scheme of Figure 5.34
using the parameters of Table 5.18Ft/ Ny = 8 to 13 dB. As expected, the outer decoder’'s EXIT curve
employing the SBG ¢ scheme of Table 5.16 havimly; ,,;, = 3 approaches t¢1,1) EXIT point.

The BER performance of the error protection scheme emplisygitown in Figure 5.37. It can be observed
from Figure 5.37 as expected, that the DSTS-SP-URC-SBQGreehsinglsyst., = 5 System iterations results
in the best BER performance, when compared;{a.,, = 4 and3 for the same error protection scheme.
Additionally, it can be seen that the the DSTS-SP-URC-SB&heme results in the worst BER performance
due to its inability to reach the (1,1) point of perfect camgence.

Furthermore, th SNR versusE;, /Ny curve of the proposed error protection scheme is portrayétg-
ure 5.38. It may be observed in Figure 5.38 that the DSTS-BER-3BC scheme employing rageSBCs hav-
iNg dy,min = 3 and Lsysiem=5 System iterations results in the best PSNR performancessithe entireE;, / Ny
region considered. It is also observed in Figure 5.38 thanyderforming iterative decoding, while employing
an arbitrary rat% SBC results in the wordeSNR performance at the same overall code raté ,as given in
Table 5.18(a). Quantitatively, when using the DSTS-SP-L8BEC scheme of Table 5.18(a), &p/ Ny gain
of upto22 dB may be achieved relative to the DSTS-SP-URC-SB€heme at the PSNR degradation point of
2 dB, as shown in Figure 5.38.

Finally, the subjective video quality of the error protectischemes employed is presented in Figure 5.39.
The video frames presented in Figure 5.39 were obtained fyated retransmission of the received video
sequence using the same system With,.,, = 5 system iterations 30 times, in order to have a pertinent
subjective video quality comparison. Observe from FiguB93hat an unimpaired video quality is attained
by the DSTS-SP-URC-SBC scheme atByy Ny value of10 dB. However, video impairment persist for the
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DSTS-SP-URC-SBCscheme even at the hidh / Ny values of28.5 dB, 29 dB, 29.5 dB and30 dB, as shown
in Figure 5.39. The major findings of the consider error prdde schemes at PSNR degradation pointsadf 1

and 2B are summarisedin Table 5.17

Table 5.17:Performance Summary Table for the system of Figure 5.34

Schematic | Parameters | lterations | Video rate FEC Highest E,/Np at 1dB E,/Ng at 2B
Code rate| PSNR value| PSNR degradation PSNR degradation
1,(3) = 10.0dB 1:(3) = 9.64B
Figure 5.34| Table 5.18(a) 10 64 kbps 0.333 41.7582 1:(4) = 9.5dB ,(4) = 9.0dB
1,(5) = 8.64B 1,(5) = 8.54B
Code Rate
Error Protection Schemeg
SBC type Intermediate code| Overall
DSTS-SP-URC-SBC Rate% SBC[*2 § Rate-1 Precoder 1/3
DSTS-SP-URC-SBC Rate—é SBGy, ¢ Rate-1 Precoder 1/3
(a) Code rates for different Error Protection schemes.
System Parameters ‘ Value | System Parameters Value
Source Coding H.264/AVC | Video Bit Rate (Kbps) 64
Source Codec JM 12.1 | Video Frame Rate (fps) 15
Video Test Sequence Akiyo | Channel Coded Rate (Kbps) 192
No of Frames 45 | Baud-rate (Kbps) 96
Frame Format QCIF | Intermediate Code URC
No of 'P’ frames between 44 | Over-all Code Rate 1/3
two 'I' frames Code Memory 1
Time Period of 'I' frame (sec) 3 | Generator Polynomials
Use of 1/4-Pixel Motion Estimation Yes | URC (G, Gy) (3,2)s
Intra-frame MB update/frame 3
per QCIF frame Modulation Scheme SP
Use of 'B’ Pictures No | Number of Transmitterdy; 2
Use of FMO No | Number of Receiversy, 1
No of Frames Used for 1-Frame | Channel Correlated Rayleigh Fading
Inter-Frame Motion Search Normalised Doppler Frequency 0.01
No of Video Slices/frame 9 | Interleaver Length ~ (64000/15)
No of Video MBs/Slice 11 | No System Iteration$; 54,3

(b) Systems parameters used in the schematic of Figure 5.34

Table 5.18: Code rates and systems parameters used in the schematigiod bi34
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Figure 5.37: BER versus E/NOy performance of the various error protection schemes ofrEi§LB4 using the
parameters of Table 5.18.
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Figure 5.39: Subjective video quality of thé5" ” Akiyo” video sequence frame using (from top) DSTS-SP-
RSC-SBC and DSTS-SP-RSC-SB&chemes of Figure 5.34 using the parameters of Table 5.E8/a¥,
values of (from left)8.5 dB, 9 dB, 9.5 dB and10 dB for DSTS-SP-RSC-SBC ariztB.5 dB, 29 dB, 29.5 dB

and30 dB for DSTS-SP-RSC-SBC
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5.7 Chapter Conclusions

This chapter has the following findings,

e In Section 5.2 we evaluated the attainable performance efXEP schemes of Figure 5.2 proposed
in Section 3.10, which employed a sophisticated low-comigleSP modulation aided MIMO DSTS
scheme, relying on two transmit and one receive antenngemisng with CIR estimation. Explicitly an
E,/Ng gain of4 dB is attained in Figure 5.6 using UEP1 with reference to UER#|eran E/Ng gain
of 2 dB is achieved by the latter with reference to the EEP schemieeaPENR degradation point of
2 dB. Furthermore, with reference to the system setup of Se8tith, which utilised an identical coding
scheme, but dispensed with SP modulation aided DSTS trasi&mj in Figure 5.6 an A\, gain of
about10 4B is attained relative to Figure 3.26 of Section 3.10.

e In Section 5.3 we contrived the novel USSPA decoding scheitégoire 5.7 for the transmission of
an H.264/AVC coded video bit-stream, in order to exploit theidual redundancy, which inherently
remains in the coded bit-stream after source and channetlerlgcand for the sake of reliable extrinsic
informantion generation. The resultant USSPA assisted &l&d bit-stream was transmitted using the
DSTS aided SP modulation scheme of Figure 5.11 for attaiainijversity gain without the need for
any high-complexity MIMO channel estimation. Quantitativ an E/Ng gain of3 dB is attained using
UEP1 with reference to UEP2, while ap/B, gain of2 dB is achieved by the latter with reference to the
EEP scheme, at the PSNR degradation poirt @B. Furthermore, an N, gain of aboutl0 4B was
achieved compared to the PSNR-Y vg§, curves of Figure 5.10 in Section 5.4.3 to that of Figure 4.9
in Section 4.4.1. Both schemes consisted of similar typerifr gorotection schemes, but the former
dispensed with SP modulation aided DSTS transmission.

e Additionally, in Section 5.4 we incorporated the novel E@S&rangement of Figure 4.26 described in
Section 5.4.1, by appropriately apportioning the totalilalsée bit-rate budget between the source and
channel codecs, which results in an improved performanbepdSCD was employed. The SBC coded
stream after RSC encoding was transmitted using the SP atamiulaided DSTS transceiver shown in
Figure 5.11. Explicitly, an Ny gain of3 dB is attained in Figure 5.14 using the UEP1 with reference
to UEP2, while an /Ny gain of 1 dB is achieved by the latter with reference to the EEP scheme of
Table 5.14(a) scheme, at the PSNR degradation poidtid¥. Furthermore, we compared the PSNR-Y
vs E,/Ng curves obtained in Figure 5.14 of Section 5.4.4 to that ofifei¢8.26 of Section 3.10, both of
which consisted of similar error protection schemes, baifthmer dispensed with SP modulation aided
DSTS transmission. It is observed from Figure 5.10 that @hdggain of aboutlO dB can be achieved
with reference to Figure 4.9 of Section 4.4.

e In Section 5.5, the performance of SBCs was analysed usagytstem setup of Figure 5.11. Addition-
ally, in Section 5.5.3 the performance of the UEP SBC scheangdoyed was analysed with the aid of
EXIT charts. Explicitly, using the code rates of Table 5a)46r the different error protection schemes,
an E,/Ngy gain of aboutl2 dB was attained in Figure 5.27 using SBCs relative to Figuré 8igpensing
with SBCs, at the PSNR degradation poinflafB.
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e Furthermore, in Figure 5.34 of Section 5.6.2 a three-stagtes design was presented, which was
constituted by the serially concatenated and iterativelyoded EOSBCs and the precoded DSTS aided
multi-dimensional SP modulation scheme of Figure 5.3 dae=idgfor near-capacity joint source and chan-
nel coding. It was detailed in Section 5.6.7 that the emplaynof EXIT optimised SBCs, which de-
liberately imposed further artificial channel-coding redancy on the source coded bit stream provided
significant improvements in terms of ti&SNR versusE, /Ny performance, when compared to the
benchmarker scheme of Figure 5.34 employing equivaléat$8Cs, which were not optimised using
EXIT-charts for achieving the best possible iterative @gence behaviour. Additionally, the conver-
gence behaviour of the proposed system was analysed withidhaf EXIT charts in Section 5.6.6. It
was pointed out in the context of Figure 5.35 and 5.36 thabalyh the joint EXIT function of the non-
optimised inner SBC encoder and unity rate precoder camamtrthe point of perfect convergence at
(1,1), the joint EXIT function of the optimised inner SBC eder in conjunction with raté-precoder
can. The H.264/ SBC/ URC/DSTS-SP based three-stage desigmpée of Figure 5.34 and using SBCs
havingdy ,i» = 3 exhibited anE, /Ny gain of22 4B in Figure 5.38 at the PSNR degradation point of
2 dB relative to the identical-rate benchmarker employing egjent rate SBCs havingy; ,,i, = 1, as
detailed in Section 5.6.7.

5.8 Chapter Summary

In Section 5.2 we evaluated the performance of the dat#ipagd H.264 coded video transmission system of
Figure 5.3 using different UEP schemes. RSC codes were osdllef UEP of the video stream, while em-
ploying a SP modulation aided DSTS transmission schemenWsiag UEP, the perceptually more important
bits were provided with more strong protection relativeessl important video bits. Explicitly an,By gain

of 4 dB is attained in Figure 5.6 using UEP1 with reference to UER#leran E,/Nj gain of2 dB is achieved
with reference to EEP scheme, at the PSNR degradation gc2n{B.

Additionally, in Section 5.3 the USSPA was incorporated ahhias the additional capability of improving
error correction capability, hence enhancing the suljeatideo quality by exploiting the residual redundancy
that remains in the coded stream after encoding. The resWt&8SPA coded bit-stream is transmitted using
a DSTS aided SP modulation scheme for attaining a diversiiy githout the need for any high-complexity
MIMO channel estimation. Quantitatively, an/N, gain of 3 dB is attained using UEP1 with reference to
UEP2, while an /Ny gain of2 dB is achieved with reference to EEP scheme, at the PSNR déigragaint
of 2 dB.

In Section 5.4 an iterative detection aided combination 8CRand a SBC was used to improve the over-
all BER performance, which enhanced the objective videdityusxpressed in terms of PSNR. The SBCs of
Section 5.4 result in introducing intentional redundanctyhie source coded bit-stream, which assists the outer
decoder’s EXIT curve to reach to th{&, 1) point of the EXIT chart. The effect of different error protiec
schemes of Table 5.10(a) on the attainable system perfaenaas demonstrated in Figure 5.14, while keeping
the overall bit-rate budget constant for the transmissioR® H.264 source coded video over correlated nar-
rowband Rayleigh fading channels. Quantitatively, afiNg gain of3 dB is attained in Figure 5.14 using UEP1
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with reference to UEP2, while an, B, gain of1 dB is achieved with reference to EEP scheme, at the PSNR
degradation point o2 dB. Furthermore we compared the PSNR-Y vygNg of obtained in Section 5.4.4 to
that of Section 3.10, consisted of similar type of error getibn schemes, but dispensing with SP modulation
aided DSTS transmission. Its observed from Figure 5.10ahd,/Ny gain of aboutl0 dB can be achieved
with reference to Figure 4.9 of Section 4.4.

Additionally, in Section 5.5 EXIT charts were utilised indered to analyse the effect of the SBC coding
rate on the achievable performance of the UEP iterative JSi€egies of Table 5.14(a). Explicitly using the
code rates of Table 5.14(a) for different Error Protectiomesnes an N, gain of aboutl2 dB was attained in
Figure 5.27 using SBC relative to Figure 5.26 dispensingg BBC, at the PSNR degradation pointlafB.

Furthermore, in Figure 5.34 of Section 5.6.2 we considavedly optimised three-stage source and channel
decoding, while employing serially concatenated and titexly decoded SBCs combined with a URC and
multi-dimensional SP modulation. The resultant codedaigvas transmitted over non-coherently detected
DSTS MIMOs transceiver designed for near-capacity JSCBhawn in Figure 5.34. The performance of the
system was evaluated in Figure 5.34 by considering intesetdeo telephony using the H.264/AVC source
codec. The output bit-stream generated by the state-edithid.264/AVC video codec typically contain limited
natural residual redundancy. Therefore, to improve thereobustness of ISCD in Figure 5.34, SBCs were
incorporated in order to impose artificial redundancy ongberce coded parameters. The natural residual
redundancy of source coding and the artificial redundangosad by SBCs was iteratively exploited in the
architecture of Figure 5.34 in a turbo process to improvetieall BER in Figure 5.37 and the objective video
quality performance of Figure 5.38 quantified in terms ofRISNR. In Section 5.6.6 the convergence behaviour
of the MIMO transceiver advocated was investigated withdhlieof EXIT charts. Explicitly, the proposed
system of Figure 5.34 exhibits & / Ny gain of abou®2 dB in Figure 5.38 at the PSNR degradation point of
2 dB in comparison to the benchmarker scheme of Figure 5.38ingrout DSTS aided SP-demodulation as
well as iterative source and channel decoding, when ukjgg, = 5 system iterations, while communicating
over correlated narrow-band Rayleigh fading channelsggaildd in Section 5.6.7.



Chapter

Conclusions and Future Research

In this concluding chapter, we will first provide our oversltimmary and conclusions in Section 6.1. The major
findings of the thesis are summarised in Table 6.1 and TaBleThen a range of topics concerning potential
future research ideas will be presented in Section 6.2.

6.1 Thesis Summary and Conclusions

In this thesis, we have provided detailed transceiver des@mploying novel channel coding schemes de-
signed for enhancing the achievable performance of H.2@doviransmission systems. After a brief historical

perspective on the H.264 video codec in Section 2.2, we hawverenced with the characterisation of an UEP

Recursive Systematic Convolutional (RSC) coded videatrassion system in Section 3.10, as the first step to-
wards more sophisticated source-channel coded videatission systems. Our best performing near-capacity
design was presented in Section 5.6.2.

The findings of this thesis are summarised below,

e Chapter 1:
Chapter 1 provided a basic introduction to the different cmmly used concepts of video coding. As
detailed in Section 1.2, the video signal is generated byitieo camera in analogue format by scan-
ning a two-dimensional scene. Each video clip is comprigedrmimber of scanned scenes constituting
a frame. The number of lines per frame has a direct relatidtstbandwidth and resolution. Addi-
tionally, the number of frames per unit of time is anothetda@affecting the temporal resolution of the
video, which should always be kept above some specified valagoid video flicker. Additionally, in
order to facilitate video storage and compression, theognial video is converted into digital format, as
described in Section 1.3, using a sequence of operationh, asifiltering, sampling and quantisation.
Additionally, in Section 1.6 we have detailed the variousg®a formats obtained after the digitisation
process, such as the Source Input Format (SIF), Commonmiatiate Format (CIF), Quarter Source
Input Format (QSIF), Quarter Common Intermediate Form&Ig) etc.
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From the subjective and objective video quality evaluatimthods presented in Section 1.7 it was noted
that the PSNR may be unable to adequately characterise bjecBue human perception, since the
humans exhibit different sensitivity to distortions atfelient parts of the image. For example, a small
block of severely distorted pixels in the subjectively megé catching areas of the frame, such as the
human face of a speaker may attract the viewer's attentioshhamce it may be perceived as a large
distortion in the frame, although it may hardly affect thgeative PSNR quality metric owing to its
limited size.

After digitisation, the video sequence may be compresseiblmwing the sequence of operations de-
scribed in Section 1.8, including motion compensatiomaifitame coding, inter-frame coding, transform
coding, quantisation and entropy coding. The concept agbpytcoding was detailed in Section 1.8.3,
which is used to achieve further compression by reducingeédendancy among the symbols, by em-
ploying various VLC techniques. The idea of variable lengtiding is to assign a lower number of
bits to high-probability source symbols, while long coderggare assigned to symbols associated with
a low probability. Furthermore, the concept of Motion Comgeted Temporal Interpolation (MCTI)
is presented in Section 1.8.5.4 and from the results oldainmay be observed that despite the high
compression efficiency achieved by the employment of MCatdly any perceptual difference is ob-
served among the interpolated frame of Figure 1.17 in coisgarto the original frame presented in
Figure 1.11. Finally, the chapter was concluded by progdiriormation related to the building blocks
of video coding systems in Section 1.8.5.

e Chapter 2:

It was stated in Section 2.1 that the focus of the H.264 AV@daadisation activity was to design an
efficient and network-friendly video codec capable of sutipg a variety of applications. The design
of H.264/AVC was defined in form of two layers known as the \dd&oding Layer (VCL) and Network
Abstraction Layer (NAL) [76], as stated in Section 2.2. Tloeeccompression technique of H.264/AVC
is based on the VCL, while the NAL formats the stream outputh®\VCL, generating a specific format
suitable for various transport layers in multi-stream npléing environments, in order to be as inde-
pendent of the transport network as possible. It may be oded from Section 2.3 that just like the
standard video codecs, such as H.261, H.263, H.264/AVC, GIRE2 and 4, the H.264 scheme is also
based on the hybrid video coding concept, consisting of ebametion of video coding techniques, such
as motion compensation and transform coding.

Additionally, Section 2.4 provided further details abohe tdifferent features contained in the H.264
coded stream, such as its network-related adaptation itigpdts flexible bit stream structure and er-
ror resilience. In order to improve its motion compensatiapability and to minimise the appearance
of blocking artifacts in highly motion-active areas of tmarhe, the H.264/AVC codec supports the IN-
TRA_4x4 intra-frame prediction mode used for the predictionhaf tuminance component Y. In the
INTRA _4x4 mode a macro-block of 16x16 picture elements is pantdibinto sixteen 4x4 sub-blocks
and motion prediction is applied separately for each 4x4tdabk, as described in Section 2.5.

The advantages of using the small transform block sizegitleskcin Section 2.5.3 were;

— The smaller block size of 4x4 instead of 8x8 pixels faci@tabetter motion estimation for small
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objects of both in the inter- and intra-frame coded mode. fesalt, the residual signal has a lower
spatial correlation and results in an efficient reductionafelation.

— The smaller transform size results in reduced artifactaraddhe block edges, such as mosquito

noise or ringing artifacts.

— The smaller transform size also results in reduced compuottcomplexity owing to its smaller
processing word-length.

Furthermore, in comparison to the previous standards tRé4Hcodec provides significant improve-

ments, including;

— Enhancement in motion compensation by using high-accuramtjon vectors and multiple refer-
ence frames, as described in Section 2.5.2.

— Employment of an integer transform, instead of the clas€i@[as presented in Section 2.5.3.
— Adaptive in-loop de-blocking filter which was detailed incBen 2.5.4.
— Enhanced adaptive entropy coding, as highlighted in Se&i6.

e Chapter 3:
In Section 3.6 we elaborated on the hierarchical structitbeoH.264 coded video stream and its bit-
stream syntax. As depicted in Figure 3.12, the hierarclstatcture of the H.264 video stream consists
GOPs, which are composed of a number of frames, while theefsaane sub-divided into slices. The
slices are composed macroblocks, which in turn are compaofsiedir 8x8 pixel blocks. Furthermore, it
was observed from the bit-stream syntax of the H.264 videlecpictorally presented in Figure 3.13 of
Section 3.7 that various coding elements, such as the Stde Brefix, Information Bytes, Sequence Pa-
rameter Sets and Picture Parameter Sets were encapsulabedNAL unit. In Section 3.8 we observed
that the H.264 Data-Partitioning (DP) may generate thréstlings per slice referred to as partitions,
hosting different-sensitivity classes and this providesvith the ability to protect the different sensitiv-
ity classes based on their relative importance. Moreowegdction 3.9 we performed a detailed error
sensitivity study for the partitions A, B and C of the H.26¥(& coded video stream. It was observed
that in the H.264 video stream, partition A is the most imaorttype of partition, followed by Partition
B and then Partition C. Furthermore, in Section 3.10, we @sed UEP H.264/AVC coded video trans-
missions using RSC codes. Based on the sensitivity studedid 3.9, the performance of the RSC
coded system setup was analysed for the transmission ofRh&ided H.264/AVC coded bit-stream. We
have demonstrated in Section 3.10 that by using UEP emgl@irappropriate bit-rate budget allocation
to the different partitions of the H.264/AVC coded video é&d®n their relative importance resulted in
useful PSNR improvements, as depicted in Figure 3.26. Eiffglian E,/Ny gain of4 dB was attained
using UEP1 over UEP2, while an,B/, gain of3 dB was achieved with reference to the EEP scheme, at
the PSNR degradation point 2fB.

The performance of a DP H.264 coded video transmissionrsyssing the UEP IRCCs of Table 3.9(a)
was evaluated in Section 3.11. We considered the varioasmatection schemes designed for the trans-
mission of H.264/AVC coded video using the serially connated turbo transceiver of Figure 3.27, con-
sisting of an EXIT-chart-optimised outer IRCC and ratener precoder. When using the UEP scheme of
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Table 3.9(a), the perceptually more important bits wereigierd with more strong protection relative to
less important bits. The iterative detection aided contimnaf the IRCC and the raté-decoders seen in
Figure 3.27 were used to improve the overall BER performamckto enhance the objective video qual-
ity expressed in terms of the PSNR. The effect of the diffeeeror protection schemes of Table 3.9(a) on
the attainable system performance was demonstrated, kdglging the overall bit-rate budget constant
for the transmission of DP aided H.264 source coded videtrdosmission over correlated narrowband
Rayleigh fading channels. In Section 3.11.3 we exploitedhigh design flexibility of IRCCs, which
is constituted by a family of different-rate subcodes, whilaintaining an excellent iterative decoding
convergence performance. Additionally, as a benefit ofgudiifferent-rate subcodes, IRCCs have the
capability of providing UEP for the H.264 coded video streaimdetailed in Section 3.11.3. The EXIT
chart matching procedure of Section 3.11.4 was used fordhigyd of our specific IRCC.

Finally, in Section 3.11.4 EXIT charts were used for analgghe attainable system performance of the
various IRCC-based error protection schemes of Table 3.Bfalicitly, our experimental results of Sec-
tion 3.11.5 demonstrated that the proposed UEP scheme I®C1Qs outperforms its EEP counterpart
employing regular convolutional codes by ab0itdB at the PSNR degradation pointbfi B, as shown

in Figure 3.33. Moreover, the convergence behaviour of ylséesn of Figure 3.27 was analysed using
EXIT charts in Section 3.11.4.

e Chapter 4:

It was observed in Section 4.3 that in ISCD both the sourcechiadinel decoder exploit the residual
redundancy for error correction and to determine, whereethers occurred and how to correct them.
Furthermore, in Section 4.4 we analysed the beneficial tsffafcsoft-bit source decoding on the achiev-
able performance of the iterative video decoding schememiré 4.6. The source video stream was
encoded using the sophisticated state-of-the-art H.28&lowtodec operated at a low target bit-ratébf
kbps. Explicitly, an B,/Ny gain of5 4B was attained in Figure 4.9 using the UEP1 scheme of Tabla@.4(
in comparison to UEP2, while an,B, gain of 3 dB was achieved by the latter with reference to the
corresponding EEP scheme, at the PSNR degradation pdiri Bf Additionally, it was observed from
the results of Figure 3.26 and 4.9 that the USSPA aided iiterdecoder using RSC codes resulted in
a modest performance improvement relative to the ideniealp of Figure 3.26 dispensing with the
iterative USSPA scheme, as described in Section 3.10.1.r8dson for this modest performance im-
provement was the lack of sufficient residual redundanchérbit-stream, which was encoded using the
sophisticated state-of-the-art H.264 video codec opefate target bit-rate a4 kbps, for example.

In Section 4.5 we imposed further artifical redundancy orctied video stream in order to improve the
attainable iterative decoding performance. We proposacdyf of EOSBCs in Section 4.5.1, which was
designed for guaranteed convergence in soft-bit assitgrative joint source and channel decoding, and
hence facilitated improved iterative USSPA operationse DR H.264 source coded video was employed
to evaluate the attainable performance of our system usBfgHE assisted iterative USSPA decoding in
conjunction with RSC codes for transmission over correlai@rowband Rayleigh fading channels. The
effect of different SBC schemes having diverse minimum Hamgndistancesd;; ,,;,;) and code rates
on the attainable system performance was characterisamh uging iterative USSPA channel decoding,
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while keeping the overall bit-rate budget constant by appately partitioning the total available bit rate
budget between the source and channel codecs. Naturathgoal was to improve the overall BER
performance and to enhance the objective video qualityesged in terms of the PSNR.

Additionally, in order to analyse the effects of differenbtion activities on the performance of the
video coding setup of Figure 4.10, we considered diverseovigst sequences, such as the "Akiyo”,
"News” and the "Foreman” clips. The test sequences comsilerere encoded using the H.264/AVC
codec, while considering the system parameters of Tabl@y.9Ve utilised the system architecture
of Figure 4.10, while considering the parameters of theyursite scheme from Table 4.9. It can be
observed by viewing these video sequences that the "Newlgbviequence has a higher motion activity
than our original "Akiyo” video sequence. Similarly, thediEeman” video sequence has a higher motion
activity than the "News” video clip. The BER versug/BEg performance of the video test sequences
considered is presented in Figure 6.1. It can be observed Figure 6.1 that the resultant BER versus
E,/Ng performance is the same, regardless of the video test seegieansidered. Similarly, the PSNR-Y
versus /Ny performance of the "Akiyo”, "News” and the "Foreman” videsst sequences is shown in
Figure 6.2. It can be observed from Figure 6.2 that the obgeideo quality of the low bit-rate video
coding configuration of Table 4.9 is dependent on the amolumtodion activity within the video scene.
The "Akiyo” video sequence associated with the lowest mo#otivity has the best PSNR performance
relative to the "News” video sequence. Similarly, due tohifgh motion activity of the "Foreman” video
sequence, the "News” video sequence has a better objedtige guality than the "Foreman” sequence
in the E,/Ngy range considered in Figure 6.2.
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Figure 6.1: BER versus E/N, performance of the "Akiyo”, "News” and the "Foreman” videsst sequencies

using Ratel error protection schemes of Table 4.9(a), witilizing the system architecture of Figure 4.10
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Figure 6.2: PSNR-Y versus Ny performance of the "Akiyo”, "News” and the "Foreman” videsst sequen-

cies using Ratel error protection schemes of Table 4.9¢dle wtilizing the system architecture of Figure 4.10

In Section 4.5.5 EXIT charts were used for analysing thdrettde system performance. We observed
from the decoding trajectories of Figures 4.12, 4.13, 4ridi4 15 that the convergence behaviour of the
EOSBCs considered degrades upon increasing their codiag Eaplicitly, our experimental results of
Figure 4.21 show that the proposed error protection schesimg mate% EOSBCs havingly in = 6
outperforms the identical-rate EOSBCs havihg,,;, = 3 by about2.5 dB at thePSNR degradation
point of 1 dB. Additionally, anE; / Ny gain of 8 dB was achieved in Figure 4.21 compared to the gate-
EOSBC havingdy i, = 2 and an identical overall code-rate. Furthermore EgniNy gain of 25 dB
was attained in Figure 4.23 at the PSNR degradation poihtddf, while using iterative soft-bit source
and channel decoding with the aid of r%teEOSBCs relative to the identical-rate benchmarker.

Furthermore, as seen in Figure 4.26 of Section 4.6, we agthlye performance of the proposed EOSBC
algorithms using a Rate-1 precoder as our inner code. Indpet16.3 EXIT charts were used to record
the Monte-Carlo simulation based decoding trajectorigb@f/arious error protection schemes employ-
ing the different rate} outer EOSBCs as well as using the ratiemer precoder detailed in Table 4.11(a).
It was observed in Section 4.6.3 that as expected, the amwes behaviour of the EOSBCs improves
upon increasingy i,. Explicitly, the H.264/SBC/rate-1 precoder design exargthibited arE, / Ny
gain of3 dB in Figure 4.32 at th€ SN R degradation point of dB, when using SBCs havinty; i, = 6
compared to the identical-rate EOSBCs havihg,,;, = 3. Moreover, anE,/Np gain of27 dB was
attained in Figure 4.34, when using iterative USSPA sounckchannel decoding with the aid of ra&e—
EOSBCs relative to the identical-rate benchmarker of FiguR6.

Moreover, in Section 4.7 further redundancy was introduodtie source coded streams by transform-
ing the EOSBC algorithms of Section 4.5 in a systematic wayickvresulted in a further increase in
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the dy ,,in Of the generated symbols. It was observed from Figures 4.38, 4.39, and 4.40 that the
convergence behaviour of the EOSBC coding improves uparastgd g iy

Our design of Figure 4.35, which was based on the H.264, RSIMRHBC constituent components,
exhibited anE;, /Ny gain of 5 dB in Figure 4.42 at th®?SNR degradation point o2 4B, when using
the RSI\@ scheme of Table 4.14 associated with,,;, = 4 compared to the employment of the R?M
havingdy yin = 2, which in turn outperformed the R%\huaving both anidenticaly ,,;,, and an identical
overall system code-rate by abdutiB at the PSNR degradation point 02 dB. Moreover, anE,/ Ny
gain of20 dB was attained in Figure 4.44 using iterative USSPA sourcechadnel decoding with the
aid of the RSI\% of Table 4.14 relative to the identical-rate benchmarkeFfigfire 4.35 dispensing with
RSM.

e Chapter 5:
In Section 5.2 we evaluated the performance of the UEP schefriégure 5.3 proposed in Section 3.10,
which is a sophisticated low-complexity SP modulation diliMO DSTS scheme, consisting of two
transmit and one receive antenna, dispensing with CIR astm Explicitly, an E/N¢ gain of4 dB
was attained in Figure 5.6 using the UEP1 scheme of Tabl@)bvdth reference to UEP2, while an
E,/Ny gain of2 dB was achieved with reference to the EEP scheme, at the PSNRdagign point of
2 dB. Furthermore, with reference to the system setup of Se8titih which utilised the identical coding
scheme of Figure 5.3 but dispensed with SP modulation aid&tdaransmission, in Figure 5.6 ay/'By
gain of aboutl0 dB was attained relative to Figure 3.26 of Section 3.10.

Additionally, in Section 5.3 we contrived the novel USSPAIs® and channel decoding arrangement of
Figure 5.7 for the transmission of an H.264/AVC coded vidéestoeam, in order to exploit the resid-
ual redundancy, which inherently remained in the codedtbitam after source and channel encoding.
The resultant arrangement contributed towards the religbheration of extrinsic informantion. The
resultant USSPA UEP aided bit-stream was transmitted ubied>STS aided SP modulation scheme
of Figure 5.7 for attaining a diversity gain without the nded any high-complexity MIMO channel
estimation. Quantitatively, an,BNy gain of 3 dB was attained in Figure 5.10, when using the UEP1
scheme of Table 5.3(a) in comparison to UEP2, while giiNggain of2 dB was achieved by the latter
with reference to the EEP scheme at the PSNR degradationh gfdniB. Furthermore, an Ny gain

of about10 dB was achieved, when comparing the PSNR-Y y&\g curves of Figure 5.10 to those of
Figure 4.9, where the latter relied on similar error pratetschemes, but dispensing with SP modulation
aided DSTS transmission.

Furthermore, in Section 5.4 we incorporated a novel SBCraehtgy partitioning the total available bit-
rate budget between the source and channel codecs, whittedsis an improved performance, when the
ISCD scheme of Figure 5.11 was employed. After RSC encotliea@BC coded stream was transmitted
using the SP modulation aided DSTS transceiver of Figurg. E=kplicitly, an E/Ng gain of3 dB was
attained in Figure 5.14 using the UEP1 scheme of Table 5.006 the UEP2 scheme, while ap/BHy
gain of1 dB was achieved by the latter with reference to the EEP schethe &SNR degradation point
of 2dB. Furthermore, we compared the PSNR-Y y&N\g curves of Figure 5.14 obtained in Section 5.4.4
to those of Figure 3.26 in Section 3.10, which employed simiype of error protection schemes, but
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dispensed with SP modulation aided DSTS transmission. dtalaerved from Figure 5.10 that ay/[&,
gain of aboutl0 dB can be achieved with reference to Figure 4.9 of Section 4.4.

Moreover, in Section 5.5, the performance of EOSBCs wagaedlusing the system architecture of Fig-
ure 5.11. Additionally, in Section 5.5.3 the performancéhefUEP SBC scheme employed was analysed
with the aid of EXIT charts. Explicitly, when using the codgas of Table 5.14(a) for the different error
protection schemes, an /M, gain of aboutl2 dB was attained in Figure 5.27 using EOSBCs relative to
the results of Figure 5.26 dispensing with SBC, when obskat¢he PSNR degradation point bl B.

Finally, in Figure 5.34 of Section 5.6.2 a three-stage systesign was presented, which was constituted
by serially concatenated and iteratively decoded EOSB@aamecoded DSTS aided multi-dimensional
SP modulation scheme designed for near-capacity jointcscamd channel coding. As detailed in Sec-
tion 5.6.7, the employment of EOSBCs, which deliberatelpased further artificial redundancy on the
source coded bit stream provided significant improvemeantsrims of thePSNR versusE;, /Ny per-
formance, when compared to the benchmarker scheme empleginvalent-rate EOSBCs, which were
not optimised for achieving the best possible iterativeveogence behaviour. Additionally, the conver-
gence behaviour of the system of Figure 5.34 was analysddtiétaid of EXIT charts in Figure 5.35
and 5.36 of Section 5.6.6. It has been pointed out in the gbofa-igures 5.35 and 5.36 that although
the joint EXIT function of the non-optimised inner EOSBC eder and unity rate precoder cannot reach
the point of perfect convergence at (1,1), the joint EXITdiion of the optimised inner EOSBC encoder
operating in conjunction with the rafeprecoder can. The H.264/ SBC/ URC/DSTS-SP based three-
stage design example of Figure 5.34 using SBCs haljng;, = 3 exhibited anE, / Ny gain of22 4B in
Figure 5.38 at the PSNR degradation poin2a@fB relative to the identical-rate benchmarker employing
equivalent-rate EOSBCs having; ,,i; = 1, as detailed in Section 5.6.7.
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Table 6.1: Thesis Summary Table

Chapter# | Schematic | Parameters| Iterations | Video rate | FEC | Highest | Error E,/No[dB] at | E,/Ng[dB] at
code | PSNR | protection 14B PSNR 2dB PSNR
rate value | scheme degradation | degradation

EEP 5.0 4.8

Chapter 3| Figure 3.27| Table 3.9 10 64 kbps 0.7 41.7 UEP1 55 51

UEP2 4.8 4.6
EEP 37.0 33.5
Figure 4.6 | Table 4.4 10 64 kbps 0.5 41.7 UEP1 30.0 35.0
UEP2 35.0 31.0
% SBG,, 5 3.0 1.5
R=3 SBCj3, 4 | 35 25
R=2 SBCy 5 | 4.0 3.0
Figure 4.10| Table 4.9 10 64 kb 0.25 | 41.7 _
'gure avle ps R=2SBCs ¢ | 5.0 35
R=} SBCy ¢ | -1.7 -2.0
R=1 SB -3.2 -3.5
Chapter 4 8 C[S’ )
R=} SBCy, 1y | -3.7 -3.8
R=} SBGs, 15 | -4.0 -4.1
3 SBGy, ¢ -2.0 0.5
Figure 4.26| Table 4.11 10 64 kb 0.33 | 417 _
gure abe ps R=} SBC; g | -1.7 -16
R=} SBCy 13 | -15 -1.8
R=1 SBCs, 15 | 1.0 2.2
238G 3.0 1.5
=3
R=3 SBC} 35 25
-4
R=2 SBCG, 3.7 3.0
Figure 4.35| Table 4.15 10 64 kbps 0.25 41.7 _5
9 P R=2 SBC 4.5 3.2
1
R=1 SBG -3.1 -3.2
R=1 SBG -2.2 2.2
R=1 SBCY? -2.3 -2.8
R=1 SBCL? -2.7 -2.9
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Table 6.2: Thesis Summary Table

Chapter# | Schematic | Parameters| Iterations | Video rate | FEC | Highest | Error Ey/Ng[dB] at | E,/Ng[dB] at
code | PSNR | protection | 1dB PSNR 2dB PSNR
rate value | scheme degradation | degradation

EEP 26.0 24.0
Figure 5.3 | Table 5.3 10 64 kbps 0.5 41.7 UEP1 28.0 245
UEP2 24.0 22.0
EEP 24.0 23.0
Figure 5.7 | Table 5.6 10 64 kbps 0.5 41.7 UEP1 26.0 24.0
UEP2 22.5 21.0
Chapter 5
EEP 14.5 15.0
Figure 5.11| Table 5.10 10 64 kbps 0.5 41.7 UEP1 135 14.5
UEP2 16.5 17.5
EEP 13.5 13.0
Figure 5.11 | Table 5.14 10 64 kbps 0.33 41.7 UEP1 13.0 125
UEP2 15.2 14.5
1:(3) 8.6 9.6
Figure 5.34 | Table 5.18 10 64 kbps 0.33 41.7 1:(4) 9.5 9.0
1/(5) 10.0 8.5
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6.2 Future Work

The main features of wireless video and multimedia apptinatinclude a high compression efficiency, conve-
nient integration of the coded video into heterogeneousnaonication networks and enhanced error-resilience
features. The support of all these features makes the H\?64¢odec an attractive candidate for all wireless

applications, including Multimedia Messaging ServicedB), Packet-Switched Streaming Services (PSS)
and conversational applications. Therefore, given thefigal properties of the H.264 coding standard, we
will focus our future research suggestions on utilisingth264 coding standard for different video coding and

transmission scenarios.

6.2.1 Efficient Coding/Transmission of High Bit-Rate Video

High bit-rate distributive broadcast video applicationstsas High Definition Television (HDTV) have differ-
ent requirements compared to low-bit rate video. TypicallNBystems employ 1280x720- and 1920x1080-
pixels standard resolution images scanned at 60 framesided¢iDTV overcomes most of the limitations of
Standard Digital TV (SDTV), which is unable to provide highality results for large-screen TVs and pro-
jectors. It seems likely that in the future all European HDapplications may be H.264 based. The limiting
factors of low bit-rate video coding applications such ag fwocessing power and low transmission band-
width requirements are typically less stringent for highirbie video. Therefore, more sophisticated source
and channel coding techniques can be utilised for the salietoéving an improved performance.

The H.264/AVC FRExt amendment described in Section 2.84ifips three further nested sets of profiles
in addition to the main profile. These profiles extend the biitias of the standard to provide services for
more advanced applications, such as high-definition coasapplications, including HDTV and high-quality
computer monitors. Hence itis beneficial to extend our curegperience with using the H.264 main profile de-
scribed in Section 2.8.2 to the H.264/AVC FREXt profile andlgse the attainable performance improvements
using JSCD techniques.

6.2.2 Scalable Video Coding/Transmission

Scalable video coding may be designed for graceful degmdat error-infested transmission environments
along with its capability to adapt different formats andtaites along with power adaptation [113, 256—-258].
It allows the decoding of partially received bit-streamgtovide video services at reduced temporal or spatial
resolutions. As the achievable reconstructed video quialitlosely related to the partial bit-stream rate, this
allows us to support both low- and high-bit rate video atlans. As part of our future work, we will extend
our current video coding investigations to scalable vide@rder to exploit the redundancy among the base-
layer and the enhancement layers of the SVC coded stream th&iH.264 SVC codec.

Our investigations were based on a fixed modulation/codingrmes. However, it is unrealistic to expect
that a fixed-rate scheme remains capable of delivering daon®0S in the face of channel-quality fluctuations
reaching 4QiB. Fortunately, scalable video coding is capable of delingthe video at the specific bit-rate
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facilitated by the instantaneous channel quality, whengi$br example High-Speed Packet Access (HSPA)
style near-instantaneously adaptive transceivers [B%3;261].

6.2.3 3D Video Coding/Transmission

Current 3D video research activities include 3D contenatime, coding/compression, transmission and dis-
play. Further research activities in this area may focus DrviBleo coding/compression and error-resilient
transmission, since 3D video based on multi-view codingégiving significant attention among researchers [262—
266]. The idea is to efficiently encode multiple camera vieWse community’s interest is in the generation of
highly compressed multi-view streams based on inter-viediption in order to exploit the redundancy among
multiple views.

The successful implementation of H.264/AVC substantiatintributed towards stimulating the recent in-
terest in 3D and multi-view coding. The coding gain achielagdhe H.264/AVC scheme can be utilised to
create 3D and multi-view television. H.264/AVC based videding is efficient, and the coding artefacts are
relatively low, hence H.264/AVC based 3D services may beetqa to emerge in the near-future. H.264/AVC
is also used for the compression of different stereo-scoigws, where the inherent redundancy among the
stereoscopic views is exploited using inter-view predit{i267]. In the future we will invoke our existing cod-
ing techniques along with a range of other sophisticatedegiies in order to exploit this inter-layer redundancy
for the robust encoding of low-bit rate multiview video.

6.2.4 \Video Over IP

Video over IP has found its way into SKYPE, which combinesekpaswitched network with streaming video.
Unlike data transfer over IP, the video-streaming qualiyyrbe evaluated in real time at the end point. Further-
more, the quality is not solely a function of the video codeoftthe network bandwidth, but of a combination
of both. Unlike data integrity, the video quality dependsaooombination of receiving reliable packets at a
high throughput, while bearing in mind that different typdfspackets may have different importance. Since
severe video quality degradation may occur during networigestion, layered video transmission associated
with Differentiated Services (DiffServ) [268] may be usedhere different video layers are mapped to different
priority levels. Similarly, different IP packets assoei@twith different priorities receive different treatment
within the network, which results in a graceful degradatidrihe attainable video quality. Various layering
mechanisms, such as DP , temporal scalability and SNR dlifglalan be utilised to maximise the perceived
video quality for transmission in certain network condio Scalable video coding associated with built-in
scalability features provides the best solution for thigetpf environment.

This application requires the additional employment olge&dayer FEC schemes, such as Fountain Codes [269]
or Luby Transform (LT) codes [270] for the sake of recoveriihg packets that may have been dropped owing
statistical multiplexing induced packet-loss events atrthuters.
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6.2.5 Digital Video Broadcasting

Digital Video Broadcast (DVB) employs a suite of open staddaincluding DVB over satellites (DVB-
S) [271], DVB over Terrestrial (DVB-T) [272], DVB over cab({®VB-C) [273] and for transmission to hand-
held mobile devices (DVB-H) [274,275]. These distributgystems differ mainly in terms of their modulation
scheme used. DVB provides different features, includingTMver broadcast networks, in order to enable
video broadcast to mobile pocket TV receivers, TV receivwengehicles, while supporting the flexible choice
of image, audio and HDTV quality, which may be achieved viargeractive channel between the viewer and
network operator. The capabilities provided in the form DMBor hand-held devices include the support of
mobility, smaller screens and antennas, indoor coveradhereliance on battery power [179] [275].

Our existing designs, which relied on using H.264 video sgdind transmission are also applicable to
DVB type systems, noting that further performance improsets may be achieved, since DVB signals can
tolerate longer interleavers and hence exhibit an incteaser resilience.

6.2.6 Exploiting Redundancy in The Video Domain:

We analysed different ISCD strategies in order to explatrisidual redundancy of the source. The extrinsic
information obtained after exploiting the residual redammcl was exchanged iteratively between the constituent
decoders in order to assist each other in subsequentdtesafl he philosophy of ISCD can be extended to the
video domain in order to more efficiently exploit the highredation among the consecutive frames.

6.2.7 Cooperative Source and Channel Coding For Wireless ®feo Transmission:

In our future work we will also consider the joint optimigaiiof the proposed video source and channel coding
strategies in combination with cooperative communicaf#6, 277] to improve the decoded video quality.

6.2.8 3D EXIT Chart Based Three-Stage System Design Usingeltative Detection Aided H.264
Wireless Video Telephony

In Figure 5.34 of Section 5.6.2 we advocated a three-stagglgeoncatenated scheme, which was designed
for near-capacity operation employing two iterations kestw the inner decoder and the intermediate code’s
decoder, which were referred to as inner iterations, as asaietween the outer code’s decoder and the inter-
mediate code’s decoder, which were termed as outer itagtibhe performance of the system was analysed
in Section 5.6.6 using 2D EXIT charts, which considers thermediate URC decoder and the USSPA source
decoder as a single combined outer Soft-Input Soft-OuplB@®) module. However, this figure does not char-
acterise the convergence behaviour of the URC decoder ahe &fSSPA source decoder alone. Therefore, in
our future work we will perform 3D EXIT chart analysis of thigstem in order to provide more close insights
for this sophisticated three-stage system design.
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6.2.9 Distributed Video Coding

The recent video coding strategy encouraged by the infiom#teoratic results published by Slepian and
Wolf [278] for lossless source coding as well as by Wyner aivdZ79] for lossy source coding resulted in a
new video paradigm for video coding, known as distributetbwicoding. The conventional video compression
standards, such as ISO MPEG [280] schemes or ITU-T recomatiend H.263 [281] and H.264 [84] exploit
the source redundancy at the encoder. These encoders atedrathe assumption that the video is encoded
once and decoded several times. However, the developmeithafiplink media applications such as multi-
media sensor networks, mobile video phones, PDAs, wirddgtep cameras etc., imposed the requirement of
low-complexity encoders, shifting the processing comipjeto the decoder. In distributed video coding the
computationally complex task of motion estimation is gdfto the decoder. A similar video coding paradigm
based on the principles of coding with side information hesrbdeveloped by Puri and Ramchandran, which
was presented under the acronym PRISM (power-efficientystolnigh-compression, syndrome-based multi-
media coding) in [217,282,283]. In recent years considerasearch efforts have been dedicated to the design
of distributed video coding systems [284—286)].

As part of our future work we will consider video quality apisation in distributed video coding scenarios,
while employing different cooperative and iterative jagoiurce and channel coding strategies.
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