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Magnetic exchange spring systems have potential applications in (i) the next generation of permanent magnets and (ii) storage elements in information systems. However any practical realization of this potential will involve a study of non-ideal exchange spring behaviour. Within the context of molecular-beam-epitaxy(MBE)-grown DyFe\textsubscript{2}/YFe\textsubscript{2} superlattices, two non-ideal processes are examined in this work. The first involves the anisotropy of the so-called hard pinning DyFe\textsubscript{2} layer. At room temperature, the anisotropy of the Dy pinning ions is reduced substantially, and approaches that of the so-called soft YFe\textsubscript{2} layers, which is usually neglected. In this regime, the magnetic switching process becomes more complicated. The latter has been studied experimentally using the magneto-optic Kerr effect (MOKE), at room temperature. This work was also complimented by 1D computer simulations, involving numerical solution of the Landau-Lifshitz-Gilbert equations. In contrast to the well accepted low-temperature behaviour, both the MOKE and computer simulations show that the anisotropy of the soft YFe\textsubscript{2} layers now plays a significant role in determining the coercive/switching field, even though exchange-springs are formed in the YFe\textsubscript{2} layers. Thus the well established bending field relationship $B_B \propto 1/t_s^2$ found at low temperatures, is not obeyed.

The second non-ideal exchange process studied involved the deliberate insertion of a few hard DyFe\textsubscript{2} layers, directly into the middle of the soft YFe\textsubscript{2} layers. This inevitably injects anisotropy into the `soft' YFe\textsubscript{2} layers, which should give rise to irreversible processes as the exchange springs wind-up and unwind. At low temperatures, irreversible exchange spring processes were observed for fields applied along both the [00\bar{1}] and [\bar{1}10] axes of MBE-grown (110) DyFe\textsubscript{2}/YFe\textsubscript{2} multilayer samples. For fields applied along the [00\bar{1}], vibrating sample measurements reveal that there are two irreversible exchange processes. The experimental results are complemented by 1D Object Oriented Micromagnetic Framework (OOMMF) simulations. It is shown that deliberate doping of the magnetically soft layers, with one or two hard mono-layers, can modify exchange spring behaviour, substantially. Similar behaviour was observed in a superlattice sample with soft YFe\textsubscript{2} layers doped with DyFe\textsubscript{2}. 
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Chapter 1

Introduction and background

The concept of ferromagnetic (FM) exchange-spring magnet was first proposed to increase the energy product $(BH)_{max}$, the figure of merit, of a permanent magnet. Later, it was found that exchange-spring magnets could also provide a potential solution to the superparamagnetic limit problem in information technology. Here, molecular beam epitaxy (MBE) grown antiferromagnetically (AFM) coupled DyFe$_2$/YFe$_2$ bilayers are used to examine non-ideal characteristics in exchange-spring systems. Material parameters, needed to interpret the experimental data, are also given in this chapter. Finally, magnetization dynamics and domain walls are discussed, briefly, to facilitate the understanding about the exchange-spring formation process.

1.1 Introduction of exchange-spring systems

Before the era of high-density information technology, the most important application of magnetic materials centred on their ability to store energy as permanent magnets. Conventionally they have found applications in motors, generators and actuators. Later, following the development of computers, magnetic storage in the form of hard magnetic disks, has become of paramount importance. However, common to all applications, the energy product $(BH)_{max}$ is still used as the figure of merit. This is illustrated schematically in Fig. 1.1, which shows a $B$-$H$ loop for an ideal uniaxial magnet. Hence the product $BH$ is a maximum at the coercivity $H_c$, as in the case shown in Fig. 1.1. For this statement to be true, we have assumed that the coercivity is less than half of the remanent magnetization value ($H_c < M_r/2$).

There are two ways to increase the energy product: One is to increase the coercivity, and the other is to increase the remanence magnetization at the coercivity, $B_c$. Due to the strong exchange interaction in 3d transition metals and high density of magnetic ions, the magnetization value is very high. But transition metals are usually
characterized by negligible coercivity. On the other hand, the coercivity of rare-earth transition-metal (RE-TM) intermetallic compounds is very high, due to the strong crystal field at the rare-earth sites. However, their magnetization values tend to be smaller than, say, Fe, due to (i) the cancelation between the orbit and the spin moments for the first half of the 4f series and (ii) the AFM coupling between the rare-earth elements and the transition metals for the second half. To overcome this dilemma, the concept of exchange spring was put forward [1]: Here, one can hope to utilize the high magnetization of transition metals and the high coercivity of RE-TM intermetallic compounds by forming a exchange-coupled, alternating, hard/soft composite planar structure, as shown in Fig. 1.2.

For FM exchange coupling, the moments of both the hard and the soft layers are parallel at remanence. But an applied negative field will create deviation from the perfect aligned state in the soft phase first. In general, the hard phase will pin the soft layer through exchange coupling, thus increasing the coercivity. The natural result of this gradual rotation of the soft magnetization, i.e. the setup of an exchange spring (see Fig. 1.3) in the soft phase, will result in a decrease in energy product, due to the reduction in remanent magnetization. The field corresponding to the first appearance of exchange springs is defined as the bending field, $B_B$. Mathematically, for an ideal, uniaxial exchange spring ferromagnet, $B_B$ corresponds to the transition field from uniform to nonuniform spin configurations. This transition can be determined unambiguously by inspecting the susceptibility $\chi = dM/dH$, where $H$ is the applied
Figure 1.3: Illustration of an exchange spring configuration in an FM coupled hard/soft magnetic bilayer structure. The thicker and the thinner arrows represent the hard and the soft magnetic moments, respectively. $H$ is the applied, negative magnetic field.

$m$agnetic field and $M$ is the magnetization component along $H$. If the distribution of magnetization remains uniform, $\chi = 0$. $B_B$ is given by the field value where non-zero susceptibility $\chi \neq 0$ first appears. Of course, except for infinitely large anisotropy for the hard phase, there is also deviation from perfect alignment in the hard phase. But usually it is very small, so can be neglected. This picture of exchange-spring formation is only valid if the thickness of the soft phase, $t_s$, is greater than the domain wall (see Section 1.5) width of the hard phase $\delta_h = \pi \sqrt{A_h/K_h}$, $t_s > \delta_h$, where $A_h$ and $K_h$ are the exchange coupling and uniaxial anisotropy constants, respectively [3, 4, 5]. When $t_s < \delta_h$, the whole system acts as an exchange-coupled rigid magnet, and switches at the nucleation field $H_N$. If there is no other pinning centers present, the coercivity $H_c$ can be approximated as $H_N$. This configuration is suitable for the aim of maximizing the energy product, because there is no reduction of magnetization caused by the setup of exchange springs for fields up to the nucleation field. Theoretically, an energy product as high as 1 MJ/m$^3$ has been predicted for a Sm$_2$Fe$_{17}$N$_3$/Fe$_{65}$Co$_{35}$ superlattice with $t_h = 2.4$ nm and $t_s = 9.0$ nm [3, 4], using an analytical model similar to that given in Chapter 3. An even higher $(BH)_{max}$ of 1.09 MJ/m$^3$ [3, 4] is predicted for a uniform distribution of Fe$_{65}$Co$_{35}$ spherical nano-particles embedded in the hard Sm$_2$Fe$_{17}$N$_3$ matrix.

To obtain this result, perturbation theory has been employed. In this approach, the diameter of the spheres has to be less than $\sim \delta_h$, which is about 3 nm for Sm$_2$Fe$_{17}$N$_3$, to guarantee the simultaneous nucleation of the two phases. If this condition is satisfied, perturbation theory gives the remanent magnetization as [3]

$$M_r = f_h M_h + f_s M_s,$$

\(^1\)Practically, due to the roundup of magnetic hysteresis loops, the method used by Beaujour [2] is employed to determine the experimental bending field.
where \( f_h \) and \( f_s = 1 - f_h \) are the volume fractions of the hard and the soft phases, respectively. The predicted nucleation field, within the Stoner-Wohlffarth model, is given by \([3]\)

\[
\mu_0 H_N = 2 \frac{t_h K_h + t_s K_s}{t_h M_h + t_s M_s}.
\]

The resulted hysteresis loop for this configuration is square, with remanence \( M_r \) and coercivity \( H_c = H_N \). The product

\[
BH = \mu_0 H(M_r - H) = -\mu_0 (H - M_r/2)^2 + \mu_0 M_r^2/4.
\]

From the corresponding parabola curve, we can see the energy product \((BH)_{\text{max}}\) is given by \(M_r^2/4\) if \(H_N > M_r/2\). If \(H_N < M_r/2\), then

\[
BH = H(M_r - H) \leq H_N(M_r - H_N) \leq \mu_0 H_N M_r/2 = (BH)_{\text{max}}.
\]

The maximum of \((BH)_{\text{max}}\) is given by the condition \(H_N = M_r/2\), which can be simplified to

\[
\frac{\mu_0 M_r^2}{4K_h} \left(1 - \frac{M_s - M_h}{M_s} f_h\right)^2 = f_h
\]

for an ideally soft phase \((K_s = 0)\). Assuming the fraction volume of the hard phase and the ratio \((M_s - M_h)/M_s\) are small, in first order approximation the solution is very simple \([3]\),

\[
f_h = \frac{\mu_0 M_s^2}{4K_h}.
\]

Substituting in the relevant parameters for the soft and hard phases, the above given optimal energy product can be obtained. The Sm content in this case is only about 5% in weight. However, the implementation of such a structure may be difficult in practice. It is worth noting that the theoretical limit for the energy product is \(\mu_0 M_r^2/4\), which is 1.10 MJ/m\(^3\) for Fe\(_{65}\)Co\(_{35}\) \([3, 4]\). From this limit, we can see the effectiveness of the concept of exchange-spring magnets on increasing the energy product. The micromagnetic approach used for the above discussion does not take account of thermal fluctuations of the free energy. In real applications, thermal stability is a very important issue, if the permanent magnet is mostly composed of the soft phase. Fortunately, the optimal value of the energy product is not very sensitive to the fraction volume of the hard phase, due to the small value \((M_s - M_h)/M_s \sim 0.28\) \([3]\). So the thermal stability can be improved by increasing the fraction volume of the hard phase, without reducing the energy product too much.
1.2 AFM exchange spring systems

For obvious reasons, AFM exchange spring systems can not be used to increase the energy product. However, computer simulations show that besides applications as permanent magnets with an energy product approaching its theoretical limit, exchange-spring magnets can also be used as information storage elements in hard disks [6, 7, 8, 9, 10]. The problem confronting the information storage industry is the reduced thermal stability of the storage elements, as the size of a bit is reduced. One way out is to use hard magnetic materials to stabilize the information elements. This method is based on the simple fact that the thermal stability of an uniaxial, single domain particle depends on the energy barrier in a simple exponential fashion,

\[ \tau \propto e^{KV/k_BT} \]  

(1.7)

Here \( \tau \) is the magnetization decay lifetime constant of a magnetic information storage element of volume \( V \) and anisotropy constant \( K \). \( T \) is the temperature and \( k_B \) is the Boltzmann constant. But the consequence of an increased anisotropy is a higher write field. So in order to circumvent this awkward situation, exchange-spring systems have been suggested. An exchange-spring magnet can have both thermal stability and small write field: the thermal stability is derived from the hard phase, while the small write field can be provided by the setup of exchange springs in the soft phase, which help to switch the hard phase via the exchange coupling. For this to occur, it is obvious that the thickness of the soft phase should be larger than the hard phase domain wall width, \( t_s > \delta_h \), to avoid the exchange-coupled rigid magnet regime. The reason behind the fact that the thermal stability and the write field are determined by individual phases in a composite structure lies on the difference between thermal fluctuations and applied magnetic field. Basically, the thermal stability is determined by the hard phase with a very high energy barrier. If there is only a single, hard phase, the corresponding coercivity (write field) is also very large. By introducing an exchange-coupled soft phase to the hard phase, exchange springs can set up. As a result of exchange spring formation in the soft phase, the coercivity can be reduced significantly [6]. Hence the superparamagnetic limit problem can be circumvented. This warrants the study on exchange spring systems from the application point of view. From the point of a thorough understanding of exchange spring physics, which is needed before any serious applications, a well defined sample structure and known material properties are needed. Due to the single crystal structure of our MBE-grown AFM superlattices and the extensively studied material parameters, they are an ideal model system for studying exchange spring characteristics.

AFM exchange-spring DyFe\(_2\)/YFe\(_2\) samples were grown at Oxford University by
Figure 1.4: The C15 cubic Laves phase structure [11]. The large and the small spheres denote Mg and Cu like atoms, respectively.

Figure 1.5: Schematic for the epitaxial growth of DyFe$_2$/YFe$_2$ superlattices.

MBE [11]. The crystal structure of both DyFe$_2$ and YFe$_2$ is the C15 cubic Laves phase structure [12, 13], shown in Fig. 1.4. Its prototype is MgCu$_2$ and it belongs to the space group Fd3m. The cubic Laves phase structure is often found in many ideal AB$_2$ intermetallics, mainly because of its close analogy to the close packed structure in crystals. It can be regarded as tetrahedrally close packed structures from atoms A and B with ideal ratio of the radii, $r_A/r_B = \sqrt{3}/2$. The lattice mismatch between DyFe$_2$ and YFe$_2$ is only $(a_{YFe_2} - a_{DyFe_2})/a_{YFe_2} = 0.5\%$, so the epitaxial growth is very good. In the fabrication process, a layer of Nb, $\sim 1000$ Å, is first deposited on the sapphire substrate, facilitating the epitaxial relation between bcc Nb and hexagonal Al$_2$O$_3$ [14]. Then a thin layer of Fe, $\sim 30$ Å, is deposited on top of the Nb buffer layer to promote the formation of the cubic Laves phase. Subsequently, the multilayers are deposited on top of the Fe seed layer, with alternating DyFe$_2$ and YFe$_2$ layers. The top layer is usually YFe$_2$ for a multilayer sample. To prevent oxidation, usually a thin layer of Y, $\sim 100$ Å, is deposited on top of the whole structure. A schematic view of this structure can be seen in Fig. 1.5. The epitaxial relationships between the Laves phase and sapphire substrate are [110] Laves//[11\bar{2}0] sapphire, [\bar{1}1\bar{1}] Laves//[0001] sapphire and [\bar{1}12] Laves//[\bar{1}\bar{1}00] sapphire [15].

The magnetic properties of RE-TM compounds have been studied extensively [13]. In the RE-TM compounds, the magnetic coupling depends on the atomic number of the RE element: for light rare-earth elements, for example Sm, it is FM; while for heavy rare-earth elements, such as Er, the magnetic moments of rare-earth and
transition-metal atoms are AFM coupled. For the DyFe$_2$ system, the exchange interaction between Dy and Fe is AFM ($\sim 100$ K) while the Fe-Fe pair has FM exchange coupling, $\sim 600$ K. The exchange interaction between rare-earth moments is very small, well below $\sim 100$ K. In DyFe$_2$/YFe$_2$ multilayers, the effective exchange coupling between DyFe$_2$ and YFe$_2$ layers is AFM. Crystal field interactions give rise to strong anisotropy at the rare earth sites, hence DyFe$_2$ is magnetically hard and YFe$_2$ is magnetically soft.

As a result of the AFM effective coupling between alternating layers, we can manipulate the magnetic properties of superlattices by changing the thickness of the hard and soft layers. Both the magnetization and the nucleation field of multilayers depend on the thicknesses, so by choosing suitable values for the thicknesses of DyFe$_2$ and YFe$_2$, we can make the net magnetization zero, thus an artificial antiferromagnet can be produced. In addition, the coercivity of the superlattices can be changed by varying the relative thicknesses of the hard and soft layers.

A more interesting feature in the DyFe$_2$/YFe$_2$ system is the formation of exchange springs in the soft YFe$_2$ dominated superlattices. When the applied field exceeds the bending field $B_B$, exchange springs will be generated in the soft YFe$_2$ layers, in order to minimize the Zeeman energy, but at the cost of Fe-Fe exchange energy. This process is reversible until the applied field goes to the still higher nucleation field $B_N$, when the hard and the soft layers switch irreversibly.

In the YFe$_2$ dominated 1:4 DyFe$_2$/YFe$_2$ superlattices, when the thickness of hard layer is greater than 45 Å the coercivity for the whole system is negative because of the exchange spring formation. While for thickness less than 45 Å, the nucleation field is very large, $B_N > 12$ T, and the whole system acts as a rigid magnet.

The exchange spring formed in hard and soft layers is very similar to a domain wall. When a current flows in this system, there will arise a giant magneto-resistance (GMR) effect, which can be viewed as a direct consequence of the regular oscillating spin arrangement in exchange spring superlattices. The mistracking of electrons traversing those exchange springs gives rise to the domain wall GMR.

### 1.3 Crystalline anisotropy

Anisotropy in magnetic materials means that the direction of magnetization tends to align along a preferred direction, or equivalent directions. There are at least two prerequisites for the existence of anisotropic behaviour in magnetic materials: crystal field interaction and spin-orbit interaction. The crystal field interaction arises from the Coulomb interaction between the magnetic ion and all the other ions composing the
crystal lattice. The symmetry of the crystal field interaction is basically determined by the symmetry of the crystal field and the wave function of the ion considered, which is a consequence of the fact that the Coulomb interaction is spherically symmetric. If the wave function is spherically symmetric, then the crystal field interaction is also spherically symmetric: there is no anisotropy. The appearance of anisotropy requires the wave function not to be spherically symmetric, i.e., the magnetic ion should not be in S-state. In this case, the electron density, which is proportional to the modulus of the wave function, is not evenly distributed over the $4\pi$ solid angle spanned around the ion: the electron density is higher along some directions. This gives rise to anisotropy and the energy of the magnetic ion depends on its orientation. However, this anisotropy is only effective for the orbital degree of freedom. For it to be effective also for the spin degree of freedom of the electrons, spin-orbit interaction has to be considered. With the spin-orbit interaction, the two degrees of freedom are coupled, hence the anisotropy now is effectively for spin, or equivalently, for the magnetization of ferromagnetic materials.

The fact that the anisotropy in magnetic materials is determined by the crystal field and spin-orbit interactions determines there are two cases to consider: (1) the crystal field interaction is dominant and (2) the spin-orbit interaction is dominant. In case (1), the spin-orbit interaction is treated perturbatively and the wave function is an eigenfunction of the orbital angular momentum operator, which commutes with the crystal field Hamiltonian. The crystal field interaction is essentially an electrostatic interaction and can be described by a real potential. Any real valued function can only have imaginary values for the orbital angular momentum. To satisfy the hermitian property of the orbital angular momentum operator, the value of the angular momentum has to be zero. This is termed as the orbital angular momentum quenching. Of course, this is a first order perturbation result, and second order perturbation will give a small value for the orbital angular momentum, i.e. the quenching is not complete. The quenching of the orbital momentum gives rise to an almost isotropic energy profile, so the anisotropy cannot be very large. Generally, this applies to 3d transition metal ions. In contrast, in case (2), the spin-orbit interaction is dominant over the crystal field effect, and the crystal field interaction is viewed as a perturbation: the orbital and spin angular momenta couple first to form a total momentum. The derived anisotropy can be large, if the crystal field is strong enough. The rare earth ions belong to this case.

Phenomenologically, the anisotropy can be described by an energy density functional, which is dependent on the direction of the magnetization vector. Usually, the anisotropy energy density is expressed as a power series in the direction cosines of the magnetization vector. For cubic materials, appropriate to our system, the anisotropy
density takes the form [22]

\[ E_c = K_1 (\alpha_x^2 \alpha_y^2 + \alpha_y^2 \alpha_z^2 + \alpha_z^2 \alpha_x^2) + K_2 \alpha_x^2 \alpha_y^2 \alpha_z^2 + K_3 (\alpha_x^4 \alpha_y^4 + \alpha_y^4 \alpha_z^4 + \alpha_z^4 \alpha_x^4), \]  

(1.8)

where \( \alpha_x, \alpha_y \) and \( \alpha_z \) are the direction cosines with respect to the three major axes of the cubic Laves crystal lattice, [100], [010] and [001]. Here only terms to 3rd order are included and higher terms are neglected.

The anisotropy coefficients, \( K_1, K_2 \) and \( K_3 \), are functions of temperature. Usually, the temperature dependence can be calculated on the basis of perturbation theory. For 3d transition metals, the calculation is very difficult, due to the presence of energy bands rather than discreet energy levels, arising from their extended 3d wave functions. In 4f metals, due to the shielding by the 5d and 6s electrons from the crystal field, the crystal field interaction between the localized 4f electrons and the crystal lattice is weaker than in 3d metals. The crystal field then can be treated as a perturbation. The starting point is the Hamiltonian of a rare-earth ion [22]

\[ H = H_{ex} + H_{cf}, \]

(1.9)

with \( H_{ex} \) and \( H_{cf} \) denoting the exchange and crystal field Hamiltonian, respectively. Using this Hamiltonian, Martin et al [22] give the temperature dependence of the anisotropy coefficients to second order in the crystal field interaction, updating the values given in [23]. Their calculation only includes the single-ion contribution to the anisotropy, discarding the small double-ion exchange anisotropy. The final result is the expression for the anisotropy coefficients [22]

\[
K_1 = -\frac{15}{2\sqrt{\pi}} \tilde{K}_4 - \frac{21}{4} \sqrt{\frac{13}{\pi}} \tilde{K}_6 - 9 \sqrt{\frac{17}{\pi}} \tilde{K}_8,
\]

\[
K_2 = \frac{231}{4} \sqrt{\frac{13}{\pi}} \tilde{K}_6 + 9 \sqrt{\frac{17}{\pi}} \tilde{K}_8,
\]

\[
K_3 = \frac{65}{2} \sqrt{\frac{17}{\pi}} \tilde{K}_8,
\]

(1.10)

where the multipolar anisotropy coefficients \( \tilde{K}_i \) are given in the table of Appendix A. These are the values used in our simulations.

Due to the [110] growth of our thin films on sapphire, the crystallographic coordinate used to derive \( K_i \) is different to the film coordinate used in experimental measurements. The \( x, y \) and \( z \) axes of the film system correspond to [00\bar{1}], [\bar{1}10] and [110] crystallographic directions, respectively. The transformation from the film system \( (f) \) to the crystallographic system \( (c) \) can be realized by an orthogonal matrix through

\[
\begin{pmatrix}
x \\
y \\
z
\end{pmatrix}_c = \begin{pmatrix}
0 & -1/\sqrt{2} & 1/\sqrt{2} \\
0 & 1/\sqrt{2} & 1/\sqrt{2} \\
-1 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
x \\
y \\
z
\end{pmatrix}_f.
\]

(1.11)
On substituting (1.11) into (1.8), we obtain the expression for the anisotropy density in the (110) film system [24]

\[ E_c = K_1 \left( \frac{(\alpha_y^2 - \alpha_z^2)^2}{4} + \alpha_y^2(\alpha_y^2 + \alpha_z^2) \right) + \frac{K_2}{4} \alpha_y^2(\alpha_y^2 - \alpha_z^2)^2 \]

\[ + K_3 \left( \frac{(\alpha_y^2 - \alpha_z^2)^2}{4} + \alpha_y^2(\alpha_y^2 + \alpha_z^2) \right). \] (1.12)

This is the actual form of the crystalline anisotropy used in the expression for the total energy density in computer simulation.

In addition to the crystal field contribution discussed above, the magneto-elastic interaction contributes to the anisotropy, too. As shown in [25], the main origin of the strain in epitaxial REFe\textsubscript{2} thin films is due to the differential thermal contraction between the film and the substrate, on cooling down from the deposition temperature to room temperature. The resulted magneto-elastic Hamiltonian is [26]

\[ H_e = b_2 \epsilon_{xy} \alpha_x \alpha_y, \] (1.13)

where \( b_2 \) is the temperature dependent magneto-elastic constant, \( \epsilon_{xy} \sim -0.55\% \) [25] is the shear strain at room temperature and \( \alpha_x \) and \( \alpha_y \) are the direction cosines in the crystallographic system. The temperature dependence of \( \epsilon_{xy} \) is not taken into account in this approach. To second order, the magneto-elastic contribution to the anisotropy has been calculated by Bowden \textit{et al} [26], giving

\[ E_e = \sqrt{\frac{15}{2\pi}} (\tilde{K}_2 + \tilde{K}_242) \alpha_x \alpha_y \] (1.14)

with \( \tilde{K}_2 \) and \( \tilde{K}_242 \) the first and second order anisotropy coefficients. Performing the same transformation as we did for the crystal field anisotropy in (1.11), we get the magneto-elastic anisotropy in the film system [24]

\[ E_e = \frac{1}{2} \sqrt{\frac{15}{2\pi}} (\tilde{K}_2 + \tilde{K}_242)(\alpha_x^2 - \alpha_y^2). \] (1.15)

The magneto-elastic anisotropy, or the strain term, is responsible for the transition of the in-plane easy axis [00\bar{1}] at low temperature to [\bar{1}10] at room temperature [27, 28]. In our simulations, a factor of 2.5 will be multiplied to the expression shown in (1.15), to accommodate the \( \sim 14^\circ \) out-of-plane angle for the magnetization [29] as measured by a vector vibrating sample magnetometer [30].

### 1.4 Demagnetization dynamics

Neglecting the orbital degree of freedom, magnetization dynamics are identical to spin dynamics. For an isolated ensemble of spins, the magnetization vector will rotate
steadily around the applied field at an angle determined by the initial angle between the field and the magnetization vector. To align the magnetization to the direction of the applied field, relaxation is needed. This kind of relaxation usually is provided by the spin-lattice interaction. Microscopically, the relaxation process of magnetization is governed by the Bloch equations [31]

\[
\frac{dM_\perp}{dt} = -\gamma (M \times B)_\perp - \frac{M_\perp}{T_2},
\]

\[
\frac{dM_\parallel}{dt} = -\gamma (M \times B)_\parallel + \frac{M_s - M_\parallel}{T_1}
\] (1.16)

for the perpendicular \( (M_\perp) \) and parallel \( (M_\parallel) \) components of the magnetization \( (M) \) with respect to the total field \( B \). \( \gamma \) is the gyromagnetic ratio, \( M_s \) is the saturation magnetization, and \( T_1 \) and \( T_2 \) are the spin-lattice (longitudinal) and spin-spin (transverse) relaxation times, respectively. For free electrons, \( \gamma = 1.8 \times 10^{11} \text{ Hz/T} \). Because the perpendicular relaxation usually finishes before the longitudinal relaxation, the spin-spin relaxation time should necessarily be less than the spin-lattice relaxation time, \( T_2 \leq T_1 \).

The Bloch equations correctly describe the dynamics of a single spin, or an ensemble of isolated spins, in equilibrium at finite temperature through the temperature dependent \( T_j \). The field here is only the externally applied magnetic field. Microscopically including the anisotropic, magneto-static, exchange and magneto-elastic interactions is very difficult. Further complications arise from the distribution of parameters, such as \( \gamma \) and \( T_j \) in addition to \( M_s \), for a macroscopic sample.

Phenomenologically, some of those effects are taken into account by the Landau-Lifshitz-Gilbert (LLG) equation [31]

\[
\frac{dm}{dt} = -\gamma m \times B + \alpha m \times \frac{dm}{dt}
\] (1.17)

with \( m = M/M_s \), the normalized magnetization vector. Here (i) \( B \) is the effective field obtainable from the functional derivative of the energy density functional \( E (B = -\partial E/\partial M) \) and (ii) \( \alpha \) is the Gilbert damping constant. This equation of motion for \( M \) conserves the magnitude of \( M \), \( m^2 = 1 \) independent of time. Multiplying (1.17) by \( m \times \), we find

\[
m \times \frac{dm}{dt} = -\gamma m \times (m \times B) - \alpha \frac{dm}{dt}
\] (1.18)

where the fact \( m \cdot dm/dt = 0 \), which is a natural result of \( m^2 = 1 \), is used. Multiplying \( \alpha \) to (1.18) and substituting (1.17) in again, we obtain an explicit form for the time evolution

\[
\frac{dm}{dt} = -\gamma' (m \times B + \alpha m \times (m \times B))
\] (1.19)

with the renormalized gyromagnetic ratio \( \gamma' = \gamma/(1 + \alpha^2) \). This is the form originally put forward by Landau and Lifshitz, and we will use this explicit form in simulation.
Considering the case of uniform magnetization or a single spin, \( \mathbf{M}(r, t) \rightarrow \mathbf{M}(t) \), under the influence of a uniform field along \( z \)-axis, \( \mathbf{B} = B\hat{z} \). Expanding (1.19) explicitly, we have three coupled equations [31]

\[
\begin{align*}
\frac{dm_x}{dt'} &= m_y + \alpha m_x m_z, \\
\frac{dm_y}{dt'} &= -m_x + \alpha m_y m_z, \\
\frac{dm_z}{dt'} &= -\alpha (1 - m_z^2)
\end{align*}
\]

(1.20)

with a dimensionless time variable \( t' = -\gamma' B t \). The third equation has been simplified using \( m^2 = 1 \). Supposing \( \mathbf{m} \) takes the following form [31]

\[
m_x = e^{it'} \sin \theta, \quad m_y = ie^{it'} \sin \theta, \quad m_z = \cos \theta
\]

with the real parts representing the physical components, then (1.20) reduces to [31]

\[
\frac{d\theta}{dt'} = \alpha \sin \theta.
\]

(1.21)

\( \theta \) is the angle between \( \hat{z} \) and \( \mathbf{m} \). A direct integration gives [31]

\[
\tan \frac{\theta}{2} = ce^{\alpha t'} = \tan \frac{\theta_0}{2} e^{\alpha t'}.
\]

(1.22)

The integration constant \( c \) is determined by the initial angle \( \theta(0) = \theta_0 \). Fig. 1.6 shows the time evolution as given by the above solution to the LLG equation. This analytical solution will be used in Chapter 4 to check the validity of the Runge-Kutta method used in the numerical integration. Note that although various fields are included already, the LLG equation applies only to zero temperature, simply because the temperature dependence and the distribution within the sample of \( M_s \) and parameters, such as \( \gamma \) and \( \alpha \), are not included. The inclusion of those quantities could result in smoothing of demagnetization curves, at finite temperatures. Such temperature effects can be included by adding a random field, on the basis of the fluctuation-dissipation theorem [32], if we do not want to use position dependent quantities. Applications of the fluctuation-dissipation theorem in the context of magnetic properties have generated many meaningful results, such as thermally assisted reversal [33], current induced noise and damping [34] and creep of current-driven domain-wall lines [35], all starting from the seminal work of Brown [36] and extended by García-Palacios et al [37]. This approach is beyond the scope of the current work. Here we just simply use a higher temperature value of those temperature dependent parameters, as compared to the actual experimental temperature at which the measurement is made, to imitate the finite temperature effect, as done by Zimmermann et al [38].
Figure 1.6: Time evolution of the magnetization according to the LLG equation for field applied along the negative z-axis. The dimensionless time \( t' \) is actually the relative phase. \( \alpha = 1 \) and \( \theta_0 = \pi/60 \) are used to generate those curves.

We have used two methods to simulate the magnetic response of our samples, though they are both based on the LLG equation. One is to solve the LLG equation using the Runge-Kutta method. The advantage of this route is that we can also simulate the measured magneto optic Kerr effect (MOKE) signal. The other uses the micromagnetic simulation package, OOMMF, which was developed at NIST [39]. The OOMMF realization for our samples utilizes the specially designed cubic anisotropy package [24]. To reduce the simulation time needed, we consider only a unit cell in the film plane, as a representative of the average magnetization in the film plane. By doing so, the whole sample is represented as a chain of exchange coupled spins, and the model is one dimensional (1D). Due to the three dimensional (3D) characteristics of the magneto-static interaction, it is not included in this idealization. Collinear configuration of the hard and soft phases, both parallel to an in-plane principal axis, is taken as the initial state, with the applied field direction almost parallel to the magnetization direction. Then the final state of the current step of field evolution will be used as the initial state for the next step, iteratively. If the magnetization and the applied field are completely parallel, the direction of the magnetization remains constant during the field sweep. To implement the field evolution in OOMMF simulations, two 5 mT fields are applied along the two orthogonal axes perpendicular to the applied field. In the MOKE simulations, the field is applied at a small angle, 0.01 radians, with respect to the easy axis. The unit cell size used in the OOMMF simulation is 1 nm \( \times \) 1 nm \( \times \) 1 nm, which
is small enough to resolve detailed magnetic structures for an exchange length of 3.4 nm [24]. To facilitate a very fast convergence to an equilibrium for the spin dynamic evolution, $\alpha = 0.5$ will be used in the OOMMF simulation. The exchange coupling constants are chosen to be $A_s = A_h = -A_i = 1.46 \times 10^{-11}$ J/m. This value is obtained from the exchange constant of Fe by scaling down from Fe’s Curie temperature. The minus sign in front of the interface exchange coupling constant $A_i$ guarantees the AFM coupling between the layers of DyFe$_2$ and YFe$_2$.

1.5 Domain wall thickness and energy

Magneto-static interaction refers to the dipolar interaction between magnetic moments. Confined to a small volume, the magneto-static interaction is weak, as compared to exchange or crystal field interaction. But it is of long range, while crystal field interaction is local and exchange interaction can extend only to a few lattice constants. So for a macroscopic sample, magneto-static interaction has to be considered. The most significant consequence of the magneto-static interaction is the formation of domains, in an otherwise uniformly magnetized crystal. This can be viewed as a realization of the principle of pole exclusion: there would be effective surface magnetic poles according to Maxwell’s equations if the sample is uniformly magnetized, hence increasing the associated magneto-static energy. This appearance of surface poles can be avoided by dividing the sample into several uniformly magnetized domains, each with its own magnetization direction. Those domains form a flux closure pattern, thus reducing the accompanied magneto-static energy. Domain walls separate the uniform domains by rotating spins from one direction to another. Due to the similar gradual rotation of magnetization direction in a exchange spring, the knowledge of domain walls helps the analysis of exchange springs and provides insight into the physics. As we will see later, formation of domain walls can affect the switching modes of exchange springs.

We will use a Bloch wall in a ferromagnet as an example to illustrate the various interactions involved in the determination of the thickness of the wall and its energy, accepting the existence of domains as a fact. The basic geometry is shown in Fig. 1.7: we have two domains with magnetization antiparallel to each other, and in between them is there a 180° Bloch wall. In this 1D model, the exchange interaction between two adjacent spins takes the form

$$E_i = -A \cos \theta_{ij} \sim A \frac{\theta_{ij}^2}{2}$$

(1.23)

with $A > 0$ the exchange coupling constant and $\theta_{ij}$ the angle between the two spins. The first equation is exact and the second expression is only valid for small $\theta_{ij}$, dropping
an irrelevant constant (1) in the Taylor expansion for $\cos \theta$. The FM exchange favors parallel spin configuration and tends to increase the wall thickness. Anisotropy limits the wall thickness to a finite value. For simplicity, a uniaxial anisotropy will be used

$$E_a = K \sin \theta^2,$$

where $K > 0$ is the first anisotropy constant and $\theta$ is the angle formed by the magnetization with respect to the easy axis, which is parallel to the magnetization direction in the left domain. Any deviation of the magnetization direction from the easy axis will result in an energy cost. Suppose we have $N$ spins in the domain wall, then $\theta_{ij} = \pi/N$ and $\theta_j = j\pi/N$. The total energy of the wall is the sum of the exchange and anisotropic energies

$$E = N a \frac{A}{2} \left( \frac{\pi}{N} \right)^2 + K a^3 \sum_j \sin \theta_j^2 = a \left( \frac{A \pi^2}{2N} + K a^2 \frac{N}{\pi} \int_0^\pi \sin \theta^2 d\theta \right)$$

$$= \frac{a}{2} \left( \frac{A \pi^2}{N} + K a^2 N \right),$$

where $a$ is the lattice constant of a cubic crystal. On arriving at the third equation, we have changed the sum to an integral using the relation $d\theta/dx = \pi/Na$, valid for $N \to \infty$. Minimization of the total energy gives the length of the domain wall

$$\delta_w = Na = \pi \sqrt{\frac{A}{K}}.$$

Putting the corresponding value for $N$ back into the total energy expression, the energy per unit area of a Bloch wall is readily obtained as

$$E_w = \pi \sqrt{AK}.$$

Only if this domain wall energy is less than the reduction in magneto-static energy can domains form.
Figure 1.8: Transition from spin-flop (left, [DyFe₂ 10 Å/YFe₂ 40 Å] × 80) to negative coercivity (right, [DyFe₂ 20 Å/YFe₂ 80 Å] × 40) loops. Simulated at 100 K with field along [00\bar{1}] using OOMMF.

1.6 Non-ideal exchange springs

Conventionally, exchange spring behaviour is discussed in the ideal case: the soft phase has negligible anisotropy and the hard phase is infinitely hard. Then the exchange spring will form in the soft phase only, and the bending field depends inversely on the square of the soft layer thickness \( B_B \propto 1/t_s^2 \), as shown experimentally in [40]. However, deviation and complexity do arise. For instance, for a fixed 1:4 ratio between the hard and soft layer thicknesses, there are transitions from spin-flop to negative coercivity hysteresis characteristics, as can be seen in Fig. 1.8. The same transition was actually observed experimentally [2]. More importantly, the switching mode at room temperature is different from that at low temperatures, which is relevant for applications. At low temperature, the hard phase is parallel to the positive field direction when ramping down the applied field from a positive value to zero. While at room temperature, it is the soft phase parallel to the positive field direction. This difference can be understood through the reduced hard anisotropy at room temperature. Conversely, an increase of anisotropy in the soft phase gives another non-ideal character, the irreversible exchange springs. The study of these non-ideal exchange springs is the main objective of this thesis.
Chapter 2

Experimental techniques

In this chapter, two methods used to investigate the magnetic properties of the DyFe$_2$/YFe$_2$ films are discussed: (i) Magneto optic Kerr effect (MOKE) and (ii) vibrating sample magnetometry. MOKE measures the change of polarization or amplitude of light reflected from a magnetic material. To first order, this change is proportional to the sample’s magnetization. Due to the finite penetration depth of light in material, MOKE is surface sensitive and suitable for characterization of exchange springs, because exchange springs tend to form first in the top soft layer of a superlattice sample. However, the current MOKE setup can only work at room temperature with a maximum field of $\sim 0.35$ T. So low temperature and high field measurements require the use of the vibrating sample magnetometer (VSM). Sometimes, VSM data can help in the comprehension of the MOKE data. The operation principle and basics of MOKE and VSM are briefly discussed below.

2.1 Magneto optic Kerr effect magnetometer

2.1.1 Introduction

There are two magneto-optic effects: the Faraday effect and the Kerr effect. Both of them arise from the interaction between the incident electromagnetic wave and the magnetic field of materials. Both the Faraday and Kerr effects have the same origin: the spin-orbit interaction of electrons in atoms with applied external electromagnetic field. The Faraday effect rotates the refracted electromagnetic wave’s polarization (birefringence), while for Kerr effect it is the rotation of the polarization of the reflected electromagnetic wave (dichroism). The Faraday effect was discovered by Michael Faraday in 1845. More than 30 years later, the Rev. John Kerr discovered the corresponding effect for reflected light. The first use of the magneto-optic Kerr effect in the field
of surface magnetism dates back to 1985 [41, 42]. Since then there have been many applications of MOKE to the characterization of surface magnetism. The advantages of MOKE lie in that it is simple, easy to implement, surface sensitive and capable of probing very small areas. But, limited field strength and difficulty of absolute determination of magnetic moments constitute the main disadvantages of MOKE. Besides the traditional surface MOKE configuration, there are several new developments suitable for different aims: diffracted MOKE or Bragg-MOKE using both reflected and diffracted light to probe the magnetic structure of patterned samples [43, 44, 45]; x-ray MOKE employing x-ray as the probe, with the advantage to be element specific with a tunable x-ray source (now available at synchrotron sources), and capable of separating spin and orbital contributions by varying polarization [46, 47]; time-resolved MOKE which can be used to study the dynamics of spins in materials [48, 49]; and finally, second harmonic MOKE which is sensitive to the interface magnetization, and may be adopted to characterize interface magnetic properties [50, 51, 52, 53]. Finally, in addition to sensing the magnetic state of a sample, magneto-optic means can be used to manipulate the magnetization configuration, through either inverse Faraday effect [54, 55, 56, 57] or spin transfer torque [58].

From the theoretical point of view, there are two descriptions for the origin of MOKE, one microscopic, the other macroscopic. A comprehensive treatment of magneto optics in metals can be found in [59]. Here we first discuss the microscopic theory of MOKE. In metallic ferromagnetic materials, it is the exchange Weiss field which aligns the individual spins. However, the exchange interaction alone cannot explain the origin of MOKE, because it has nothing to do with the electron motion which determines the dielectric properties of materials. The coupling between electron motion and electromagnetic field originates from the spin-orbit interaction, which has the form \((\nabla V \times \mathbf{p}) \cdot \mathbf{s}\) and demonstrates clearly the link between electron motion and spin. Here \(V\), \(\mathbf{p}\) and \(\mathbf{s}\) are the electron potential, momentum and spin, respectively.

There are two ways to calculate magneto-optic effects using single electron quantum theory. Both are cast within the framework of time dependent perturbation theory, with the spin-orbit interaction as the perturbation. One starts with the unperturbed Hamiltonian and eigenfunctions, subsequently using perturbation theory to obtain the first order changes in the wavefunctions. The current is then calculated according to the formulation for the conserving current in quantum mechanics. This procedure [60] defines the dielectric constants for the material considered through the constitutive relation between current and applied field. The dielectric constant obtained in this
way takes the form of a tensor [60]

$$\epsilon = \begin{pmatrix} A_0 & -A_1 & 0 \\ A_1 & A_0 & 0 \\ 0 & 0 & A_0 \end{pmatrix} \quad (2.1)$$

for a cubic ferromagnetic sample uniformly magnetized in the positive z-direction. Here $A_0$ is the electronic part of the dielectric constant, which remains the same as that for the nonmagnetized state, while $A_1$ is dependent on the sample’s magnetization, which can be expressed as a linear function of the magnetization to the first order. For a wave incident from the +z-direction, these two elements of the dielectric constant will give rise to two eigenmodes according to Maxwell’s equations. One is left handed circularly polarized and the other is right handed circularly polarized: their refraction indices differ from each other due to $A_1$. When considering the refracted wave, it is the Faraday effect; while for the reflected wave, it is the Kerr effect. Numerically, $A_1$ is almost two or three orders smaller than $A_0$. Thus very sensitive measurements are needed to observe magneto-optic effects. Following this approach, the contribution of intraband and interband transitions to the dielectric constant has been discussed in [61].

The other approach [62], using the same time perturbation theory, employs transition probabilities, which are easier to calculate, rather than the elusive wave functions. In addition, we know that from the principle of causality in relativity, we can relate the imaginary part of dielectric constants to the real part, or vice versa. The result is the well known Kramers-Kronig relationships. The imaginary part of dielectric constants can be related to the absorption of light, so once we get the absorption of light in a material we can deduce the imaginary part, and hence the real part can be obtained readily. In quantum mechanics, that absorption is represented by the probability of photons moving from one state to another, which can be computed easily using time dependent perturbation theory. Working in this way for a cubic material, we reach identical conclusions, but with different mathematical forms for $A_j$. Furthermore, sum-rules for the components of the conductivity (or equivalently, dielectric) tensor are also obtained.

From the quantum mechanical description of MOKE, we know that the origin of magneto-optic effects is spin-orbit interaction. If we want to calculate the dielectric constants from first principles, we need the complete electronic band structure of the material of interest, together with the spin-orbit interaction aimed at obtaining elements of the transition matrix. This remains a challenging task, although there have been some successes in this theoretical direction ([63], [64] and references therein, [65]). Therefore we need the macroscopic approach to this problem.
2.1.2 Macroscopic theory – transfer matrix method

The macroscopic description \([66, 67, 68, 69]\) of MOKE starts with the phenomenological dielectric constant tensor characterizing the system’s response to an external electromagnetic field. Given the fact that every rank two tensor can be decomposed into symmetric and antisymmetric parts, it is only the antisymmetric part that will bring about the Kerr effect. The symmetric part of the dielectric tensor can be diagonalized, and so absorbed into the diagonal dielectric constants, by coordinate transformation. So for an isotropic and homogeneous medium it cannot contribute to birefringence or dichroism. Hence the symmetric part is irrelevant in the discussion of MOKE and we will consider it to be characterized by a scalar constant \(\epsilon\) and the complete dielectric constant tensor takes the form \([66]\)

\[
\tilde{\epsilon} = \epsilon \begin{pmatrix}
1 & iq_z & -iq_y \\
-iq_z & 1 & iq_x \\
-iq_y & -iq_x & 1 \\
\end{pmatrix},
\]

(2.2)

where \(q = (q_x, q_y, q_z)\) is the Voigt vector (or magneto-optical) constant. This definition of \(q\) allows us to write \(D = \tilde{\epsilon}E = \epsilon E + i\epsilon E \times q\).

On substituting Eq. (2.2) into Maxwell’s equations and taking the incident wave to be a plane wave \(\sim e^{i(k \cdot x - \omega t)}\), we find \([66]\)

\[
\begin{aligned}
\mathbf{k} \cdot \mathbf{E} &= \imath \mathbf{k} \cdot (\mathbf{q} \times \mathbf{E}) \\
\mathbf{k} \times \mathbf{E} &= \omega \mu_0 \mathbf{H} \\
\mathbf{k} \cdot \mathbf{H} &= 0 \\
\mathbf{k} \times \mathbf{H} &= -\omega \epsilon (\mathbf{E} + i\mathbf{E} \times \mathbf{q})
\end{aligned}
\]

(2.3)

in which \(\mathbf{B} = \mu_0 \mathbf{H}\) has been used. Here we consider only the optical frequency magneto-optic response via the dielectric constant tensor. From (2.3), it is clear that \(\mathbf{D}\) and \(\mathbf{B}\) are perpendicular to \(\mathbf{k}\) while \(\mathbf{E}\) has a component parallel to the wave vector \(\mathbf{k}\). The electric field vector can be decomposed according to the usual polarization decomposition \([66]\)

\[
\mathbf{E} = E_s \mathbf{e}_s + E_p \mathbf{e}_p + i(q \cdot \mathbf{e}_s E_p - q \cdot \mathbf{e}_p E_s) \mathbf{e}_k.
\]

(2.4)

\(\mathbf{e}_s, \mathbf{e}_p\) and \(\mathbf{e}_k\) are the mutually perpendicular three unit vectors along the \(s\)-, \(p\)-polarization and \(k\) directions (Fig. 2.1). Thus the equations of motion for the \(s\)- and \(p\)-polarization components of the electric field can be obtained from (2.3). Explicitly

\[\text{It is sufficient here to consider only plane waves, because any other function can be viewed as a superposition of plane waves. Only specular reflection is considered and diffusive scattering is not taken into account.}\]
Figure 2.1: Schematic of multilayered structure (left) and definition of $s$- and $p$-polarizations (right). The omitted layers are represented as black dots. The crosses give the direction of $s$-polarization (pointing into the paper plane), and the short arrows specify the direction of $p$-polarization. $I$, $R$ and $T$ denote incident, reflected and transmitted light, respectively.

\[ [66], \]

\[
\begin{align*}
\left\{ \begin{array}{l}
\left( \frac{\omega^2}{c^2\epsilon_0} - k^2 \right) E_s + i\frac{\omega^2 q e \kappa}{c^2\epsilon_0} E_p &= 0 \\
-i\frac{\omega^2 q e \kappa}{c^2\epsilon_0} E_s + \left( \frac{\omega^2}{c^2\epsilon_0} - k^2 \right) E_p &= 0
\end{array} \right.,
\end{align*}
\]

(2.5)

where $\epsilon_0$ is the vacuum permittivity, $\epsilon_0 \mu_0 = 1/c^2$ and $c$ is the speed of light in vacuo. Equations (2.5) to first order in $q$ admit left ($L$)- and right ($R$)-circularly polarized states with eigenstates [66]

\[
k_{R,L} = k(1 \pm \frac{1}{2} q \cdot \mathbf{e}_k) \quad \text{or} \quad n_{R,L} = n(1 \pm \frac{1}{2} q \cdot \mathbf{e}_k).
\]

(2.6)

Here $k = n\omega/c$ and $n = \sqrt{\epsilon/\epsilon_0}$ are the wave number and refractive index without magnetization, respectively. All the modes of the electromagnetic waves in magnetic materials can be expressed as a linear superposition of the two eigenstates obtained above.

For electromagnetic waves propagating in a magnetic multilayered system (Fig. 2.1), we need the boundary conditions for the electromagnetic field in different layers. Because the boundary conditions are in terms of tangential components of the field, it is convenient to express them in terms of polarization components of the field and deduce the corresponding conditions for them. Suppose the coordinate is chosen to be that the $x$ and $y$ axes lie in the film plane, with $y$ in the incident plane and $x$ perpendicular to it, and the $z$ axis is coincident with the film normal. For the $x$ component of the electric field, the relation is simply [66]

\[
E_x = E^i_x + E^r_x,
\]

(2.7)
because $s$ is parallel to $x$. The superscripts $i$ and $r$ refer to the incident and reflected waves, respectively. As the $L$ and $R$ modes have different refraction indices and propagating angles, the relation for the $y$ component is complex [66]:

$$E_y = E_{pl}^{i} \cos \theta_L + E_{pl}^{r} \cos \theta_R + i(q \cdot e_p^i E_{sp}^{i} - q \cdot e_p^r E_{sp}^{r}) \sin \theta$$

$$- E_{pl}^{r} \cos \theta_L - E_{pl}^{l} \cos \theta_R + i(q \cdot e_p^r E_{sp}^{r} - q \cdot e_p^l E_{sp}^{l}) \sin \theta. \quad (2.8)$$

For the electric components along $z$ direction, a similar expression can be obtained, but there is no need to distinguish between $\theta_L$, $\theta_R$ and $\theta$. The reason lies simply on the fact that we are concerned only about the terms linear in $q$ and the $e_k$ term in (2.4) is already of the order $q$. The difference between $\theta_L$, $\theta_R$ and $\theta$ contributes only to higher order corrections. Under this approximation, the electromagnetic field can be characterized by a single propagating angle $\theta$, instead of three.

Eq. (2.8) can be simplified with the definition of the propagating angles and the relation between $s$ and $p$ components [66]

$$\begin{align*}
E_p^L &= +iE_s^L, \\
E_p^R &= -iE_s^R \\
n_R \sin \theta_R &= n \sin \theta = n_i \sin \theta_i = n_L \sin \theta_L
\end{align*} \quad (2.9)$$

into [66]

$$E_y = \frac{i}{2} \left[ q_z s_\theta^2 - q_y t_\theta (1 + c_\theta^2) \right] E_s^i + (iq_x s_\theta + c_\theta) E_p^i$$

$$+ \frac{i}{2} \left[ q_z s_\theta^2 - q_y t_\theta (1 + c_\theta^2) \right] E_s^r + (iq_x s_\theta - c_\theta) E_p^r, \quad (2.10)$$

where the abbreviations $s_\theta = \sin \theta$, $c_\theta = \cos \theta$ and $t_\theta = \tan \theta$ have been used. $\theta_i$ is the incident angle and $n_i$ is the refraction index of the incident medium. The corresponding relations for the magnetic components can be similarly obtained from $k \times E = \omega \mu_0 H$.

We find [66]

$$H_x = \frac{in}{2} (q_y s_\theta + q_z c_\theta) E_s^i - n E_p^i + \frac{in}{2} (q_y s_\theta - q_z c_\theta) E_s^r - n E_p^r,$$

$$H_y = nc_\theta E_s^i + \frac{in}{2} (q_y t_\theta + q_z) E_p^i - nc_\theta E_s^r - \frac{in}{2} (q_y t_\theta - q_z) E_p^r. \quad (2.11)$$

Note that a constant has been factored out to obtain (2.11). From Eqs. (2.7), (2.10) and (2.11), the $x$ and $y$ components of the electromagnetic field can be expressed by the $s$ and $p$ polarization amplitudes through a medium boundary matrix $A$ as $F_s = AF_p^r$,
medium boundary matrix is \[66\]

\[
A = \begin{pmatrix}
1 & 0 & 1 & 0 \\
\frac{i}{2} [q_z s_φ^2 + q_y t_θ (1 + c_θ^2)] & q_x s_θ + c_θ & \frac{i}{2} [q_z s_θ^2 - q_y t_θ (1 + c_θ^2)] & q_x s_θ - c_θ \\
\frac{m}{2} (q_y s_θ + q_z c_θ) & -n & \frac{m}{2} (q_y s_θ - q_z c_θ) & -n \\
nc_θ & \frac{m}{2} (q_y t_θ + q_z) & -nc_θ & \frac{m}{2} (q_y t_θ - q_z)
\end{pmatrix}.
\]

For two media with a single interface, \(A\) is sufficient to obtain the reflection coefficients. For multilayered systems, another matrix – the propagation matrix \(P\) – is needed to characterize the propagation of the field in different layers. The two surfaces of a film with thickness \(d\) are denoted as \(τ\) and \(β\), with light propagating from \(τ\) to \(β\). The incident and reflected waves at both surfaces are composed of \(L\) and \(R\) modes, hence we can use superscripts 1 and 2 to distinguish incident \(L\) and \(R\) modes, and 3 and 4 to discriminate those for the reflected ones. After propagation in the film, we have the following relations for the fields at two surfaces \[66\]

\[
E_{1,2}^τ = E_{1,2}^β \exp(idk_1,2 c_1,2 θ), E_{3,4}^τ = E_{3,4}^β \exp(-idk_3,4 c_3,4 θ). \tag{2.12}
\]

The fields at boundaries \(τ, F_τ = (E_s^i, E_p^i, E_s^r, E_p^r)^T\) and \(β, F_β = (E_s^i, E_p^i, E_s^r, E_p^r)^T\), can be related as \(F_τ = PF_β\) by the propagation matrix \(P\) \[66\]

\[
P = \begin{pmatrix}
U c_δ^i & U s_δ^i & 0 & 0 \\
-U s_δ^i & U c_δ^i & 0 & 0 \\
0 & 0 & U^{-1} c_δ^r & -U^{-1} s_δ^r \\
0 & 0 & U^{-1} s_δ^r & U^{-1} c_δ^r
\end{pmatrix} \tag{2.13}
\]

with \[66\]

\[
U = \exp(-ikdc_θ), δ^i = \frac{kd}{2} (q_y t_θ + q_z), δ^r = \frac{kd}{2} (q_y t_θ - q_z). \tag{2.14}
\]

The superscript \(T\) denotes the transpose of a matrix. With matrices \(A\) and \(P\) for each layer, we can calculate the reflection and transmission coefficients for the whole system as follows. The electric fields on the top of the system consist of incident and reflected waves while the electric field emerging from the bottom of the system comprises only the refracted one \[66\]

\[
F_i = \begin{pmatrix}
E_s^i \\
E_p^i \\
r_{ss} E_s^i + r_{sp} E_p^i \\
r_{ps} E_s^i + r_{pp} E_p^i
\end{pmatrix}, F_f = \begin{pmatrix}
t_{ss} E_s^i + t_{sp} E_p^i \\
t_{ps} E_s^i + t_{pp} E_p^i \\
0 \\
0
\end{pmatrix}. \tag{2.15}
\]
$r$ and $t$ are $2 \times 2$ reflection and transmission matrices. Using continuity of the tangential components of field at each boundary, we have [66]

$$A_i F_i = A_1 P_1 F_1 = A_1 P_1 A_1^{-1} A_2 F_2 = \cdots = \prod_{m=1}^{N} (A_m P_m A_m^{-1}) A_f F_f,$$

(2.16)

where $F_i, F_f$ and generic $F_n$ denote initial, final and the $n$th film’s second boundary fields. So the transmission matrix defined through $F_i = T F_f$ is given by [66]

$$T = A_i^{-1} \prod_{m=1}^{N} (A_m P_m A_m^{-1}) A_f \equiv \begin{pmatrix} G & H \\ I & J \end{pmatrix}. \quad (2.17)$$

With those $2 \times 2$ submatrices $G, H, I$ and $J$, it is easy to get the reflection and transmission matrices $r$ and $t$ as [66]

$$t = G^{-1} = \begin{pmatrix} t_{ss} & t_{sp} \\ t_{ps} & t_{pp} \end{pmatrix} \quad \text{and} \quad r = IG^{-1} = \begin{pmatrix} r_{ss} & r_{sp} \\ r_{ps} & r_{pp} \end{pmatrix}. \quad (2.18)$$

The general expressions can be very complex. However, in the thin film limit for a multilayer sample, $\frac{2\pi}{\lambda} \sum_m d_m |N_m| \ll 1$ with $d_m$ the thickness of the $m$th layer, the reflection coefficients for small incident angles ($\theta_i \sim 0$) can be simplified considerably to [67, 68]

$$r_{sp}^P = r_{ps}^P = -\frac{4\pi N_i}{(N_i + N_f)^2} \sum_m N_m^2 q_m d_m,$$

$$r_{sp}^L = -r_{ps}^L = -\frac{4\pi N_i^2 N_f \cos \theta_i}{(N_i + N_f)^2} \sum_m q_m d_m.$$

(2.19)

Here $N_i$ and $N_f$ are the refractive indices of the incident and final media, $P$ and $L$ denote the polar and longitudinal configurations between the incident light and the sample magnetization, $\theta_i$ is the incident angle, and $q_m = |q_m|$ is the modulus of the Voigt constant of the $m$th layer. Obviously, the contribution from each layer is additive in this limit. For our superlattices, we have only two composites, so only two terms survive in (2.19).

2.1.3 Experimental setup

In the usual experimental MOKE setup, we measure the reflected intensity variation with the magnetization. The intensity measured by the photo detector is [66]

$$I \propto |E_s \sin \delta + E_p \cos \delta|^2 \approx |E_s \delta + E_p|^2 \quad (2.20)$$
Figure 2.2: Illustration of standard reflection $\mathbf{r}$ and Kerr reflection $\mathbf{k}$ for positive (left) and negative (right) magnetization. The fixed angle $\delta$ is the angle of the analyzer with respect to the plane of incidence. $\mathbf{P}$ denotes the analyzer’s axis of polarization. The sum of $\mathbf{r}$ and $\mathbf{k}$ is the total amplitude, $\mathbf{r}_A$ or $\mathbf{r}_B$. All the components are in the plane of the paper.

with the small angle $\delta$ between the polarizer and the $p$-axis. Here the convention that the $p$-axis is in the plane of incidence and the $s$-axis is perpendicular to it is adopted. The polarizer is used to analyze the reflected light and will be referred to as the analyzer. $E_s$ and $E_p$ are the corresponding $s$ and $p$ components of the electric field. In the above expression for $I$, it is assumed that the incident light is $s$-polarized and a small $p$-component is induced after reflection. Given that the definition of the Kerr rotation $E_p/E_s = \theta_K + i\epsilon_K \propto M$, which is valid because the Voigt constant is small, we have, to first order [66],

$$I \propto |E_s|^2|\delta + \theta_K + i\epsilon_K|^2 \approx |E_s|^2(\delta^2 + 2\delta\theta_K) = I_s \left(1 + \frac{2\theta_K}{\delta}\right)$$  \hspace{1cm} (2.21)

with $I_s = |E_s|^2\delta^2$ representing the intensity at zero Kerr rotation. $\theta_K$ and $\epsilon_K$ are the Kerr rotation angle and ellipticity. Since both $\theta_K$ and $\epsilon_K$ are proportional to the magnetization $M$, the measured intensity as a function of applied field $H$ yields the magnetic hysteresis loops.

Noise is always present and inevitably manifests itself in every experiment. In order to obtain a better experimental result, a higher signal to noise ratio (S/N) is desirable. The following analysis for MOKE follows the conventions and definitions in [70]. The simple case of $s$-polarized incident light, with magnetization within incident plane and perpendicular to the film normal, is considered again. No phase difference ($\epsilon_K = 0$) is assumed upon reflection between the standard, magnetization independent, and Kerr reflections, and in practical cases this can be achieved through the addition of a retardation plate to remove any phase difference if present. The signal is then
Figure 2.3: Signal to noise ratio $S/N$ and fraction MOKE signal $\Delta I/\bar{I}$ available for the system used in our experiments. The analyzer used to detect the reflected light is inclined at an angle $\delta$ into the plane of incidence. The Kerr rotation of DyFe$_2$ [71] is adopted.

detected through a photo detector placed after the analyzer with an angle $\delta$ to the incident plane. For the configurations in Fig. 2.2, the intensities are [70]

$$I_A \propto I_0 \cos^2\left(\frac{\pi}{2} - \delta - \theta_K\right) = I_0 \sin^2(\delta + \theta_K),$$

$$I_B \propto I_0 \cos^2\left(\frac{\pi}{2} - \delta + \theta_K\right) = I_0 \sin^2(\delta - \theta_K),$$

with $\theta_K$ the Kerr rotation angle. When there is no phase difference, $\theta_K$ is the angle between vectors of the normal and Kerr reflected amplitudes. $I_0$ is the modulus of $r_A$ and $r_B$, $I_0 = |r_A|^2 = |r_B|^2$. The average of $I_A$ and $I_B$ [70]

$$\bar{I} \propto \frac{I_0}{2} (1 - \cos 2\delta \cos 2\theta_K) \approx I_0 \sin^2 \delta, \quad \text{for} \quad \theta_K \approx 0 \quad (2.23)$$

can be viewed as the base signal, while the difference, the MOKE signal, is related to the change of magnetization, via $\theta_K$, as [70],

$$\Delta I \propto I_0 \sin 2\delta \sin 2\theta_K. \quad (2.24)$$

Using Eqs. (2.23) and (2.24) the fractional MOKE signal, which acts as a measure of the contrast of MOKE signal, is defined as [70]

$$\frac{\Delta I}{\bar{I}} = \frac{2 \sin 2\delta \sin 2\theta_K}{1 - \cos 2\delta \cos 2\theta_K}. \quad (2.25)$$

This expression is only valid for a perfect analyzer. However, the imperfection of the analyzer used can be taken into account by a depolarization constant $\gamma_D = I_{\min}/I_0$. 33
So finally \([70]\),

\[
\bar{I} \propto \frac{I_0}{2} (1 - \cos 2\delta \cos 2\theta_K + 2\gamma_D),
\]

\[
\frac{\Delta I}{\bar{I}} = \frac{2 \sin 2\delta \sin 2\theta_K}{1 - \cos 2\delta \cos 2\theta_K + 2\gamma_D} \approx \frac{2\theta_K \sin 2\delta}{\sin^2 \phi + \gamma_D}, \tag{2.26}
\]

where again, the last step is valid only for small \(\theta_K\). A plot of the fractional MOKE signal can be seen in Fig. 2.3 as a function of the analyzer angle \(\delta\) using the Kerr rotation angle and depolarization constant appropriate for our experiments, as given in Table 2.1. An approximate analytical expression for the optimal polarizer angle can be obtained by differentiating the last expression in (2.26) with respect to \(\delta\). This gives \(\delta_{\text{max}} = \sqrt{\gamma_D}\) and \((\Delta I/\bar{I})_{\text{max}} = 2\theta_K/\sqrt{\gamma_D}\) for small \(\delta\). These equations are only approximately valid but nevertheless lend some insight into designing a MOKE magnetometer. For example, one can use a long focal length objective lens to reduce the range of angles of incidence and hence \(\gamma_D\). However, this enhancement of contrast may be offset in the case of measuring a single magnetic nanostructure, for the focal spot size on the sample maybe increased to cover more than the interested sample area with a long objective focal length and hence reduce \(\theta_K\) \([70]\).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kerr rotation angle, (\theta_K)</td>
<td>300 (\mu)rad ([71])</td>
</tr>
<tr>
<td>Depolarization constant, (\gamma_D)</td>
<td>(2.1 \times 10^{-4})</td>
</tr>
<tr>
<td>Incident power, (P_0)</td>
<td>0.3 mW</td>
</tr>
<tr>
<td>Laser intensity noise fraction, (f_L)</td>
<td>(10^{-3})</td>
</tr>
<tr>
<td>Efficiency, (\eta)</td>
<td>0.45 A/W</td>
</tr>
<tr>
<td>Noise equivalent power, NEP</td>
<td>(10^{-12}) W/(\sqrt{\text{Hz}})</td>
</tr>
<tr>
<td>Band width, (\Delta \nu)</td>
<td>100 kHz</td>
</tr>
<tr>
<td>Resistance, (R)</td>
<td>3 M(\Omega)</td>
</tr>
<tr>
<td>Temperature, (T)</td>
<td>293 K</td>
</tr>
</tbody>
</table>

Table 2.1: Parameters used for the S/N plot and performance evaluation.

For the noise sources, only dark, shot, laser (or instrument) and Johnson noises \([72]\) are included, with the assumption that the electromagnetic induction noise is negligible. The average signal current, \(\bar{i}\), and MOKE current, \(\Delta i\) on the photodiode detector are

\(^2\)Measured

\(^3\)Front-End Optical Receivers, Models 2001 and 2011 Users Manual, New Focus, Inc..

\(^4\)The product of NEP and \(\eta\) gives the noise (dark) current. The quotient between the measured noise voltage and the calculated noise current gives an estimate of \(R\).
then [70]
\[ \tilde{i} = \eta \bar{P}, \quad \Delta i = \eta \Delta P, \quad (2.27) \]
where \( \eta \) is the detector efficiency at the operating wavelength, \( \bar{P} \) and \( \Delta P \) are the average and MOKE signal power detected, respectively. They are obtainable by substitution of the corresponding \( I_s \) to \( P_s \) in (2.26). Then the contributions of various noise sources can be calculated using [70]

Dark current : \( i_D = \eta \Delta \nu^{1/2} \) NEP, Shot current : \( i_S = (2e\bar{i} \Delta \nu)^{1/2} \),

Laser current : \( i_I = f_I \bar{i} \), Johnson voltage : \( V_J = (4k_BTR\Delta \nu)^{1/2} \), \quad (2.28)

where NEP is the noise equivalent power of the detector, \( \Delta \nu \) is the measurement bandwidth, \( e \) is the absolute charge of an electron, \( f_I \) is the noise fraction of the laser beam (which may depend strongly on \( \Delta \nu \)), \( k_B \) is the Boltzmann constant, \( T \) is the working temperature and \( R \) is the transimpedance gain of the signal pre-amplifier of the photo detector to which all the currents should be referred. Under the assumption of independence of different types of noise, the total power is simply the sum of each noise power and the signal to noise ratio is [70]

\[ \frac{S}{N} = \frac{R \Delta i}{\sqrt{[R^2(i_D^2 + i_S^2 + i_I^2) + V_J^2]^{1/2}}} = \frac{\Delta i}{\sqrt{R^2 + i_S^2 + i_I^2 + V_J^2/R^2}}^{1/2}. \quad (2.29) \]

From the second expression, it is obvious that the parameter \( R \) enters S/N only through the Johnson voltage. The net effect is a \( 1/\sqrt{R} \) dependence of S/N. So the dependence on \( R \) of the signal to noise ratio is mild. The typical parameters for the laser and analyzer used in our experiment are given in Table 2.1. Corresponding to those parameters, the plot of signal to noise ratio is shown in Fig. 2.3. It can be seen that we have a peak at \( \delta \sim 3^\circ \).

A S/N ratio as high as 10 could therefore be obtained in our system, and the actual experimental results corroborate this prediction. With a commercial laser and polarizers, the surface MOKE magnetometer with the sensitivity to a magnetic moment of \( \mu \sim 6 \times 10^{-12} \) emu can be achieved [70].

The experimental MOKE geometry can be categorized into three types according to the relative configuration of the incident plane and the sample magnetization: for polar MOKE the magnetization lies in the incident plane and perpendicular to the film surface, for longitudinal MOKE the magnetization lies in the incident plane but parallel to the film surface, whereas for transverse MOKE the magnetization is in the film surface and perpendicular to the incident plane. An illustration of the three geometries can be seen in Fig. 2.4. The enumeration of three geometries of MOKE is according to their relative importance. For the same magnitude of Kerr rotation, the
polar contribution to MOKE signal is the most important one, the next is longitudinal, while the transverse is the least important [69]. Further, the polarization plane of linear incidence rotates in both the polar and longitudinal cases, but transverse MOKE can only change the amplitude of reflected wave with respect to normal reflection, without rotation of polarization.

In our experiment, the longitudinal configuration is adopted: the sample is placed between two poles of an electromagnet, with the film plane perpendicular to poles, so the applied magnetic field is in the film plane, see Fig. 2.5. A He-Ne 632.8 nm linearly polarized, intensity stabilized laser is used as the light source. In order to minimize the spot size incident on the sample, aiming at probing as small region as possible, two dispersing lenses (D1 and D2) are placed in front of the laser and on the light path, and a focusing lens (F1) is applied to focus the expanded beam to a small spot. On the detection side, two focusing (F2 and F3) lenses are also used to collect the reflected light to a photodiode. Besides them, two polarizers (P and A), one to polarize (P) the incident light and another to analyze (A) the reflected light, are used with polarization angles almost perpendicular to each other in the experiment. The reason that we do not use the complete cross configuration is that with a finite (< 90°) angle, between the polarizer and analyzer, we can obtain a higher S/N ratio, as mentioned earlier, but also avoid the region where the nonlinearity of the intensity with respect to magneto-optic constant $\mathbf{q}$ is more intensive [73], cf. Eq. (2.22) for $\delta \to 0$. In the ideal case, the optical axes of all elements should be aligned with the wave vector of the laser beam, on which all proceeding discussions are based. Deviation from perfect alignment could reduce the signal contrast. On the other hand, perfect alignment of all optical elements results in multiple reflection of light, rendering the interpretation of data difficult. To avoid this complication, a slightly off axis configuration is used. The field generated by the electromagnet is measured by a Hall probe placed near the sample. The triangle wave form used to control the power supply to the electromagnet is generated by a function generator. Two multimeters, one connected to the Hall probe and the other to the photodiode, are connected to a computer. The interface and data collection is
realized through HP VEE. Finally, the analysis of the collected data is accomplished using MATHCAD.

In the discussion of the preceding paragraph, we have neglected the polar and transverse components of the magnetization vector, so a longitudinal configuration is realized (Fig. 2.4). However, if those components are not zero in the measurement, the change in light intensity is given by the combination of all nonzero components of the magnetization vector, instead of with only the longitudinal component contributing, as what is intended for. This fact can be simply traced back to the small incident angle (with respect to the film normal) of light in our MOKE setup, which enhances the polar signal relative to the longitudinal one. As we will see in Chapter 4, if the polar component of the magnetization vector is not zero, the measured MOKE intensity will also be affected by the variation caused by that component. The resulted hysteresis loop can be dramatically different from the conventional hysteresis loop measured by induction methods. Similar behaviour due to an additional transverse magnetization component was observed in (001) single crystal Fe/GaAs films [74]. By varying the angle between the analyzer and the plane of incidence, transverse and longitudinal components can be separated [74]. Additional contribution from the polar component to longitudinal MOKE was also observed in thin Co films grown on (111) Au [75]. The polar and longitudinal contributions can be disentangled by changing to a negative angle of incidence.

Theoretically, we can calculate the minimum Gaussian beam width $w_2$ from the

---

5 HP VEE® is a registered trademark of Hewlett-Packard
6 MATHCAD® is a registered trademark of MathSoft
laser after the focusing of three lenses with focal lengths $f_1$, $f_2$ and $f_3$ as

$$w_2 = \frac{\lambda f_2 f_1}{\pi d f_2} \sqrt{1 + \left( \frac{\beta}{R} \right)^2},$$

(2.30)

where $\lambda$ is the wavelength, $d$ is the beam width at a certain position, $R$ is the radius of curvature at that same point, and $\beta = \pi d^2 / \lambda$ is the corresponding depth of focus. If we take those parameters at the beam waist, $R \rightarrow \infty$, this expression reduces to

$$w_2 = \frac{\lambda f_3 f_1}{\pi d f_2},$$

(2.31)

from which we can see that if a small spot size is desired a small focal length $f_3$ for the focusing lens or a large width of the incident beam is appropriate, for a fixed incident wave length. Experimentally, it is very easy to get an estimate of the actual spot size by scanning the beam through the sample edge and measuring the corresponding variation of the reflected beam with the photodiode. Using this method we got an actual spot size of $\sim 100 \mu m$, which is larger than the ideal size calculated to be $\sim 10 \mu m$.

2.2 Vibrating Sample Magnetometer

Ever since its first implementation in 1959 [76], the vibrating sample magnetometer (VSM) has become the standard apparatus for routine characterization of magnetic properties, due to its versatility, high sensitivity and ease of use. The operational principle behind any VSM is Faraday's law of induction: a moving magnetic moment will induce an electromotive force (emf) in any pickup coil close to it. A schematic sketch illustrating how a VSM works can be seen in Fig. 2.6: a magnetic sample is attached to the sample rod, which vibrates sinusoidally along the $z$-axis. Two pickup coils are located just above and below the middle point of sample vibration; the sample is magnetized by an external field $B$ parallel to the $z$-axis. If the dimensions of the sample and the cross sections of the pickup coils are far less than other length scales, the sample can be viewed as a magnetic dipole and the coils as ideal thin coils. Under this assumption, the general analysis of any VSM's output voltage as a function of the vibrating moment can be simplified considerably by the use of the principle of reciprocity [77]: the magnetic flux through a pickup coil generated by a magnetic moment $\mu$ is reciprocal to the field induced by the same coil carrying a current $I$ [78]

$$\mathbf{B} \cdot \mathbf{\mu} = I \Phi,$$

(2.32)
where $\mathbf{B}$ is the magnetic induction field at the location of the moment. We consider first the simple case of only one pickup coil. In free space, the induced voltage is proportional to the time derivative of the flux \[78\] (provided the time delay due to the finite speed of light can be neglected, $l \ll \lambda$, where $l$ is the distance between the moment and the pickup coil, and $\lambda = c/\omega$ is the radiation wavelength. The moment vibrates at frequency $\omega$.)

\[
V(t) = \frac{d\Phi}{dt} = \nabla \left( \frac{\mathbf{B}(\mathbf{r})}{I} \cdot \mathbf{\mu} \right) \cdot \frac{d\mathbf{r}}{dt} = \mathbf{\mu} \cdot \nabla \mathbf{G}(\mathbf{r}) \cdot \mathbf{v}(t)
\]  

(2.33)

with $\mathbf{v}$ the sinusoidal velocity of the moment. The tensor sensitivity function is defined by the gradient $\mathbf{G} = \nabla(\mathbf{B}/I)$. Obviously, $\mathbf{G}$ is a harmonic function $\nabla^2 \mathbf{G} = 0$, and the all space integral of $\mathbf{G}$ is zero $\int_\infty \mathbf{G} d^3\mathbf{r} = 0$. For the simple case considered here, the axis of the pickup coils is parallel to the moment, both parallel to the applied magnetic field $\mathbf{B}$. The sensitivity function for this axial configuration reduces to a scalar $G$, and can be calculated from the Biot-Savart law. For a single pickup coil the result is \[79\]

\[
G \propto r_0^2 Z (Z^2 + r_0^2)^{-5/2},
\]

(2.34)

\footnote{This reciprocity is nothing else but the fact that the interaction energy of the coil-moment system can be calculated from either side; the interaction energy is the left hand side if calculated from the moment’s point of view, while it is the right hand side from the coil’s point of view.}

\footnote{The first equation follows from $\nabla \cdot \mathbf{B} = 0$ and the second is a natural result from the boundary condition $\mathbf{B}(\infty) = 0$.}
where $r_0$ is the radius of the pickup coil and $Z$ is the distance of the moment from the centre of the coil along the axis \(^9\). This function is plotted in Fig. 2.7 for $r_0 = 1$ against the position of the moment $Z$.

The above discussion is only valid under ideal conditions. In real life, various noise sources will inevitably come into play. Field inhomogeneity is one of them, and this inhomogeneity will make an appreciable contribution to the induced voltage in the pickup coil; the higher the field the larger this contribution will be. One way to circumvent this problem is to have two otherwise identical pickup coils connected in series opposition, one above and one below the vibrating sample. Due to the reversed velocity of the vibrating sample with respect to the two coils, the signal from the sample will be added, while that from the field inhomogeneity will be subtracted to almost cancelation. Suppose the sample position is displaced a distance $Z$ from the centre of the coils along the alignment axis, then the output voltage will be given by [78, 79]

$$G \propto r_0^2 \left[ (Z_0 + Z) \left( (Z_0 + Z)^2 + r_0^2 \right)^{-5/2} + (Z_0 - Z) \left( (Z_0 - Z)^2 + r_0^2 \right)^{-5/2} \right]$$

(2.35)

with $Z_0$ the distance between the two coils. From this expression, the optimal insensitivity to displacement of sample can be achieved at $Z_0 = \sqrt{3}r_0/2$ (the saddle point) [79, 78]. The sensitivity function corresponding to this value, together with other two

\(^9\)Actually, the field produced by a current carrying element is $dl \times r/r^3$; the component along the moment $(z)$ direction is $\cos \theta/r^2$. Integrating this along the coil gives $2\pi a_0 \cos \theta/r^2 = 2\pi a_0^2/r^3$, whose derivative is exactly (2.34). This expression can also be obtained from the scalar potential of a magnetic dipole $\propto \mu \cdot r/r^5$, under this simple configuration.
representative values, can be seen in Fig. 2.8. The insensitivity of the optimal geometry to sample displacement is obvious from this figure (see red curve). For the actual implementation and optimization of a VSM, various coil arrangements [80] and noise resources [81, 82], including sample position and geometry effects, have been studied thoroughly in the literature.

If the sample size is not small compared to the distance between it and the pickup coils, the dipole approximation breaks down. Under this situation, the induced voltage will be an integral over the whole sample

$$V \propto \int G(\vec{r})M(\vec{r})d^3r$$

assuming that the magnetization is still along the $z$-axis $M(\vec{r}) = M(\vec{r})\mathbf{e}_z$. As it appears in Eq. (2.36), $G$ must be a constant over all the sample volume, otherwise the output will only be an average of the product of the sensitivity function and the magnetization over the whole sample. If the saddle point configuration of the coils is chosen, provided the sample size is smaller than the dimension of the flat region and the sample is uniformly magnetized, $G$ and $M$ are both constant and it is not a problem. However, a priori knowledge about the coil geometry and sample state is hence required to decide the appropriate sample size. So a smaller sample is always preferable, even in expense of the magnitude of the output signal. The smallest sample volume is determined by the VSM base noise level, below which no signal can be detected reliably, roughly speaking. In actual measurements, the optimal sample position is actually determined by the maximal point of the sensitivity function, which gives the largest output voltage. In general therefore, the output signal of a VSM is proportional to the magnetization $M$. However, to establish a direct relationship between induced voltage and magnetic moment value, the constant parameter $G$ needs to be determined. The usual approach consists in using a sample with known saturation magnetization. This sample should ideally have the same geometry (both size and shape) with and preferably a larger magnetization of saturation than the sample under investigation. Nickel spheres are usually used for this objective, as they can be obtained in high purity and can be saturated at relatively low fields.

In this work, a commercial Oxford Instruments Aerosonic 3001 axial VSM was used to measure the magnetic properties of the DyFe$_2$/YFe$_2$ multilayer films. For this VSM, the frequency and the amplitude of the sinusoidal motion is typically set at 66.66 Hz (50 Hz mains) and 1.5 mm (adjustable from 0.1 to 2 mm with stability better than 0.1%) respectively. The actual vibration amplitude has almost no effect on the sensitivity function; it only changes the absolute value of the induced emf: the larger the amplitude the larger the signal, which is very obvious from Eq. (2.33). But very
large amplitudes are not possible given the dimensions of the suspended magnet. So an amplitude of \( \sim 1 \) mm was selected. The Nb₃Sn superconducting magnet incorporated in the VSM provides fields up to 12 T, with sensitivity of 1 Oe. This magnet has a homogeneity of 0.1% over a 10 mm diameter sphere. The sensitivity of the instrument is \( \sim 6.0 \times 10^{-6} \) emu at zero field and \( \sim 2.7 \times 10^{-4} \) emu at 12 T. The magnet is surrounded by a jacket of liquid He, which cools it to the superconducting state. This, in turn, is surrounded by a vacuum. Outside this space is a jacket of liquid nitrogen. The vacuum and liquid nitrogen reduce the rate at which liquid He is lost through evaporation. Liquid He can be sprayed through a needle valve into a space around the sample in order to cool it. The liquid He expands adiabatically as it flows into the space through the needle valve. Thus, temperatures below liquid He temperature (4.2 K) are achievable. There is a heater within the 52 mm diameter magnet bore. The heater power and the flow of liquid He from the needle valve are adjusted to stabilize the temperature at a given target value. To alleviate lateral vibration, a light and rigid carbon fiber tube is used as the sample rod. Another advantage of carbon fiber is the small diamagnetic response.

The thickness of the Laves phase films is typically 4000 Å. The sapphire substrate thickness is \( \sim 1 \) mm. Measurements were made on roughly square pieces of those films. These pieces are typically 5 mm on a side. Larger sizes risk friction with the sides of the pickup coils and are a source of noise. 5 mm samples provide sufficient signal (typically \( \sim 1 \times 10^{-3} \) emu) while being small enough to avoid frictional noise. Before the actual acquisition of hysteresis loops, a \( z \) (height) scan is performed at 300 K, 0.5 T to find the maximum of the sensitivity function \( G \). At lower temperatures, a higher field is needed to saturate the sample, which also enhances the diamagnetic contribution, which in turn tends to decrease the signal. The sample holder and sapphire substrate have a

Figure 2.9: Hysteresis loops before (left) and after (right) background subtraction, through a linear fitting to the high field part of the raw data loop.
Figure 2.10: Unsaturated (left) and saturated (right) hysteresis loops. The saturation is achieved through field cooling at 12 T from 300 K. The applied field $B_{\text{app}}$ is parallel to the $[\bar{1}10]$ axis.

very large volume compared with the Laves phase material. Then, the data shows a significant diamagnetic component from the holder and substrate. This component is removed by simple linear subtraction, with the diamagnetic correction obtained by fitting the high field data. As an example, the background subtraction is shown in Fig. 2.9 for the (110) multilayer [DyFe$_2$ 40 Å/YFe$_2$ 160 Å] × 20 at 50 K, with field along the [\bar{1}10] direction.

The VSM measures the moment of the entire sample in emu. If values for the magnetization of the sample are to be made, the sample dimensions must be known. Then the unit of magnetization can be converted to Bohr magnetons per formula unit ($\mu_B$/f.u.). When the quantitative values of magnetization are not important, the normalized magnetization $M/M_s$ is often used. This is simply the ratio of the magnetization $M$ to its value at saturation $M_s$. The absolute values of the magnetization of DyFe$_2$ and YFe$_2$ at different temperatures have been measured extensively before, so here only the relative magnetization is of interest.

It is important to apply a sufficiently large field to saturate the magnetization of a sample. If the sample starts from an unsaturated state, the magnetic history of the sample is then important. In the virgin state, there are many randomly oriented domains, resulting in a net zero magnetization. If a positive field is applied, domains aligned parallel with the field grow at the expense of their antiparallel counterparts. This process gives rise to the initial increase in magnetization as the applied field is increased from zero. At magnetic saturation, the sample can be considered as a single domain. During the course of a full hysteresis loop, the sample will be exposed to a negative field large enough to reverse its magnetization. If the field is then brought back to a large positive value, the magnetization curve will not generally lie on top
of the initial magnetization curve. This is the magnetization process from the virgin state to a large enough field to saturate the sample. If the field is not large enough, complicated partial loops, which are difficult to interpret, appear. For some samples at very low temperatures, we cannot saturate the samples even at the highest field 12 T. This unsaturated state can be easily inferred from the displacement of the hysteresis curve from the field origin. Field cooling from a high temperature (usually room temperature) was then used to bring the sample into saturation. As an example, magnetization loops, with and without field cooling, for the (110) multilayered [DyFe$_2$ 40 Å/YFe$_2$ 80 Å/DyFe$_2$ 8 Å/YFe$_2$ 80 Å] × 20 at a temperature of 100 K are shown in Fig. 2.10, with field along [110]. The slightly, unequal magnitudes of the saturation magnetization at the positive and negative fields, are due either to the misalignment of the sample rod with respect to the pickup coil axis, slight bending of the sample rod, or instrumental offset. But it does not affect the interpretation of the data.
Chapter 3

Analytical description of exchange spring superlattices

To understand the mechanism responsible for the formation of an exchange spring, we need to investigate the dynamics of the magnetization process for superlattices. Heralded by the work of Stoner and Wohlfarth, there are many approaches to describe the magnetization process. One can start from the expression for the total energy density of the interacting spin system and minimize it to get the magnetization curve [83, 84, 85]. Alternatively, one can work with the LLG equation, solving for the evolution of spins in the system considered, to get the magnetization process [86, 87]. In addition, we also have the option to use the continuum model to describe the response of the system under the influence of an external field [88, 89, 90, 91]. In this chapter, we use the continuum model to describe qualitatively the response of our exchange-spring system under the influence of an external field [88, 89, 90, 91]. The continuum model can be solved analytically, and so provides more physical insight into the magnetization process. Following the method described in [89, 91] for the description of FM coupled superlattices, with both in-plane and out-of-plane uniaxial anisotropy, the whole magnetization process of AFM superlattices can be studied using the continuum model, down to the scale of \( \sim 2 \) nm. In particular, we use this method to discuss the bending field in small fields, where the two phases are antiparallel. However, the same method can be applied to the determination of the bending field for the onset of deviation from parallel configuration in large fields, if the AFM coupling is not infinite.

The simple geometry considered here is depicted in Fig. 3.1: a magnetically soft layer, thickness \( t_s \), is exchange coupled to a magnetically hard layer with thickness \( t_h \). The soft layer has magnetization \( M_s \) and exchange constant \( A_s \), while those parameters are \( M_h \) and \( A_h \) for the hard layer. For simplicity, in-plane uniaxial anisotropy, with \( z \) as the easy axis, is assumed in this theoretical analysis. Actually, this analysis can
Figure 3.1: Schematic view of the bilayer structure used in this chapter. $\theta_1$ and $\theta_2$ are the deviation angles from antiparallel configuration at the soft and hard free surfaces, while $\theta_-$ and $\theta_+$ are the corresponding angles at the interface. They are measured from the $z$ and $-z$ axes respectively, in the $yz$ plane. The azimuthal angle $\phi$ is not shown explicitly here, which should be measured from the $x$ axis, in the $xy$ plane.

be carried out for perpendicular uniaxial anisotropy, as done in [91]. The interface exchange coupling $A_0$ could be negative (AFM) or positive (FM). The FM case has been studied extensively in [89, 91], so here the AFM case is considered. It is a trivial generalization of the method to include AFM coupling in the model. This simple bilayer model, contrary to its oversimplified appearance, describes also planar superlattices, provided periodic boundary conditions are employed, where $t_s$ and $t_h$ correspond to half of the thicknesses of the soft and the hard phases in a superlattice sample. Uniform distribution of magnetization in the film plane of each individual layer, which is assumed to be infinitely extended, is required to guarantee this 1D model is valid.

The starting point is the Gibbs free energy density, defined as a functional of the material parameters [89, 91],

$$F = \sum_{i=1,2} (-1)^i \int_{x_0}^{x_i} F_i \, dx + F_0,$$

(3.1)

where

$$F_i = A_i \left[ \dot{\theta}^2 + \dot{\phi}^2 \sin^2 \theta \right] + (-1)^{i-1} \mu_0 M_i H \cos \theta + K_i \sin^2 \theta.$$  

(3.2)

For the soft layer $i = 1$, and for the hard layer $i = 2$. When referring to quantities given in the preceding paragraph, such as magnetization, subscript 1 (2) should be replaced by subscript $s$ ($h$). Due to the zero temperature considered here, $F$ is also the energy density. The abbreviations used here are $\dot{\theta} = \partial \theta / \partial x$ and $\dot{\phi} = \partial \phi / \partial x$. $H$ is the negative of the applied field, $H = -H_{app}$, so $H > 0$ corresponds to the second quadrant part of the hysteresis loop. $F_0 = -2\nu \left( \cos \theta_+ \cos \theta_- + \sin \theta_+ \sin \theta_- \cos(\phi_+ - \phi_-) + 1 \right)$ is the areal energy density at the interface, with $\theta_+$, $\phi_+$, $\theta_-$, $\phi_-$ the polar and azimuthal
angles above and below the interface, respectively. Note that in the soft layer is measured from the \( z \) axis, while \( \theta \) in the hard layer is measured from the -\( z \) direction. The constant \( \nu = |A_0|/a \), where \( a \) is the separation between the two atomic layers defining the interface. The minus sign in front of the second term in \( F_i \) is due to the AFM configuration of the whole structure, so the soft layer is antiparallel while the hard layer is parallel to the applied negative field. The equilibrium configuration of the system corresponds to the minimum of the free energy, which is determined by the stationary point \( \delta F = 0 \). The functional variation upon the variations \( \delta \theta(x) \) and \( \delta \phi(x) \) is [91]

\[
\delta F = \sum_{i=1,2} (-1)^i \left( \frac{\partial F_i}{\partial \theta} \delta \theta + \frac{\partial F_i}{\partial \phi} \delta \phi \right) \bigg|_{x_i}^{x_0} + \sum_{i=+,\,} \left( \frac{\partial F_0}{\partial \theta_i} \delta \theta_i + \frac{\partial F_0}{\partial \phi_i} \delta \phi_i \right)
\]

\[
+ \sum_{i=1,2} (-1)^i \int_{x_0}^{x_i} \left( \frac{\partial F_i}{\partial \theta} - \frac{d}{dx} \frac{\partial F_i}{\partial \theta} \right) \delta \theta - \frac{d}{dx} \frac{\partial F_i}{\partial \phi} \delta \phi \right] dx. \tag{3.3}
\]

A partial integration has been performed to obtain the first term, using the fact that variation and differentiation are interchangeable \( \delta \dot{\theta} = \frac{d}{dx} \delta \theta \). Due to the arbitrariness of the variations \( \delta \theta \) and \( \delta \phi \), the integrands and the summands have to vanish, which gives the equations of motion, i.e. two Euler equations, and the corresponding boundary conditions. For the azimuthal variable \( \phi \), the equation of motion is [91]

\[
\frac{d}{dx} \frac{\partial F_i}{\partial \phi} = 0. \tag{3.4}
\]

This equation of motion, whose explicit solution is given by [91]

\[
\dot{\phi} \sin^2 \theta = \text{const.}, \tag{3.5}
\]

can be used to simplify the boundary conditions derived from the remaining part of (3.3). If the top and bottom surfaces are free to move, the variations \( \delta \phi_i \) are not zero, the corresponding boundary conditions are [91]

\[
\left. \frac{\partial F_i}{\partial \phi} \right|_{x_i} = 0, \left. \frac{\partial F_i}{\partial \phi} \right|_{x_-} + \left. \frac{\partial F_0}{\partial \phi} \right|_{x_-} = 0, \left. \frac{\partial F_i}{\partial \phi} \right|_{x_+} - \left. \frac{\partial F_0}{\partial \phi} \right|_{x_+} = 0. \tag{3.6}
\]

Then at the two surfaces [91],

\[
\dot{\phi} \sin^2 \theta_i |_{x_i} = 0. \tag{3.7}
\]

Except for \( \theta = 0 \), this gives \( \dot{\phi} = 0 \). Hence \( \phi \) is a constant, which is \( \pi/2 \) for the in-plane case and can be chosen to be 0 in the out-of-plane case. In the case \( \theta = 0 \), the definition of \( \phi \) is arbitrary; we can set \( \phi = 0 \). Putting this result back into the definition of \( F \), \( \phi \) does not appear any more and only \( \theta \) remains. This results from the fact that \( \phi \) is
only present in the exchange term. Based on this consideration, in the following only
the polar angle dependence will be taken into account in the free energy. The derived
equation of motion for \( \theta \) is [91]

\[
\frac{\partial F_i}{\partial \theta} - \frac{d}{dx} \frac{\partial F_i}{\partial \dot{\theta}} = 0 \tag{3.8}
\]

with the boundary conditions

\[
\left. \frac{\partial F_i}{\partial \theta} \right|_{x_i} = 0, \quad \left. \frac{\partial F_i}{\partial \theta} \right|_{x_-} + \left. \frac{\partial F_0}{\partial \theta} \right|_{x_+} - \left. \frac{\partial F_0}{\partial \theta} \right|_{x_-} = 0. \tag{3.9}
\]

Substituting into the explicit form of \( F \), the boundary conditions reduce to [91]

\[
\dot{\theta}|_{x_i} = 0, \quad A \dot{\theta}|_{x_-} = \nu \sin(\theta_+ - \theta_-) = A \dot{\theta}|_{x_+}. \tag{3.10}
\]

Together with the Euler equation [89, 91],

\[
\ddot{\theta} + (\alpha_i/2 - \beta_i \cos \theta) \sin \theta = 0, \tag{3.11}
\]

they are the main result of this chapter, with \( \alpha_i = (-1)^{i-1} \mu_0 M_i H/A_i \) and \( \beta_i = K_i/A_i \).

The first integral of the Euler equation is trivial to find as [89]

\[
\int_{\theta_0}^{\theta_1} \frac{d\theta}{\sqrt{\alpha_i (\cos \theta - \cos \theta_i) + \beta_i (\sin^2 \theta - \sin^2 \theta_i)}} = x_0 - x_i, \tag{3.12}
\]

with the boundary conditions at the interface, to determine the four angle parameters \( \theta_+, \theta_-, \theta_1 \) and \( \theta_2 \) (\( \theta_0 \) denotes the interface angles \( \theta_-, \theta_+ \) for \( i = 1 \) or 2, respectively). Then the obtained \( \theta \)s can be used to calculate the average magnetization at the corresponding field. Usually this warrants numerical solution of the whole coupled boundary problem.

Although the determination of the whole hysteresis loop depends on numerical
solution, the bending field can be easily found using the linearized form of the Euler
equation (3.11)

\[
\ddot{\theta} + (-1)^{i-1} \gamma_i^2 \theta = 0, \tag{3.14}
\]

with \( \gamma_i^2 = (-1)^{i} (\beta_i - \alpha_i/2) \). We are only interested in the magnetic behaviour in the vicinity of the bending field, so we consider here the field range \( 2K_s/M_s < \mu_0 H < \)
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Then these second order equations can be solved by the following piece-wise continuous function

\[
\theta = \begin{cases} 
  c_1 \cos \gamma_1(x - x_1) \csc \gamma_1 x_1, & x_1 < x < x_0 \\
  c_2 \cosh \gamma_2(x - x_2) (\cosh \gamma_2 x_2 - \sinh \gamma_2 x_2), & x_0 < x < x_2 
\end{cases}
\]  

(3.15)

considering the boundary conditions for the two free surfaces. Putting this form into the interface boundary equations gives

\[
\nu \cos \gamma_1 t_s \csc \gamma_1 x_1 c_1 - \left( \nu \cosh \gamma_2 t_h + A_h \gamma_2 \sinh \gamma_2 t_h \right) \left( \cosh \gamma_2 x_2 - \sinh \gamma_2 x_2 \right) c_2 = 0,
\]

\[
(\nu \cos \gamma_1 t_s - A_s \gamma_1 \sin \gamma_1 t_s) \csc \gamma_1 x_1 c_1 - \nu \cosh \gamma_2 t_h \left( \cosh \gamma_2 x_2 - \sinh \gamma_2 x_2 \right) c_2 = 0.
\]

To insure the solution is not trivial, the determinant of the coefficient matrix has to be zero. This gives

\[
A_s \gamma_1 \nu \cosh \gamma_2 t_h \sin \gamma_1 t_s + A_h \gamma_2 (A_s \gamma_1 \sin \gamma_1 t_s - \nu \cos \gamma_1 t_s) \sinh \gamma_2 t_h = 0,
\]  

(3.16)

which can be simplified to the implicit equation for the bending field [91]

\[
A_s \gamma_1 \tan \gamma_1 t_s = A_h \gamma_2 (1 - \frac{A_s \gamma_1}{\nu} \tan \gamma_1 t_s) \tanh \gamma_2 t_h.
\]  

(3.17)

When \( \nu \to \infty \), this reduces to \( A_s \gamma_1 \tan \gamma_1 t_s = A_h \gamma_2 \tanh \gamma_2 t_h \), which is exactly the bending field equation for two rigidly coupled layers. When the hard layer is infinitely hard \( \gamma_2 \to \infty \), the bending field obeys the inverse square law [88]

\[
\mu_0 H_B = \frac{2K_s}{M_s} + \frac{A_s \pi^2}{2M_s t_s^2},
\]  

(3.18)

which was actually confirmed in our system [40]. This equation requires that there is only one \( (\gamma_1 t_s \neq n\pi) \) domain-wall like structure in the bilayer for fields infinitesimally close to the bending field, which is what can be expected because multi-domain-wall configuration is usually preceded by switching events, upon increasing the applied field from the bending field. Several curves for the bending field as a function of the soft layer thickness are shown in Fig. 3.2, with different values for the interface coupling constant \( \nu \). The parameters used to get those curves at room temperature are: \( M_s = 5.0 \times 10^5 \) A/m, \( K_s = 6.3 \times 10^3 \) J/m\(^3\) for YFe\(_2\) and \( M_h = 8.3 \times 10^5 \) A/m, \( K_h = 1.3 \times 10^5 \) J/m\(^3\) for DyFe\(_2\). The effective anisotropy constants are derived from the room temperature coercivity through \( B_c = 2K/M \).

Depending on the ratio between the hard and the soft layer thicknesses, an exchange spring magnet can exhibit different switching modes: they are exchange spring (ES), rigid magnet (RM) and decoupled magnet (DM) modes [89]. To investigate this classification, the susceptibility at the bending field, which will be discussed below, is

\[2K_h/M_h.\]
Figure 3.2: Bending field as a function of the soft layer thickness with the hard layer thickness \( t_h = 20 \, \text{Å} \), determined from Eq. (3.17). Two values of \( \nu \) are used, as shown in the graph. The bending field for infinite interface coupling, \( \nu \to \infty \), is almost coincident with that obtained for \( \nu = 1.5 \times 10^{-11} \, \text{J/m}^2 \). The green curve, whose scale is shown on the right axis of ordinates, is the ratio between the bending field values for two different hard layer thicknesses, 20 Å and 40 Å.

needed. Expanding (3.12) to 4th order in angles and taking the square root, we have [89]

\[
\frac{d\theta}{\sqrt{|\theta^2 - \theta_i^2|}} \left[ 1 + \frac{p_i}{2} (\theta^2 + \theta_i^2) \right] = -\gamma_i dx
\]

(3.19)

with \( p_i = (\alpha_i - 8\beta_i) / 12(\alpha_i - 2\beta_i) \). Integrate it over \( x \) and keep only terms to 4th order, the result is [89]

\[
\begin{align*}
\theta - \frac{p_1}{4 + 3p_1\theta_1^2} \theta_-(\theta_1^2 - \theta_-^2) &= \theta_1 \cos \frac{4\gamma_1 t_s}{4 + 3p_1\theta_1^2}, \\
\theta + \frac{p_2}{4 + 3p_2\theta_2^2} \theta_+(\theta_2^2 - \theta_+^2) &= \theta_2 \cosh \frac{4\gamma_2 t_h}{4 + 3p_2\theta_2^2}.
\end{align*}
\]

(3.20)

On arriving at (3.20), the relations \( \theta_-/\theta_1 = \cos \gamma_1 t_s \) and \( \theta_+/\theta_2 = \cosh \gamma_2 t_h \), which follow from (3.15), are used. We want to study the response of the magnetization upon increasing the field from the bending field. The infinitesimal field increment is \( \tau \), \( H \to H_B(1+\tau) \). The corresponding angles are \( \theta_i \to \theta_i + \eta_i \), where the changes in angle, \( \eta_i \), are higher order infinitesimal quantities. Putting those substitutions back into the 4th order equations (3.20) and neglecting terms with order higher than \( \theta^3 \), such as \( \eta \theta^2 \) or \( \eta^2 \theta \), we arrive at two following equations [89]

\[
\begin{align*}
\eta_+ - \eta_1 \cos \gamma_1 t_s &= \frac{\theta_1}{4} \gamma_1 t_s \sin \gamma_1 t_s \left( 3p_1 \theta_1^2 - \frac{\alpha_1 \tau}{\gamma_1^2} \right) + \frac{p_1}{4} \theta_- (\theta_1^2 - \theta_-^2), \\
\eta_- - \eta_2 \cosh \gamma_2 t_h &= \frac{\theta_2}{4} \gamma_2 t_h \sinh \gamma_2 t_h \left( -3p_2 \theta_2^2 - \frac{\alpha_2 \tau}{\gamma_2^2} \right) - \frac{p_2}{4} \theta_+ (\theta_+^2 - \theta_2^2).
\end{align*}
\]

50
Doing the same thing for the interface boundary conditions, we have two more equations [89]

\[
\eta_+ (A^2 \gamma^2 \theta_- + \nu^2 (\theta_- - \theta_+)) - \eta_- \nu^2 (\theta_- - \theta_+) - \eta_1 A^2 \gamma^2 \theta_1 = \frac{A^2}{4} \tau \alpha_1 (\theta_-^2 - \theta^2) + \nu^2 (\theta_- - \theta_+)^4 + \frac{A^2}{2} p_1 \gamma^2_1 (\theta_-^4 - \theta^4_1),
\]

\[
\eta_- \nu^2 (\theta_- - \theta_+) - \eta_+ (A^2 \gamma^2 \theta_- + \nu^2 (\theta_- - \theta_+)) + \eta_2 A^2 \gamma^2 \theta_2 = \frac{A^2}{4} \tau \alpha_2 (\theta^2_+ - \theta^2) + \frac{\nu^2}{6} (\theta_- - \theta_+)^4 + \frac{A^2}{2} p_2 \gamma^2_2 (\theta^4_+ - \theta^4_2).
\]

(3.21)

To guarantee nontrivial solution for \( \eta \), the augmented determinant has to be zero because the determinant of the coefficients matrix is zero, which follows from the 2nd order equations. This gives the relation [89]

\[
\tau [\alpha_1 \left( \frac{1}{\gamma_1^2} + \frac{2 t_s}{\gamma_1 \sin 2 \gamma_1 t_s} \right) + \omega \alpha_2 \left( \frac{1}{\gamma_2^2} + \frac{2 t_h}{\gamma_2 \sinh 2 \gamma_2 t_s} \right)] + \theta_-^3 \left[ \frac{2(1 - e^\gamma)^3}{3} - p_1 (2 + 3 \sec^2 \gamma t_s + 3 \gamma t_s \sec^3 \gamma t_s \csc \gamma t_s) \right] + \omega^3 p_2 \left( 2 + 3 \sech^2 \gamma t_h + 3 \gamma t_h \sech^3 \gamma t_h \csch \gamma_2 t_h \right) = 0.
\]

(3.22)

\( \omega = A_s \gamma_1 \tan \gamma t_s / A_h \gamma_2 \tanh \gamma_2 t_h = 1/(1 + A_h \gamma_2 \tanh \gamma_2 t_h / \nu) \), and the second equality follows from the implicit equation for the bending field (Eq. (3.17)). In the derivation, the relation \( \theta_+ = \omega \theta_- \) has been used, which is derivable from the interface boundary conditions to the second order as \( \nu (\theta_+ - \theta_-) = A_s \dot{\theta} = -A_s \gamma_1 \theta_- \tan \gamma_1 t_s = A_h \dot{\theta} = -A_h \gamma_2 \theta_+ \tanh \gamma_2 t_h \).

The magnetization component along the field direction is the average [89]

\[
M_z = \frac{M_s \int_{x_1}^{x_0} dx \cos \theta - M_h \int_{x_0}^{x_2} dx \cos \theta}{x_2 - x_1} = \frac{M_s I_1 - M_h I_2}{t_h + t_s}.
\]

(3.23)

To second order, substituting in the explicit form of \( \theta \), the integral \( I_1 \) can be expressed as [89]

\[
I_1 = \int_{x_1}^{x_0} dx \left( 1 - \frac{\theta^2}{2} \right) = \int_{x_1}^{x_0} dx \left[ 1 - \frac{\theta^2}{2} \cos^2 \gamma_1 (x - x_1) \right] = t_s \left( 1 - \frac{\theta^2}{4 \cos^2 \gamma_1} \right) - \frac{\theta^2}{4 \gamma_1} \tan \gamma_1 t_s.
\]

(3.24)

This is actually also an expansion of the normalized magnetization for the soft layer to second order in \( \theta \) at the bending field. For fields smaller than the bending field, the angle \( \theta_- \) is zero and \( I_1 \) reduces to the normalized magnetization for the soft layer at saturation, \( t_s \). Similarly, for the hard layer [89],

\[
I_2 = \int_{x_0}^{x_2} dx \left[ 1 - \frac{\theta^2}{2} \cosh^2 \gamma_2 (x - x_2) \right] = t_h \left( 1 - \frac{\theta^2}{4 \cosh^2 \gamma_2 t_h} \right) - \frac{\theta^2}{4 \gamma_2} \tanh \gamma_2 t_h.
\]
Figure 3.3: Phase diagram for DyFe$_2$/YFe$_2$ superlattices at room temperature determined from $\chi_c$ (Eq. (3.25)), with $\nu \to \infty$. $t_s$ and $t_h$ are the thicknesses of the soft and the hard layers, respectively. Exchange spring, rigid magnet and decoupled magnet are denoted as ES, RM and DM, respectively. The small island in the ES regime signifies the breakdown of the simple assumption used to differentiate between hard-dominant ($M_h t_h > M_s t_s$) and soft-dominant ($M_s t_s > M_h t_h$) superlattices. Two samples measured by MOKE (Chapter 4) are given by two blue squares.

The relative change of magnetization upon an infinitesimal increment at the bending field is [89]

$$\delta m = \frac{\delta M}{M_s} = \frac{M_s - (t_s + t_h)M_s}{M_s} = \frac{\theta^2}{4M_s} \left[ M_s \left( \frac{t_s}{\cos^2 \gamma_1 t_s} + \frac{\tan \gamma_1 t_s}{\gamma_1} \right) - \omega^2 M_h \left( \frac{t_h}{\cosh^2 \gamma_2 t_h} + \frac{\tanh \gamma_2 t_h}{\gamma_2} \right) \right].$$

Then the susceptibility is given by [89, 91]

$$\chi_c = \frac{\delta M}{\delta H} = \frac{M_s \delta m}{H_B \tau} \propto \left[ \alpha_1 \left( \frac{1}{\gamma_1^2} + \frac{2t_s}{\gamma_1 \sin 2\gamma_1 t_s} \right) + \omega \alpha_2 \left( \frac{1}{\gamma_2^2} + \frac{2t_h}{\gamma_2 \sinh 2\gamma_1 t_s} \right) \right] \times \frac{M_s \left( \frac{t_s}{\cos^2 \gamma_1 t_s} + \frac{\tan \gamma_1 t_s}{\gamma_1} \right) - \omega^2 M_h \left( \frac{t_h}{\cosh^2 \gamma_2 t_h} + \frac{\tanh \gamma_2 t_h}{\gamma_2} \right)}{\frac{3p_1}{\cos^2 \gamma_1 t_s} \left( 1 + \frac{2t_s}{2\gamma_1 t_s} \right) - \frac{3\omega^3 p_2}{\cosh^2 \gamma_2 t_h} \left( 1 + \frac{2t_h}{2\gamma_2 t_h} \right) + 2(p_1 - \omega^3 p_2) - \frac{2(1-\omega)^3}{3}} \quad (3.25)$$

$\chi_c > 0$ corresponds to the exchange spring regime, where the change of magnetization due to the applied field is gradual, at the bending field. Contrary to that, the magnetization switches irreversibly in regions with $\chi_c < 0$, where the above discussed approach is not valid any more. In the case of FM coupling, the boundary between those phases is given by $\chi_c \to \infty$, because in this case only the denominator of $\chi_c$ can change sign.
and the numerator of the second line in Eq. (3.25) is always greater than 0. For AFM coupling, this is not true and both the denominator and numerator determine the phase boundary. The room temperature phase diagram for our superlattices is shown in Fig. 3.3, with rigid interlayer coupling, $\nu \to \infty$. On arriving at this diagram, a simple antiparallel with the hard layer opposing to the applied field is assumed for the hard dominant geometry ($M_{ht} > M_{st}$). Note here uniaxial anisotropy is assumed, not the relevant cubic anisotropy derived from the lattice. So the phase diagram cannot be compared directly with the experiment. It is only of qualitative significance. The same set of material parameters as used to generate Fig. 3.2 are used here.

Two data points (blue squares, details to be given in Chapter 4) are also shown in Fig. 3.3 for comparison. From the measured MOKE hysteresis loops, they belong to the ES regime. But in Fig. 3.3, they lie in the DM region. This signifies that our simple 1D, uniaxial, analytical model can only used for qualitative discussion of real, 3D, cubic exchange spring systems. In Fig. 3.3, the interface exchange coupling is assumed to be infinite, which is definitely not true. Another factor contributing to the discrepancy between theory and experimental data can be attributed to the rough material parameters used to generate Fig. 3.3. They are estimated from the room temperature coercivity using uniaxial, instead of cubic, Stoner-Wohlfarth model. Furthermore, if the coercivity is primarily determined by domain wall pinning, this estimation, even with cubic anisotropy, can give an erroneous answer. Finally, analytical model is only of qualitative significance. It can tell use the general character of exchange spring systems, but it cannot be used to make quantitative predictions. It is even worse in our case here, using uniaxial anisotropy to approximate cubic anisotropy.

Periodic boundary condition has been used to simplify the discussion. But the exact solution for the bending field can be expressed in a closed form even without the help of periodic boundary condition. Comparing the two solutions, the effect of the application of periodic boundary condition on the determined bending field can be seen. For this aim, we will reformulate the whole problem in a matrix form. Define the variable $\vartheta = (\theta, d\theta/dx)^T$. The propagation matrix for a soft layer is $\vartheta_1 = P_s \vartheta_0$,

$$P_s = \begin{pmatrix} \cos \gamma_1 t_s & \sin \gamma_1 t_s/\gamma_1 \\ -\gamma_1 \sin \gamma_1 t_s & \cos \gamma_1 t_s \end{pmatrix}. \quad (3.26)$$

The interface matrix is $\vartheta_2 = I_s \vartheta_1$

$$I_s = \begin{pmatrix} 1 & A_s/\nu \\ 0 & A_s/A_h \end{pmatrix}. \quad (3.27)$$

The total transfer matrix is

$$T_s = I_s P_s = \cos \gamma_1 t_s \begin{pmatrix} 1 - \frac{A_s \gamma_1}{\nu} \tan \gamma_1 t_s & \frac{A_s}{\nu} + \frac{\tan \gamma_1 t_s}{\gamma_1} \\ -\frac{A_h \gamma_1}{\nu} \tan \gamma_1 t_s & A_s/A_h \end{pmatrix}. \quad (3.28)$$
For the hard layer,

\[ P_h = \begin{pmatrix} \cosh \gamma_2 t_h & \sinh \gamma_2 t_h / \gamma_2 \\ -\gamma_2 \sinh \gamma_2 t_h & \cosh \gamma_1 t_s \end{pmatrix}, \quad I_h = \begin{pmatrix} 1 & A_h / \nu \\ 0 & A_h / A_s \end{pmatrix}, \tag{3.29} \]

and

\[ T_h = \cosh \gamma_2 t_h \left( 1 + \frac{A_h \gamma_2}{\nu} \tanh \gamma_2 t_h \frac{A_h}{\nu} + \frac{\tanh \gamma_2 t_h}{\gamma_2} \frac{A_s}{A_h} \right). \tag{3.30} \]

For a bilayer, starting from the soft layer, the final angle \( \theta_f \) is related to the initial angle \( \theta_i = (\theta_0, 0)^T \) through \( \theta_f = T \theta_i \) with \( T = P_h T_s \). The boundary condition at the free surface \( d\theta / dx = 0 \) corresponds to

\[ T_{2,1} = \cosh \gamma_2 t_h \cos \gamma_1 t_s \left( \gamma_2 \left( 1 - \frac{A_s \gamma_1}{\nu} \tan \gamma_1 t_s \right) \tanh \gamma_2 t_h - \frac{A_s}{A_h} \gamma_1 \tan \gamma_1 t_s \right) = 0, \]

from which the implicit equation for the bending field (Eq. (3.17)) follows. The eigenvalue equation will not change if we consider the hard layer first.

For our multilayer samples, with \( N \) hard-soft bilayers, we can start from the first soft layer to get the transfer matrix \( T = I_h^{-1} (T_h T_s)^N \). Actually, here the matrix \( I_h^{-1} \) can be neglected for our purpose, because of the proportionality of the two differentials on the two sides of an interface, Eq. (3.10). The nonsingular product matrix \( T_h T_s \) can be diagonalized as \( \cosh \gamma_2 t_h \cos \gamma_1 t_s \Lambda = Q^{-1}(T_h T_s)Q \). \( \Lambda = (\lambda_1, \lambda_2) \) is a diagonal matrix with \( \lambda_1 = \alpha - \beta \) and \( \lambda_2 = \alpha + \beta \).

\[
\begin{align*}
\alpha &= 1 + \frac{A_h \gamma_2}{\nu} \tanh \gamma_2 t_h - \frac{A_s \gamma_1}{\nu} \tan \gamma_1 t_s \\
&\quad + \frac{1}{2} \left( \frac{A_h \gamma_2}{A_s \gamma_1} - \frac{A_s \gamma_1}{A_h \gamma_2} - \frac{A_h A_s \gamma_1 \gamma_2}{\nu^2} \right) \tan \gamma_1 t_s \tanh \gamma_2 t_h, \tag{3.31}
\end{align*}
\]
\[
\beta = \sqrt{\alpha^2 - \sec^2 \gamma_1 t_s \sech^2 \gamma_2 t_h}.
\]

The matrix \( Q \) has the form

\[
Q = \begin{pmatrix}
A_s \nu (\xi + \beta) / \Delta & A_s \nu (\xi - \beta) / \Delta \\
1 & 1
\end{pmatrix}.
\]

\[
\xi = \left( \frac{A_s \gamma_1}{\nu} + \frac{1}{2} \left( \frac{A_h \gamma_2}{A_h \gamma_1} + \frac{A_s \gamma_1}{A_h \gamma_2} + \frac{A_h A_s \gamma_1 \gamma_2}{\nu^2} \right) \tanh \gamma_2 t_h \right) \tan \gamma_1 t_s,
\]

and

\[
\Delta = A_s \gamma_1 \nu \tan \gamma_1 t_s - A_h \gamma_2 \nu \tanh \gamma_2 t_h + A_s \gamma_1 A_h \gamma_2 \tan \gamma_1 t_s \tanh \gamma_2 t_h.
\]

Carrying out the matrix product, the boundary condition corresponds to \( \Delta = 0 \), which is exactly the same equation as shown in Eq. (3.16), though there are two other solutions with \( t_s \gamma_1 > \pi / 2 \), indicating the formation of domain walls. Note here \( t_s \) and \( t_h \) are the actual thicknesses, not the half of the thicknesses of the individual layers. Except for this difference, the form of Eq. (3.17) is very general for exchange coupled superlattices. The result remains the same if we consider the hard layer first. The main difference between the above geometry and the periodic geometry is illustrated in Fig. 3.4. Roughly, the periodic boundary condition is more suited for the description at high fields where the exchange springs are tightly squeezed, while the non-periodic boundary is more appropriate for exchange springs near zero field.
Chapter 4

Room temperature magneto optic exchange springs

Increasing the temperature is the easiest way to change the ratio of the soft layer anisotropy to that of the hard layer, because the anisotropy of DyFe$_2$ is very sensitive to temperature, while YFe$_2$’s anisotropy is almost constant over temperature. Previously, the low temperature property of a series of 1:1 superlattices with different thick layer thicknesses was extensively studied using a VSM [40]. It was found that the bending field is proportional to the inverse square of the soft layer thickness ($B_B \propto 1/t_s^2$). In this chapter, we detail the room temperature behaviour of 1:4 soft-dominant superlattices, and effects originating from the reduced hard layer anisotropy, using MOKE and 1D computer simulation. A clear deviation from the inverse square law is observed. This can be explained by a transition to a new switching mode, traceable to the reduced hard phase anisotropy. Both analytical and computer simulations support this explanation.

4.1 Measurements on YFe$_2$ and DyFe$_2$ films

Before examining the superlattice samples, the magneto optic response of the two building blocks, pure DyFe$_2$ and YFe$_2$ films, should be determined. YFe$_2$ is the nominal soft phase, whose coercivity is small. The induced strain in YFe$_2$ is negligible. So there is no magneto-elastic contribution to the anisotropy. The easy axis for an YFe$_2$ film is always [111], independent of temperature. Due to the very small intrinsic anisotropy, the hard axis ([112]) behaviour is similar to that of the easy axis. The coercivity of pure YFe films is independent of temperature in the range 4.2 K < $T$ < 290 K [2]. This temperature independence of anisotropy is characteristic of many 3d transition metals, whose anisotropy is determined primarily by the weak spin-orbit interaction. A typical MOKE hysteresis loop for fields applied along the easy axis can be seen in
Fig. 4.1. 

DyFe$_2$ is the hard phase of our superlattice samples. This ideally entails a very large coercivity. At low temperatures, this is provided by the large crystal fields, giving rise to very large anisotropy constants. However, the latter are very sensitive functions of temperature, and at room temperature the coercivity of a pure DyFe$_2$ films is less than 0.5 T. Another complication comes from the magneto-elastic contribution, which induces a transition of the easy axis from [001] to [110] about 100 K. An easy axis hysteresis loop of a 2000 Å DyFe$_2$ film at room temperature can be seen in Fig. 4.2. When the applied field is rotated away from the easy axis, the coercivity increases, so even at the largest available field for our electromagnet, $\sim 0.35$ T, the hard axis magnetization curve cannot be saturated, so the hard axis hysteresis is not shown here. Note also the sense of switching for DyFe$_2$ is reversed, in contrast to YFe$_2$, which is due to DyFe$_2$’s negative Kerr rotation [71].

When the film thickness is increased to 4000 Å, the MOKE hysteresis loop exhibits strange behaviour before switching (Fig. 4.3). This cannot be observed in the corresponding VSM measured loop (Fig. 4.4) for a film with the same thickness. It is possible that this strange gradual change of MOKE signal is caused by a slow rotation of magnetization into the film plane, given that at room temperature the actual easy axis for a 4000 Å thick DyFe$_2$ film is $\sim 14^\circ$ out of plane, above the [110] axis [30]. In this case, both the longitudinal and the polar components contribute to the measured MOKE intensity, as discussed in Chapter 2. However, the same behaviour does not occur when the thickness is increased to 8000 Å, where the typical square loop of an easy axis is observed, similar to that shown in Fig. 4.2. This behaviour may be due to the competition between the magneto-elastic, demagnetization and intrinsic crystalline anisotropy: When the film is thin enough, the demagnetization energy is
strong enough to pull the magnetization almost into the film plane, so the out-of-plane component is reduced. But if the film thickness is increased to a very large value, then the magneto-elastic interaction will become significant, prohibiting the appearance of an out-of-plane component of the magnetization. Only at intermediate values does the crystalline anisotropy give rise to a measurable out-of-plane component.

As is well known, the coercivity of a film can be dependent on its thickness, due to either surface anisotropy or domain wall pinning. The coercivity of our films does depend on thickness (Fig. 4.5). If this dependence is caused by fuzzy domain wall pinning, the increase of coercivity upon decreasing thickness means that the size of the pinning centers is greater than the domain wall width \([92]\), which is not an unreasonable assumption for DyFe\(_2\). The same domain-pinning argument for YFe\(_2\) does not hold, because of the very wide domain walls, resulting from the small anisotropy. If the same mechanism is postulated to be responsible for the similar increase in coercivity with decreasing film thickness, mechanisms other than domain wall pinning are needed. For an ideal DyFe\(_2\) film, 1D OOMMF simulations show that the coercivity is independent of the film thickness. So in order to account for the observed thickness dependence, deviations from ideal behaviour have to be sought. For example, the thickness-dependent strain relaxation is a probable candidate, if we assume that the MBE superlattices are single crystals. Due to the small magneto-elastic constant of YFe\(_2\), magneto-elastic effect here is negligible, but the change of coercivity is also very small. Of course, in real samples, the effects of defects and island growth for the first \(\sim 300\) Å of the films have to be taken into account [25]. Actually, the decrease of the coercivity for a 500 Å DyFe\(_2\) film (Fig. 4.5), may be attributable to the island growth for this very thin film. Of course, the effect of domain wall pinning in the consideration of coercivity cannot

---

Figure 4.3: Room temperature easy axis ([\(\bar{1}10\)]) MOKE hysteresis loop for a 4000 Å DyFe\(_2\) film.

Figure 4.4: Room temperature easy axis ([\(\bar{1}10\)]) VSM hysteresis loop for a 4000 Å DyFe\(_2\) film.
Figure 4.5: Thickness dependence of the coercivity of pure YFe$_2$ and DyFe$_2$ films. Two arrows point to the two scales for DyFe$_2$ and YFe$_2$, respectively.

Figure 4.6: Room temperature easy axis MOKE hysteresis loop for sample SA.

be ruled out, especially at high temperatures.

4.2 Soft dominant superlattices

Two 1:4 YFe$_2$ dominant superlattice samples were measured using MOKE. The room temperature hysteresis loop for the first superlattice sample [DyFe$_2$ 45 Å /YFe$_2$ 180 Å] $\times$ 18 (sample SA) can be seen in Fig. 4.6, where the formation of a reversible exchange spring occurs before irreversible switching at $\sim$ 0.25 T. Additional measurements were performed on another MBE grown [DyFe$_2$ 20 Å/YFe$_2$ 80 Å] $\times$ 40 superlattice (sample SB) and the corresponding result is presented in Fig. 4.7. To prove that the formation of exchange spring is reversible, the minor loops for fields smaller than the nucleation field have been performed (Fig. 4.7, red curves). The hysteresis is negligible within the experimental error limit. The exchange spring behaviour can be regarded as reversible and ideal. The same conclusion can also be drawn from the VSM loops shown in Fig. 4.7. Note that the switching field $B_c \sim 0.25$ T is close to the coercivity of pure DyFe$_2$ films at room temperature. For pure DyFe$_2$ film of 4000 Å thickness, a transition from in-plane to out-of-plane of the direction of the magnetization is observed (Fig. 4.3), but no such transition has been observed in superlattices. This can be explained by the demagnetization effect, since the DyFe$_2$ thickness is thin and the stacking of DyFe$_2$ and YFe$_2$ is planar. Another possible reason is the exchange coupling of DyFe$_2$ magnetization to YFe$_2$ magnetization. What is worth noting here is that the magnetization of YFe$_2$ is always in the film plane.

As noted earlier, the variation of the bending field, with the soft layer thickness, has
Figure 4.7: Room temperature easy axis MOKE (left) and VSM (right) major (blue) and minor (red) hysteretic loops for sample SB.

already been studied in the same system at cryogenic temperatures. It was found that the relationship $B_B \propto 1/t_s^2$ agrees very well with the experimental data, for a series of 1:1 superlattices [40], where $t_s$ is the soft layer thickness. This $1/t_s^2$ dependence is a micromagnetic analog to the $1/L^2$ dependence of the energy levels of electrons confined to a cube of volume $L^3$ [93, 94]. Using the exchange field given in Ref. [40], the bending fields are predicted to be 0.9 T (SA) and 4.1 T (SB). However, these figures are unrealistic, given that they are larger than measured coercivity at room temperature. Indeed, the bending field from MOKE measurements at room temperature is found to be $B_B = 32$ mT (SA) and $B_B = 38$ mT (SB), roughly double the room temperature coercivity of pure YFe$_2$ films. Note that the bending field does increase with decreasing YFe$_2$ thickness, but the inverse square law is not obeyed. Clearly, the assumptions of infinitely hard and infinitely soft layers are not valid at room temperature.

A reasonable model at room temperature must include the finite anisotropy of both layers. Here we use the continuum model [89, 90, 91], developed to study the ferromagnetic exchange spring systems, to determine the bending field in soft-dominant superlattices. On the assumption that both the intra-layer exchange coupling constants for hard and soft layers are identical ($A$), the equation for the bending field of a superlattice with rigid inter-layer antiferromagnetic coupling is found to be

$$\gamma_s \tan \frac{t_s \gamma_s}{2} = \gamma_h \tanh \frac{t_h \gamma_h}{2},$$

(4.1)

where $\gamma_s = \sqrt{(M_s B_B - 2K_s)/2A}$, $\gamma_h = \sqrt{(M_h B_B + 2K_h)/2A}$, and with $t$, $K$ and $M$ representing the thickness, anisotropy and saturation magnetization, respectively. The subscripts $s$ and $h$ refer to the soft and the hard layers. The same equation has been used widely in the discussion of exchange spring systems [94, 93]. A detailed derivation of this equation was given in Chapter 3.

For hard-dominant superlattices, the prototype of which is the 1:1 superlattices,
the \( s \) and \( h \) subscripts must be interchanged, because the applied field is now opposite to the hard moment. In the latter configuration, the applied field has to overcome the hard anisotropy, instead of the soft anisotropy, in order to set up an exchange spring. Generally speaking, if the thickness of the hard layer is larger than the corresponding domain wall width \( \delta_h = \pi \sqrt{A/K_h}, t_h \gg \delta_h \), the hyperbolic tangent function is constant to the first order approximation. Expanding the tangent function to first order and solving for \( B_B \), the expression for the bending field of a soft dominant sample is readily obtainable

\[
B_B = \frac{2K_s M_s + 4M_h A}{M_s^2 t_s^2} + \frac{4\sqrt{AK_h}}{M_s t_s}.
\]

(4.2)

For the soft-dominant superlattices considered here \( t_s > t_h \gg \delta \), the third term dominates. However for hard-dominant superlattices the main contribution comes from the second term, with a negligible correction from the third term which is now proportional to the small soft layer anisotropy \( K_s \) (remember subscripts \( s \leftrightarrow h \) have to be interchanged for hard-dominant superlattices). If the hard layer anisotropy decreases, thereby increasing \( \delta_h \) and decreasing \( t_h \gamma_h \rightarrow 0 \), then Eq. (4.2) is no longer valid anymore and the appropriate solution to (4.1) is now

\[
B_B = \frac{2(K_s \tau + K_h)}{M_s \tau - M_h},
\]

(4.3)

where \( \tau = t_s/t_h \) is the normalized soft layer thickness. This formula approximates our superlattices at room temperature with reduced anisotropies. For the 1:4 hard-soft layer ratio, the normalized soft thickness is a constant \( \tau = 4 \). Consequently, the bending field is constant, in reasonable agreement with experiment. In passing, we note that the inverse square law can be regained, simply by letting \( K_h \rightarrow \infty \) and \( K_s \rightarrow 0 \) in Eq. (4.1).

For the above theoretical analysis, the magnetic configuration at remanence, i.e. whether it is the soft or hard phase that is opposing to the applied (negative) field, is very important. The remanent state can be obtained by energy consideration. Suppose the two phases are parallel at high fields. Subsequently, on decreasing the applied field, one phase will switch to be antiparallel to the applied field. But to realize this switching, there is an energy barrier to be overcome. This energy barrier corresponds to the energy difference between the parallel and perpendicular configurations between the two phases, if the coherent rotation demagnetization process holds. We find it is

\[
M_j N_j B + N_j K_j + \frac{A_i}{a^2(N_s + N_h)}
\]

(4.4)

or equivalently,

\[
M_j t_j B + t_j K_j + \frac{A_i}{(t_s + t_h)},
\]

(4.5)
Figure 4.8: Schematic representation of the 1D spin configuration for DyFe₂/YFe₂ 1:4 superlattices. y direction is along the film normal and the applied field is in the x-z plane and parallel to the easy z axis. The large and small arrows denote the magnetic moments of DyFe₂ and YFe₂ atomic layers respectively. The actual orientation of those moments is field dependent. What is shown here is only valid at high fields. Black dots denote the omitted repeats of the DyFe₂/YFe₂ bilayer structure.

where $a$ is the lattice constant, which has been chosen to be identical for the two phases. $M_j$, $K_j$ and $A$ are the magnetization, anisotropy constant and interface coupling constant, respectively. $N_j$ corresponds to the number of atomic layers in the $j$ phase. The subscript $j$ can be either $s$ or $h$, corresponding to the soft or hard phase. The absence of energy terms corresponding to the intra-layer exchange coupling is caused by our assumption on the perpendicular configuration of the two phases. Under this assumption, there is no continuous rotation in both phases, different to the case in a domain wall. The zero of this energy barrier gives an estimate of the threshold field for the switching to happen. It is

$$B_t = -\frac{A_i}{M_j(t_s + t_h)t_j} - \frac{K_j}{M_j}$$

(4.6)

Remember here $A_i < 0$. If the hard phase anisotropy $K_h$ is very large, then the corresponding threshold for the hard phase is negative. Hence it is the soft phase that switches first and the remanent state has the hard phase opposing to the applied negative field, different to what we have discussed above for soft dominant samples. However, if both $K_h$ and $K_s$ are negligible compared to the first term, then the phase with the larger thickness-weighed magnetization, $t_jM_j$, will switch first. For soft dominant superlattices at room temperature, this leaves the soft phase to resist the applied coercing field, consistent with the picture used for the discussion of the bending field for a soft dominant sample. A similar energy consideration could be used to determine the threshold field for the transition from the perpendicular to antiparallel states, as in a spin-flop transition. The simple energy arguments are supported by the computer simulation presented in the next section.
Figure 4.9: Simulated magnetic easy axis hysteresis loop (left) and MOKE signal (right) for sample SA at room temperature, with the applied field ranging from $-0.5$ T to $0.5$ T. The difference between the magnetic and MOKE hysteresis loops is due to the surface sensitivity of MOKE: exchange springs form mostly in the top semi-free YFe$_2$ layer, as shown in Fig. 4.11.

4.3 Computer simulation

As discussed in Chapter 3, there are a variety of methods that can be used to describe the demagnetization process. Here we adopt the 1D model which has been used to model exchange spring systems successfully [86, 87]. The whole superlattice is treated as composed of many layers that interact with each other. The spacing between two layers can be chosen to be the lattice constant. Also the assumption of the uniformity of the spin distribution in the film plane is made, upon which the magnetic moment of an individual layer can be represented by a single spin variable so that spin depends only on the $y$ variable with $x$-$z$ plane as the film plane. A simple schematic illustration for this 1D model can be seen in Fig. 4.8.

The total energy density $E$ of the system, or the free energy at zero temperature $T = 0$, is given by

$$E = - \sum_{i=1}^{N-1} \left( \frac{A_{i,i+1}}{d^2} \right) \mathbf{m}^i \cdot \mathbf{m}^{i+1} - \sum_{i=1}^{N} K_i (a_z^i)^2 - \sum_{i=1}^{N} (\mathbf{B} + \mathbf{b}^i) \cdot \mathbf{m}^i M^i, \quad (4.7)$$

where $M^i$ is the magnetization of the $i$th atomic layer, $\mathbf{m}^i$ is the normalized magnetic moment vector $\mathbf{m}^i = \mathbf{M}^i/M^i$ with $\mathbf{M}^i$ the magnetization vector, and $d$ is the interlayer separation. $K_i$ denotes the first anisotropy constant for the uniaxial anisotropy approximation used here and $A_{i,i+1}$ is the exchange coupling constant between layers $i$ and $i + 1$. $\mathbf{B}$ is the externally applied field, while $\mathbf{b}^i$ represents the demagnetizing field of a thin layer. Here we simply choose it to be $\mathbf{b}^i = -\mu_0 M^i \mathbf{m}_y^i$, which is an approximation valid in the long wavelength limit $pD \ll 1$, where $D$ is the film thickness.
Figure 4.10: Simulated easy axis hysteresis loop (left) and MOKE signal (right) for sample SA at room temperature, with the applied field ranging from $-12$ T to 12 T.

and $p$ is the component of the spin wave wave vector parallel to the film plane [87]. With the energy given by (4.7) the equation of motion for the system is

$$\frac{d\mathbf{m}^i}{dt} = -\gamma (\mathbf{m}^i \times \mathbf{B}_{eff} + \alpha \mathbf{m}^i \times (\mathbf{m}^i \times \mathbf{B}_{eff})),$$

(4.8)

in which $\gamma$ is the gyromagnetic ratio, $\alpha$ is the damping factor for the material and $\mathbf{B}_{eff}$ is the effective field acting on the moment $\mathbf{m}^i$ defined by $\mathbf{B}_{eff} = -\partial E/\partial \mathbf{M}^i$. This equation is exactly the LLG equation given in Chapter 1, extended to a chain of coupled spins. For the magnetization process, we set the damping $\alpha$ to a very large value compared to the physical value, because the numerical value of $\alpha$ and also that of $\gamma$ which we set to $\gamma = 2.92 \times 10^{10}$ Hz/T, is unimportant for the simulation of magnetization, what matters is the ratio between them which determines the damping time. Other parameters used in the computation are: $A_{i,i+1} = 1.5 \times 10^{-11}$ J/m for the intra-layer exchange and $A_{i,i+1} = -1.5 \times 10^{-11}$ J/m for the inter-layer exchange [38], $M_s = 4.9 \times 10^5$ A/m and $K_s = 10^2$ J/m$^3$ for magnetically soft YFe$_2$ layers, while $M_h = 7.6 \times 10^5$ A/m and $K_h = 7.0 \times 10^5$ J/m$^3$, which is only 1/4 of the $K_1$ value from [23, 22], for magnetically hard DyFe$_2$ layers. The layer separation is approximately the lattice constant $d = 7.5$ Å.

For the MOKE simulation, we need more parameters pertaining to the optical properties of the substances considered. For YFe$_2$ the diagonal part of the conductivity tensor was set at $\sigma_{xx} = (2.5 + 1.3i) \times 10^{15}$ s$^{-1}$ and the non-diagonal one at $\sigma_{xy} = (0.5 + 3.2i) \times 10^{13}$ s$^{-1}$ [95]. For DyFe$_2$ those parameters are not available, so the conductivity for CeFe$_2$ is used instead for it: $\sigma_{xx} = (1.8 + 1.1i) \times 10^{15}$ s$^{-1}$ and $\sigma_{xy} = (-0.4 + 0.6i) \times 10^{13}$ s$^{-1}$ [95]. Those components of the conductivity tensor can be related to the dielectric tensor via the relation $\tilde{\epsilon} = \epsilon_0(1 - 4\pi \tilde{\sigma}/i\omega)$. The magneto-optical constants deduced from them are $q_s = -(0.6 + 1.0i) \times 10^{-2}$ for YFe$_2$ and $q_h = (0.5 - 3.6i) \times 10^{-3}$ for DyFe$_2$. Actual values of the dielectric constants are not important for the determination of the
Figure 4.11: The depth distribution of $z$ ([110]) magnetic moments for the first 60 atomic layers with field parallel to $z$. For the remaining layers, a repeat of this pattern is found, but with reduced amplitude. The 60 atomic layers include two bilayers, each containing 24 YFe$_2$ and 6 DyFe$_2$ atomic layers.

The matrix of coupled ordinary differential equations (4.8) can be solved numerically, using the Runge-Kutta method. The program and code developed in Ref. [96], for a stiff system, was applied to the problem in hand. An evolution time of $\sim 5$ ns was found to yield stable configurations. Once the equilibrium magnetization is obtained, the transfer matrix method [67, 68, 69, 66] can be used to calculate the reflected MOKE intensity, layer by layer. The resultant room temperature bulk hysteresis loop can be seen in Figs. 4.9 and 4.10, together with the simulated MOKE signal. The difference between the bulk magnetization and the MOKE signal is due to the surface sensitivity of MOKE, which probes only $\sim 20$ nm of the top few layers. In the simulation, it was found that the evolution time needed for MOKE is longer than that for the magnetization, hence MOKE is more sensitive to the relative spin configuration of the top layers, due to its surface sensitive character. This gives rise to the difference observed both experimentally (Fig. 4.7) and theoretically (Fig. 4.9) between MOKE and bulk hysteresis loops, because the exchange springs nucleate mostly in the top YFe$_2$ layer and MOKE is very sensitive to the top several DyFe$_2$/YFe$_2$ bilayers. The bulk mag-
The results in Fig. 4.9 reveal a simple exchange spring formation in soft-dominant AFM coupled superlattices, in fields exceeding $B_B$. But in large positive fields, the stable configuration is that of the AFM state with the soft YFe$_2$ layers pointing parallel to the applied field. This AFM state is retained on decreasing the field to zero; the remanent state with positive $M$. On decreasing the field to negative values, the bending field $B_B$ is reached and exchange springs are set up in the soft YFe$_2$ layers. Finally, on decreasing the field still further irreversible switching occurs, involving the simultaneous switching of both the hard and the soft phases, favoring again the AFM state again but now in the opposite direction. The qualitative agreement between the experiment and the theory is good. The small discrepancies could be due to various factors. For example, (i) the room temperature easy axes of DyFe$_2$ and YFe$_2$ are [110] and [111], respectively, not parallel to each other, (ii) uncertainties in the chosen anisotropy values, (iii) slight misalignment of the applied field with respect to the easy axis when doing the measurement, and (iv) temperature effects, which are not included in our simple model. Nevertheless, room temperature effects, in principle, can be modeled by a random field with the help of the fluctuation-dissipation theorem, as discussed in Chapter 1. Furthermore, within this 1D model, the ratio between the two simulated
Figure 4.13: Simulated easy axis hysteresis loops for [DyFe$_2$ 40 Å/YFe$_2$ 160 Å] × 20 superlattice at 380 K, with increased magnetization ($4M_h$, left) and anisotropy ($10K_h$, right) for the hard phase. The stabilization effect for the hard phase of those increased values is obvious.

bending fields for SA and SB is found to be $\sim 2$, a slightly larger value than the experimental result of 1.2 for the two superlattices considered. However, on reducing the hard anisotropy still further, a ratio $\sim 1$ can be obtained. Finally, the quantitative difference between simulation and experiment is the magnetization value just before the occurrence of switching: one above while the other below zero. A reduced exchange coupling constant for both phases or increased anisotropy of the hard phase can be used to reconcile this difference.

As stated in the preceding section, the deviation from the well established $1/t_s^2$ law for the bending field can be traced to the reduced hard anisotropy or magnetization. This assertion can be verified by the computer simulation. Two figures in Fig. 4.13, one with increased hard magnetization and the other with increased hard anisotropy constants, serve to demonstrate this point clearly. The simulated results are obtained using OOMMF, taking into account of the cubic nature of our system. Obviously, both graphs show that with the increased value, the hard phase remains parallel to the positive field direction and the soft phase starts to rotate first. Additionally, OOMMF simulation gives the bending field for a series of superlattice 1:4 samples of various thickness at 100 K, with field along [001]. The $1/t_s^2$ law is obeyed. But at 380 K, for fields along the easy axis [1\bar{1}0], clear deviations can be observed (Fig. 4.14). Even though the data points with the soft layer thickness ($t_s$) between 80 Å and 200 Å can still be fitted by a straight line on a log-log plot, the slope is not $-2$, as appropriate for the $1/t_s^2$ law. It is $-0.66$, as shown in Fig. 4.14. Actually, a transition from $-2$ to $-1$ for the slope is already predicted in Eq. (4.2). The exact dependence of the bending field on $t_s$ cannot be described by a simple power law, because in Eq. (4.2) there are
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Figure 4.14: Simulated bending fields for a series of [DyFe_{2x}Å/YFe_{4x}Å] × N superlattices at 100 K (left) and 380 K (right), with field along the corresponding easy axes [00\bar{1}] and [\bar{1}10] respectively. For 100 K, x = 20, 30, 40, 50 and N = 40, 27, 20, 16, respectively. Two additional samples, [DyFe_{20}Å/YFe_{40}Å] × 80 and [DyFe_{60}Å/YFe_{240}Å] × 13, are also considered for 380 K. At 100 K, the 1/t^2 law fits the data very well. The corresponding fitted parameters are given along with the data points. However, deviations from the 1/t^2 law are clearly observable in the 380 K data. Especially, the exponent obtained from a fitting to the four data points with x = 20, 30, 40, 50 is −0.66, instead of −2. The whole set of data points at 380 K cannot be fitted by a linear function.

three terms contributing to the bending field, each with a different power of ts. The data in Fig. 4.14 demonstrates clearly that violation of the 1/t^2 law is caused by the high-temperature switching mode transition.

4.4 Summary

The room temperature magnetic properties of thin YFe_2 and DyFe_2 layers have been studied by MOKE. It is found that the coercivity of both DyFe_2 and YFe_2 films depends on the film thickness. For the thinnest films measured, the coercivity is B_c ∼ 0.3 T and B_c ∼ 25 mT for DyFe_2 and YFe_2, respectively. Those values are taken to be the intrinsic coercivities of thin MBE DyFe_2 and YFe_2 films. For a thick DyFe_2 film, a deviation from the ideal easy axis behaviour is observed, with the applied field along the in-plane nominal easy axis, [\bar{1}10]. This deviation can be explained by the ∼ 14° out-of-plane angle formed by the direction of magnetization at zero field.

YFe_2 dominant superlattice samples composed of alternating hard and soft layers have been measured. Clear exchange spring behaviour is observed, before the occurrence of switching. 1D computer simulations give qualitatively similar results. It has
been shown that the bending field varies only slowly with the soft layer thickness, contradicting the $B_B \propto 1/t_s^2$ law obeyed in 1:1 superlattices at low temperature. This discrepancy can be explained in terms of the reduced hard layer anisotropy $K_h$, using an analytical model. OOMMF simulations reveal that the reduced magnetization of the hard phase can also result in the observed transition in coercivity from negative to positive. In fact, this transition of switching mode is deemed to be the main cause behind the deviation from the $1/t_s^2$ law. In the theoretical derivation of the $1/t_s^2$ law [97], an infinite anisotropy was assumed for the hard material. In this case, the exchange spring formation starts from the hard/soft interfaces, and the resulting coercivity for soft dominant superlattices is negative. This corresponds to the standard switching mode for an exchange spring magnet, where the anisotropy provides the pinning force. When the temperature is elevated, due to the difference in the temperature variation of the magnetization and anisotropy, the Zeeman energy provides the pinning force at large fields. The anisotropy stabilizes the whole structure at small fields. Applying a negative field, exchange springs form in the soft magnetic layers, and the coercivity is hence positive. This is the switching mode appropriate for soft dominant samples at high temperature. Obviously, due to the change in pinning mechanism, the bending field in this mode does not obey the $1/t_s^2$ law, which is derived based on the pinning provided by the anisotropy of the hard magnetic material.
Chapter 5

Exchange spring collapse

The deviations of the room temperature exchange spring from ideal behaviour, as discussed in Chapter 4, results from the reduction of the hard layer anisotropy, at high temperatures. But it is also possible to bring about non-ideal exchange spring behaviour by introducing one or two hard DyFe$_2$ mono-layers directly into the centre of the soft YFe$_2$ layers or doping YFe$_2$ layers uniformly with DyFe$_2$. In this chapter, we report both experimental and theoretical studies of such modified springs. In particular, the OOMMF simulation package [39], originally developed at NIST, has been used to give further insights into the whole demagnetization process. This relies on extensions designed especially for our cubic anisotropy system [38]. In the OOMMF simulations, we use the coordinate system appropriate to our MBE grown (110) films: the $z$ direction is parallel to [110], which is the film normal. $x$ and $y$ directions correspond to [00$\bar{1}$] and [$\bar{1}$$10$], respectively. Depending on the temperature, the in-plane easy axis is [00$\bar{1}$] or [$\bar{1}$$10$]. For both the VSM and OOMMF results, we will only use the crystallographic notation ([00$\bar{1}$], [110], [110] and etc.) to specify directions, in order to avoid confusion. The use of the film coordinate is only confined to the actual implementation of the OOMMF simulation. There is no explicit reference to it in the description of the experimental and theoretical results.

In general, any increase in soft-layer anisotropy, either uniform or by doping as described above, can give rise to irreversible exchange spring behaviour, which we denote as ‘exchange spring collapse’. In fact, exchange spring collapse has already been observed in the FM coupled systems SmCo/Co system [85] and CoPt/TiO$_x$/CoPt [98]. Similar behaviour can also be realized in the DyFe$_2$/YFe$_2$ system [99], where the anisotropy $K_s$ has been artificially set to a higher value. A similarly simulated demagnetization curve can be seen in Fig. 5.1, which shows hysteretic behaviour at $\sim 0.43$ T. The irreversible jump at 0.43 T corresponds to the formation of a domain wall in the top soft layer. The domain wall penetrates into the adjacent hard layer,
Figure 5.1: Simulated demagnetization curve showing irreversible behaviour for the exchange spring superlattice [DyFe₂ 45 Å/YFe₂ 180 Å] × 18. The parameters used here are the same as those stated in Chapter 4 for MOKE simulation, except the soft layer anisotropy constant now has been increased to $K_s = K_h/10$. The dashed line is copied from Fig. 4.9.

Figure 5.2: Normalized $z$ component of magnetization of the top 60 atomic layers for the simulated hysteresis curve given in Fig. 5.1, showing the formation of a domain wall in the top soft layer, with increased anisotropy constant $K_s = K_h/10$. The amplitude of variation of the $z$ component for the remaining layers is small.
Figure 5.3: Sketch of the bilayer configuration used for the analytical discussion of the exchange spring collapse. Note here the positive direction for the $x$ coordinate is reversed, as compared to the bilayer structure used in Chapter 3.

but the deviation in the next soft layer is negligible, as shown in Fig. 5.2. To obtain those results, uniaxial anisotropy is assumed, as what we have done in Chapter 4. In this case, the easy axis is denoted as the $z$ axis, which is different from the notation used for cubic anisotropy in OOMMF simulation. The same convention, i.e. $z$-axis is the easy axis and $x$ direction is the film normal, is adopted in the first section (Section 5.1) of this chapter, for an analytical discussion about irreversible exchange springs.

5.1 Analytical investigation

5.1.1 Infinite interface coupling

A simple picture of the induced irreversibility and the determination of the critical value of the soft layer thickness allowing for the occurrence of irreversibility can be provided by the analytical model which we have used for the discussion of the bending field in Chapter 4. Only the outline will be given here, as a detailed derivation has been given in Chapter 3.

First, the case of an infinitely hard hard layer with also an infinite interface exchange coupling constant will be considered. The relative configuration of the soft layer, the hard layer magnetization and the applied field is shown in Fig. 5.3. The Gibbs free energy is defined as

$$F = \int_0^t \left[ A \left( \frac{d\theta}{dx} \right)^2 + \mu_0 MH \cos \theta + K \sin^2 \theta \right] dx. \quad (5.1)$$

For simplicity, the subscript $s$ has been omitted. So $K$ is the uniaxial anisotropy constant and $A$ the soft layer exchange coupling constant. Variation of $F$ to minimize it leads to the differential equation for $\theta$

$$\frac{d^2\theta}{dx^2} + \left( \frac{\alpha}{2} - \beta \cos \theta \right) \sin \theta = 0 \quad (5.2)$$
with $\alpha = \mu_0 MH/A$, $\beta = K/A$. The first integral of Eq. (5.2) is given by
\[
\frac{d\theta}{dx} = \sqrt{\alpha(\cos \theta - \cos \theta_1) + \beta(\sin^2 \theta - \sin^2 \theta_1)}.
\]
This integral can be carried out explicitly, with boundary conditions
\[
\frac{d\theta}{dx} \bigg|_t = 0, \quad \theta|_0 = 0,
\]
yielding
\[
\sin \frac{\theta}{2} = \left(\frac{\alpha - \beta \cos \theta - \beta \cos \theta_1}{\alpha - 2\beta \cos \theta_1}\right)^{1/2} \sin \frac{\theta_1}{2} \sin \left(x\gamma, \rho \sin^2 \frac{\theta_1}{2}\right),
\]
where $\gamma = \sqrt{\alpha/2 - \beta \cos \theta_1}$ and $\rho = (\alpha + \beta - \beta \cos \theta_1)/(\alpha - 2\beta \cos \theta_1)$. sn is the Jacobi sine elliptic function [100] and $t$ is the thickness of the soft layer, cf. Fig. 5.3. The value of $\theta_1$ is determined by the eigenvalue equation obtained at $x = t$, $\text{sn}(t\gamma, n) = 1$ with $n = \rho \sin^2 \theta_1/2$. $\theta$ is then defined as a function of $H$ through this implicit equation, and once $\theta_1$ is determined, the whole soft layer configuration is determined. Set $\theta_1 = 0$, then $n = 0$ and the eigenvalue equation reduces to $\sin t\gamma = 1$. The corresponding bending field can be determined as
\[
\alpha = 2\beta + \frac{\pi^2}{2t^2}, \quad B_B = \frac{2K}{M} + \frac{\pi^2}{2}\frac{A}{Mt^2}.
\]
As can be expected, $B_B$ is the largest field for which a uniform solution can exist. This form for the bending field has been obtained before for exchange coupled bilayers with an infinitely soft layer [88] and is well known. Differentiating the eigenvalue equation with respect to $H$,
\[
\frac{\partial \theta_1}{\partial H} = \frac{\frac{\partial J}{\partial n} - \frac{\partial J}{\partial \theta_1}}{\frac{\partial \theta_1}{\partial H} - \frac{\partial J}{\partial \theta_1}},
\]
\[ J \] is the complete elliptic integral of the first kind. Require $\partial \theta_1/\partial H \to \infty$, we get an implicit equation for the nucleation field at which the irreversibility sets in,
\[
\frac{\partial J}{\partial n} = \frac{L(n) - (1 - n)J(n)}{2n(1 - n)} = \frac{2t\beta\gamma^3}{\alpha^2 - \beta^2 \sin^2 \theta_1}.
\]
$L$ is the complete elliptic integral of the second kind. At $B_B$ with $\theta_1 = 0$, this gives the critical ratio $r = t/\delta = (2\sqrt{3})^{-1}$ for the setting in of irreversibility, where $\delta = \pi \sqrt{A/K}$ is the Bloch domain wall width of the soft phase.

### 5.1.2 Finite interface coupling

For AFM finite interface exchange coupling $A_0 < 0$, the Gibbs free energy becomes
\[
F = \int_0^d \left[ A \left(\frac{d\theta}{dx}\right)^2 + \mu_0 MH \cos \theta + K \sin^2 \theta \right] dx + 2\nu(1 - \cos \theta_0),
\]
where $\nu = |A_0|/a > 0$, and $a$ is the inter atomic distance for the two interface atomic layers. The finite interface coupling does not affect the differential equation (5.2) for the determination of the equilibrium configurations, and the change occurs in the boundary conditions:

\[
\frac{d\theta}{dx}\bigg|_t = 0, \quad \frac{d\theta}{dx}\bigg|_0 = \frac{\nu}{A} \sin \theta_0.
\] (5.10)

Expand Eq. (5.3) to second order in $\theta$ and impose the boundary conditions, the equation for the bending field reads $A \gamma \tan \gamma t = \nu$ where $\gamma = \sqrt{\alpha/2 - \beta}$. The angle $\theta_0$ is related to $\theta_1$ as $\theta_0 = \theta_1 \cos \gamma t$. For the investigation of the susceptibility, the 4th order solution and interface boundary condition, with infinitesimal variations on field and angles $\alpha \rightarrow \alpha(1 + \tau)$, $\theta_0 \rightarrow \theta_0 + \eta_0$ and $\theta_1 \rightarrow \theta_1 + \eta_1$, are needed:

\[
\eta_0 - \eta_1 \cos \gamma t = \frac{\theta_1}{4} \gamma t \sin \gamma t \left(3p \theta_1^2 - \frac{\alpha \tau}{\gamma^2} \right) + \frac{p}{4} \theta_0 \left(\theta_1^2 - \theta_0^2 \right),
\]

\[
\eta_0 (A^2 \gamma^2 + \nu^2) \theta_0 - \eta_1 A^2 \gamma^2 \theta_1 = \frac{A^2}{4} \tau \alpha (\theta_1^2 - \theta_0^2) + \frac{\nu^2}{6} + \frac{A^2}{2} p \gamma^2 (\theta_1^4 - \theta_1^4),
\] (5.11)

where $p = (\alpha - 8\beta)/24\gamma^2$. To guarantee nontrivial solution for $\eta_s$, the augmented determinant has to be zero because the determinant of the coefficients matrix is zero. This gives the relation

\[
\frac{\tau}{\theta_1^2} \propto -4 + 6p \left[2 + 3\sec^2 \gamma t \left(1 + \frac{2\gamma t}{\sin 2\gamma t} \right) \right],
\] (5.12)

which is exactly proportional to the denominator of Eq. (8) ($\chi_c$) in [91] with an infinite hard layer.

By integrating the $z$ component of the magnetization, which is proportional to $\cos \theta$, the total easy axis magnetization is found to be $\propto \theta_1^2$. Consider that the variation in field is $\tau$, the susceptibility is thus proportional to $\theta_1^2/\tau$. Irreversibility corresponds to a divergent susceptibility, hence we should have the right hand side in Eq. (5.12) $\rightarrow 0$. This equation can only be satisfied by $\gamma^2 \geq 3\beta$. On substituting this condition into the expression for the bending field, we can get the critical ratio for the irreversible spring to occur

\[
r = \frac{1}{\sqrt{3\pi}} \arctan \frac{\delta}{\sqrt{3\pi} A} \frac{\nu}{A}.
\] (5.13)

For infinite $\nu$, this reduces to $r = 1/2\sqrt{3} \simeq 0.29$. The value $r \sim 0.2$ [99] corresponds to $\nu = 2\sqrt{3}\pi A/\delta$. For the material of our soft phase, YFe$_2$, the simple analysis presented above is not applicable, because of its cubic anisotropy. Actually, domain walls in cubic materials have many variants [101], rather than simple Bloch and Neel walls in uniaxial materials. Nonetheless, we can still use the same expression for uniaxial materials to get an estimate of order for cubic materials. An effective uniaxial anisotropy constant
\[ K_s \text{ for YFe}_2 \text{ can be obtained from the coercivity simply through the relation } \mu_0 H_c = 2K_s/M_s, \text{ with } H_c \text{ the coercive field and } M_s \text{ the magnetization. Neither the coercivity nor the magnetization is a rapid changing function of temperature for YFe}_2, \text{ so the value of } K \text{ at 10 K will be used to get an estimate. Putting the coercivity } \mu_0 H_c = 30 \text{ mT and the magnetization } M = 5.6 \times 10^5 \text{ A/m at 10 K into the expression for } K_s, \text{ we can get the value } K_s = 8.4 \times 10^3 \text{ J/m}^3. \text{ The exchange coupling constant can be taken as } A = 1.46 \times 10^{-11} \text{ J/m, as used in the OOMMF simulations. Then the critical thickness corresponding to } r = 0.2 \text{ will be 260 Å. Given the rough approximation used here, this value could be reduced by 2, down to } \sim 130 \text{ Å, if 90° domain walls in cubic materials are taken into account.}

5.2 Reversible exchange springs

Prior to examining exchange spring collapse in the DyFe\(_2\)/YFe\(_2\) system, induced by placing one or two mono-layers into the magnetically soft YFe\(_2\) regions or doping, it is instructive to review and detail results from the undoped DyFe\(_2\)/YFe\(_2\) system. To this end, the 1:4 YFe\(_2\) dominated superlattice [DyFe\(_2\) 40 Å/YFe\(_2\) 160 Å] × 20 has been studied first. For fields directed along the easy [00\(\overline{1}\)] axis at low temperatures, it is well known that the system exhibits negative coercivity [19]. For our purposes, we have applied the field along both the ‘easy’ [00\(\overline{1}\)] and [\(\overline{1}10\)] axes, at temperatures from 300 K down to 10 K. A typical curve at 300 K is shown in Fig. 5.4. The coercivity at this
Figure 5.6: OOMMF simulated total (blue) and compound specific demagnetization curves for [DyFe₂ 40 Å/YFe₂ 160 Å] × 20 at 100 K with the field along the [00\bar{1}] direction. The circled numbers correspond to those shown in Fig. 5.7.

Figure 5.7: Energy surface for DyFe₂ at 100 K. The blue plane represents the (110) film plane. The green arrows with adjacent circled numbers show possible stable directions.

temperature is only 82.9 mT.

When the temperature is decreased below 100 K, [00\bar{1}] is the in-plane easy axis due to the strong crystal field at the Dy³⁺ sites. Measured major and minor hysteresis loops at 80 K can be seen in Fig. 5.5. Negative coercivity can be clearly observed, and the corresponding coercivity is −0.256 T. From the minor loop, we can see that the exchange spring unwinding is almost completely reversible, as can be expected. Any irreversibility is very small and barely detectable. Such irreversibility could originate from weak anisotropy in the soft phase, as will be shown later by the OOMMF simulation, or any deviation from the ideal single domain model on which our paradigm of exchange spring is based. From the temperature dependence of the irreversibility, thermal effects clearly contribute to it: the degree of hysteresis decreases if the temperature is lowered to 60 K.

The whole demagnetization process can be understood based on the OOMMF simulation. Starting from the positively saturated state, the unwinding of the exchange spring will start from the hard/soft interfaces, on decreasing of field. The middle part of the soft phase will continuously rotate away from the parallel configuration, tilting out of the film towards [010], until the whole soft phase becomes antiparallel to the direction of the hard phase, which happens at the negative coercive field. The stable configuration at zero field thus is this antiparallel state, with the hard and soft moments parallel to [00\bar{1}] and [001], respectively. The rotation process of soft moments
Figure 5.8: A schematic representation of the spin configuration for the demagnetization process for [DyFe$_2$ 40 Å/YFe$_2$ 160 Å] × 20 at 100 K with field along the [00\overline{1}] (x) direction. Thick and thin arrows denote the magnetic moments of DyFe$_2$ and YFe$_2$, respectively. From right to left, the field decreases from 100 T to −100 T. The out-of-plane (z) component is not shown, so what is drawn here is the projection of the moments into the film plane.

can actually be viewed as a process of domain wall penetration. Further decrease of field will switch the hard phase to the direction of the applied field, at which point both the soft and the hard phases are parallel again. This simulated picture is qualitatively consistent with the experimental results. The simulated demagnetization curves are given in Fig. 5.6. The whole demagnetization process is easily understood on the basis of the anisotropy energy surface for DyFe$_2$ at 100 K (Fig. 5.7), including both the crystalline and magneto-elastic terms. The small step at −55.6 T is caused by the switching of the bottom hard, DyFe$_2$, layer and the gradual change of magnetization around 0 T is due to the rotation of the top soft layer of the hard/soft stack of moments, used to model our system. The simulated coercivity at 100 K is −1.8 T. A schematic spin configuration is given in Fig. 5.8.

Note that for this structure, simulation shows that the unwinding of the exchange spring is almost reversible, only at the (negative) coercive field does an irreversible switching event occur. At the coercive field, the moments in the middle of the soft phase is almost perpendicular to, in the (001) plane and parallel to [010], those of the hard layers, which still remain parallel to one another. But practically, this irreversibility is too small to be observed; it is easily smeared out by thermal effects. This irreversibility arises from the finite anisotropy constants for the soft phase used in our simulation.
If we decrease those values, the irreversibility disappears. This argument has been verified by decreasing the soft anisotropy constants to 1/1000 of those of the hard phase, where the whole unwinding process is then completely reversible. According to the simulation, the out-of-plane component, $z$ component, is not small during the unwinding, because the demagnetization field is not included in our 1D model. But even if it is included, in the current case, there is no observable difference due to the 1D character of our model.

At temperatures higher than 100 K, the easy axis for DyFe$_2$ films is close to $[\bar{1}10]$. Indeed, our reference sample does exhibit easy axis behaviour when we applied the field along the $[\bar{1}10]$ direction, as can be seen in Fig. 5.9 for a hysteresis loop at 250 K. The corresponding coercivity at this temperature is 0.294 T, which is of the same order of the coercivity as of a pure DyFe$_2$ film. Note that the minor loops (Fig. 5.10) around zero field show that the exchange spring is irreversible, similar to the hysteresis loop shown in Fig. 5.1. Given the presence of such irreversibility even in a pure DyFe$_2$ film, its origin may be contributed to domain wall pinning. The feature at a higher field value, around 3.5 T, is similar to a spin-flop transition [102, 103].

When the temperature is lowered, the easy axis of DyFe$_2$ will rotate away from $[\bar{1}10]$ to $[001]$, due to the magneto-elastic anisotropy. So the $[\bar{1}10]$ demagnetization behaviour of our superlattice sample is expected to show some hard axis character. But surprisingly, the $[\bar{1}10]$ demagnetization curves still show easy axis behaviour, as demonstrated by a typical low temperature curve in Fig. 5.11, down to even 50 K. The reversibility of the exchange spring unwinding is supported by the minor-loop
measurements. The coercivity at 100 K is −0.603 T. The reason for this unexpected phenomenon can be seen from the energy surface of the cubic anisotropy (Fig. 5.12). Actually, [110] axis corresponds to a metastable state at low temperatures [2].

At 380 K, OOMMF simulation gives the following spin configurations at different stages of the demagnetization process. This temperature is higher than the actual experimental temperature (250 K) in an attempt to accommodate thermal effects to some extent. At the largest simulated field, 20 T, the system is still not saturated: the soft magnetization is parallel to the applied field, but that of the hard phase is perpendicular to the field, parallel to the [001] direction in the film plane. Tight domain walls form at the interfaces. Upon decreasing the field, the soft phase remains unchanged, while the hard phase rotates further away from the applied field direction, forming an obtuse angle with respect to the soft magnetization just above the first switching field, 10.3 T. This picture is consistent qualitatively with the neutron scattering analysis of the same system at 250 K [104]. At the same time, the tightly wound domain walls are relaxed. After the switching, the soft phase is mainly parallel to the field, with only small deviation at the interfaces, whereas the hard phase is antiparallel to the field, with a small component out of the film plane, towards [010]. The moments at the interfaces are perfectly antiparallel to each other.

Actually, the two directions for DyFe$_2$ magnetization at 20 T, [001] and [001], are degenerate: the direction of the DyFe$_2$ magnetization can point to either direction. This degeneracy is lifted by the small components of the applied field along $x$ axis. As stated before in Chapter 1, small $x$ and $z$ components are used to initiate the
Figure 5.13: A schematic representation of the spin configuration for the demagnetization process of [DyFe$_2$ 40 Å/YFe$_2$ 160 Å] $\times$ 20 at 380 K with field along the [110] ($y$) direction. Thick and thin arrows denote the magnetic moments of DyFe$_2$ and YFe$_2$, respectively. The applied magnetic field decreases from 20 T to $-20$T from right to left. As in Fig. 5.8, only the projection of the moments into the film plane is drawn here.

dynamic evolution of magnetization. The orientation of the hard phase can be switched from [001] to [00$\bar{1}$] by a negative $x$ component of the applied field. The spin-flop [105, 106, 107] switching here can be viewed as the irreversible switching mediated by domain wall formation in the hard phase, where the dominant soft phase cannot support domain wall due to the stabilization affected by the applied field. Of course, given the large anisotropy of the hard phase, the domain walls will centre mostly at the interfaces and penetrate into the soft phase. The same mechanism in the soft phase is responsible for the irreversible exchange springs to be discussed below. The complete antiparallel configuration is only achieved when the field is decreased to 9.8 T, except the bottom hard/soft bilayer, where a 90° domain wall was formed in the soft layer due to the tilting along [010] of the bottom hard layer. At the interface of this soft layer to the bottom hard layer, the soft spin is perpendicular to the film plane, parallel to [100]. Decreasing the field to zero, the 90° domain wall penetrates progressively towards the centre of the stack of spins, causing the adjacent hard layer to tilt to [100]. During this process, the configuration of the bottom hard layer remains the same. The central part of the domain wall, now in the middle of the soft layer rather than at the interface, is still parallel to [1$\bar{1}$0].

Applying a negative field will move the moments out of plane, with the soft mag-
Figure 5.14: Energy surface for DyFe$_2$ at 380 K. Notations are the same as in Fig. 5.7.

Figure 5.15: Simulated hysteresis loop for [DyFe$_2$ 40 Å/YFe$_2$ 160 Å] $\times$ 20 at 380 K with the field along $[\bar{1}10]$ direction. The total hysteresis loop is given by the blue curve. The circled numbers correspond to those in Fig. 5.14.

Magnetization tilting towards [010] direction, but they still remain perfectly antiparallel. The boundary of the region with a 90° domain wall in the soft layer of the hard/soft bilayers from the bottom hard layer penetrates further into several bilayer structures, with only the bottom hard layer is parallel to [010] while all the other hard layers are parallel to [100]. A 90° domain wall is also formed in the top soft layer. The abrupt switching at $-0.7$ T corresponds to the simultaneous 180° rotation of the two phases, so after that switching, the configuration is still antiparallel. The only change is that now it is the soft phase that is parallel with the applied negative field, along $[1\bar{1}0]$. At the same time, all domain walls are relaxed and a perfect antiparallel configuration is obtained.

A larger negative field will pull the magnetization of the hard layer out of the film plane, towards [010] direction. If the out of plane angle is too large, further decreasing the field induces the switching observed at 15 T, after which the perpendicular configuration is restored, with magnetization in plane and the hard magnetization parallel to [001] again. In the above simulations, sometimes the $z$ component of each phase can be very large, but the average out-of-plane component is always very small, due to the AFM coupling. A sketch of the spin configuration at different stages of the whole demagnetization process is illustrated in Fig. 5.13. To put it into a simple picture, the DyFe$_2$ moments follow the following path, [001] $\rightarrow$ [110] $\rightarrow$ [110] $\rightarrow$ [001], as shown in Fig. 5.14. Except for the switching transitions at the high field, all the moments are in
the (001) plane. The small step at $-7$ T is due to the premature switching to [001] of the bottom hard layer after rotating from [110] to [010], forming an almost $90^\circ$ domain wall in the adjacent soft layer. The simulated results are shown in Fig. 5.15.

At 200K, the temperature used to simulate the low temperature demagnetization processes, the picture is slightly different. Starting from 40 T, the system is already frustrated. Due to the large cubic anisotropy for DyFe$_2$, the magnetization of DyFe$_2$ is tilted out of plane, towards [010] direction, while that of YFe$_2$ is parallel to the field, in the plane. This leads to a frustrated configuration at the interfaces, with the spins almost perpendicular to each other. The out-of-plane angle of the hard layer keeps growing with the decreased field, followed by the relaxation of the frustrated, single atomic layer $90^\circ$ domain walls into the whole soft layer, although the middle of the soft layers are still parallel to the field, until the plateau of the DyFe$_2$ response in Fig. 5.16 is reached. Proceeding from that point, the hard layer out-of-plane angle decreases a little, but the soft layer out-of-plane angle increases towards $90^\circ$, so the net effect is still a decrease of magnetization along $y$ axis. At 1.5 T, the spins in the middle of the soft layer are parallel to [110], then they rotate towards [010]. The remanent state at zero field is a perfect antiparallel state, with the hard layer moments forming a finite out-of-plane angle, pointing towards [010].

On decreasing the field further, the soft layer magnetization aligns itself to the field direction, but the hard layer magnetization only moves towards the film normal ([110]) slowly. All those processes occur in the (001) plane. This increase of the hard layer out-of-plane angle stops at $-14.8$ T, where the hard layer moments are almost perpendicular to the film plane and a magnetic switching event occurs. After the switching, an almost perpendicular configuration appears: the YFe$_2$ moments are parallel to [110] and the DyFe$_2$ moments are close to [001], with the moments at the interfaces forming an obtuse angle. The slow convergence of the curve following that switching is due to the gradual rotating of the DyFe$_2$ moments in the film plane towards [110]. The rotation is completed at $-21$ T, followed by a switching of the hard layers to [100]. Now all the moments are in (001) plane again, with the DyFe$_2$ moments pointing towards [100] and the YFe$_2$ moments parallel to [110]. This configuration results in the frustrated domain walls, as in the case of a very large positive field. The whole switching process for DyFe$_2$ can be summarized as [010] $\rightarrow$ [001] $\rightarrow$ [100]. The simulated coercivity at this temperature is $-1.1$ T. Those switching modes can be understood from the energy surface of DyFe$_2$ at 200 K, as shown in Fig. 5.12.

The OOMMF simulation demonstrates that, at low temperature, the cubic anisotropy is the dominant term for the determination of the switching mode. Under this condition, the hard DyFe$_2$ phase is stabilized by the strong crystal field, and exchange
springs will always nucleate first in the soft YFe\textsubscript{2} phase. For field along both [00\overline{1}] and [\overline{1}10] directions, nucleation of exchange springs in the soft phase gives rise to negative coercivity, for soft dominant samples considered here. When temperature is increased, the cubic anisotropy decreases rapidly, resulting in a more and more important contribution from the magneto-elastic interaction. The magnetization of DyFe\textsubscript{2} is also a rapid varying function of temperature. The reduced magnetization of DyFe\textsubscript{2} at room temperature will make the Zeeman energy less effective to align the magnetization vector to the applied field. Combining those two effects, a spin-flop transition appears for field along the [\overline{1}10] direction at temperatures higher than \(\sim 100\) K. In this configuration, the DyFe\textsubscript{2} moments are perpendicular to the applied field and parallel to [001], which corresponds to a local minimum of the anisotropy energy functional.

After the spin-flop transition, the hard and soft phases are antiparallel to each other. The antiparallel configuration is determined by the exchange interaction, which is not sensitive to temperature, as far as the temperature is not very close to the Curie temperature. A negative field flips the magnetization direction of both the hard and soft phases, so they are still antiparallel after the simultaneous flipping. This is caused by the minimization of the Zeeman energy. Minimization of the Zeeman and the exchange energies finally moves the DyFe\textsubscript{2} moments perpendicular to the applied field at a higher, negative, field value.
5.3 Exchange spring collapse

5.3.1 DyFe\textsubscript{2} thin layers embedded in soft YFe\textsubscript{2} layers

For the purpose of investigating irreversible exchange springs, an 8 Å layer of DyFe\textsubscript{2} is inserted into the soft layer. The structure of the sample to be studied in this section is [DyFe\textsubscript{2} 40 Å/YFe\textsubscript{2} 80 Å/DyFe\textsubscript{2} 8 Å/YFe\textsubscript{2} 80 Å] \times 20. This is similar to the reference 1:4 sample except for the thin inter-layer. Due to the inter-layer diffusion, DyFe\textsubscript{2} atoms can penetrate beyond the nominal thickness, 8 Å [108]. When the field is applied along the [00\overline{1}] direction at a temperature higher than 100 K, a typical hard axis response results. Easy axis behaviour appears only at low temperature. A hysteresis loop measured at 60 K can be seen in Fig. 5.17. The corresponding coercivity is \(-0.134\) T, i.e. the coercivity is still negative, as can be expected for soft dominant samples. But the spring unwinding part of the loop is more complex, when compared to the reference sample (Fig. 5.5). As mentioned at the start of this chapter, with anisotropy introduced into the soft phase, irreversibility should be expected in this sample. Indeed, we have performed the desired partial demagnetization measurements, and irreversibility was observed, as can be seen clearly in Fig. 5.17. This irreversibility is not observed in the reference sample, so it must be attributed to the thin inserted DyFe\textsubscript{2} mono-layers. Fig. 5.18 shows the hysteresis loop and minor loops for the same sample measured at 80 K. Similar irreversibility is observed. The non-coincidence of the major and minor loops is caused by the different values for the high field susceptibility used to subtract the background diamagnetic contribution. The measured coercivity at 80 K is \(-0.469\) T.

For detailed knowledge of the whole demagnetization process, OOMMF simulation has to be invoked. The simulated structure is [DyFe\textsubscript{2} 40 Å/YFe\textsubscript{2} 80 Å/DyFe\textsubscript{2} 10 Å/YFe\textsubscript{2} 80 Å] \times 20. The size of the hard inclusion has been increased to 10 Å, simply because the unit cell size in the simulation is 10 Å. The temperature used here is 150 K. Starting from the largest simulated field value 100 T, the resulted configuration is a parallel state of the hard and the soft phases. At 75 T, deviation from the parallel state can be observed, where the hard inclusion in the soft phase first relaxes, whose direction becomes tilted slightly towards [1\overline{1}1\overline{1}], in the (110) plane. Due to the exchange coupling, the soft spins adjacent to the hard spin are also pulled towards [\overline{1}1\overline{1}], forming an acute angle with respect to the hard spin. Then the hard spin switches to an out-of-plane configuration, close to [925], at 72.4 T. Following the switching, the single hard spin rotates to [100]. At approximately 45.4 T, the out-of-plane angle reaches its maximum, now in (001) plane and close to [100] direction. From that point, the moments on both sides of the hard/soft interfaces start to relax in the (110) plane, with the hard spin
Figure 5.18: Hysteresis loop (blue) and minor loops (red) for [DyFe$_2$ 40 Å/YFe$_2$ 80 Å/DyFe$_2$ 8 Å/YFe$_2$ 80 Å] $\times$ 20 at 80 K with field along [00$\bar{1}$].

Figure 5.19: Simulated hysteresis loop (blue) and minor loop (red) for [DyFe$_2$ 40 Å/YFe$_2$ 80 Å/DyFe$_2$ 10 Å/YFe$_2$ 80 Å] $\times$ 20 at 150 K with field along the [00$\bar{1}$] direction.

rotating towards [1$\bar{1}$1] and the soft spins to [11$\bar{1}$]. The resulted domain walls penetrate mostly into the soft phase, as in the case for the reference sample; while at the same time the out-of-plane angle of the hard inclusion spin decreases slowly. During the relaxation process, the hard inclusion switches to [001] at 18.4 T, where the soft domain walls propagate to the hard inclusion’s position. This switching is caused by the pulling from the soft domain walls. And after the switching, the hard inclusion is antiparallel to its adjacent soft spins, dictated by the AFM coupling. At certain points of the following relaxation process, around 12.8 T, there are two 90° domain walls in a unit cell of the superlattice, which are located in the soft phase, separated by the hard inclusion, whose direction remains parallel to [001]. The direction of the hard inclusion’s neighboring spins is still parallel to [001]. Due to the relaxation of the hard inclusion to [001], the springs in the soft phase are not as tight as before and the penetration depth of domain walls into the hard phase is reduced, resulting in a decrease of the non-uniformity in the hard phase. Finally, when the hard inclusion is tilted away from [001] and the obtuse angles of the soft spins at the interfaces are large enough, with respect to the [00$\bar{1}$] direction, the whole system collapses into another energetically more favorable state. In that state, the hard phase is perfectly parallel to [00$\bar{1}$] direction, while the hard inclusion spin is in the (001) plane, close to [0$\bar{1}$0]. The soft phase accommodates this configuration by rotating from [001] to [010] continuously. Then the hard spin is pulled away from the [010] direction, into the film plane towards [1$\bar{1}$0], if the field is decreased further. The simulated coercivity is $-1.2$ T.

At $-1.4$ T, the stable state switches to the antiparallel configuration with all hard
Figure 5.20: A schematic representation of the spin configuration for the demagnetization process of $[\text{DyFe}_2 \ 40 \ \text{Å}/\text{YFe}_2 \ 80 \ \text{Å}/\text{DyFe}_2 \ 8 \ \text{Å}/\text{YFe}_2 \ 80 \ \text{Å}] \times 20$ at 150 K with field along the [00¯1] direction. Thick and thin arrows denote the magnetic moments of DyFe$_2$ and YFe$_2$, respectively. $H$ is the applied magnetic field. Only the projection of the moments into the film plane is drawn. The configurations shown here correspond to field down to $-3$ T, and the remaining configurations are similar to those shown in Fig. 5.8.

Figure 5.21: Energy surface for DyFe$_2$ at 150 K. Notations are the same as in Fig. 5.7.

Figure 5.22: Hysteresis loop for $[\text{DyFe}_2 \ 40 \ \text{Å}/\text{YFe}_2 \ 80 \ \text{Å}/\text{DyFe}_2 \ 8 \ \text{Å}/\text{YFe}_2 \ 80 \ \text{Å}] \times 20$ at 200 K for field along the [1¯10] direction.
moments pointing to [001] and all soft moments to [001]. This configuration remains stable until $-37$ T. At $-37$ T, the hard phase switches to the [001] direction, but the hard inclusion in the soft phase is still antiparallel to the soft magnetization, which is parallel to [001]. The hard inclusion switches at $-66.4$ T to [100] again, without destroying the parallel configuration of both the soft and hard phases. From that point, the magnetization of the hard inclusion will rotate progressively towards [001], and switches to [001] at $-74.2$ T. Roughly, the switching mode for the hard phase is the same as that for the standard soft dominant sample, [001] $\rightarrow$ [001], whereas the switching mode of the hard inclusion, which determines the exchange spring irreversibility, is [001] $\rightarrow$ [100] $\rightarrow$ [001] $\rightarrow$ [010] $\rightarrow$ [001] $\rightarrow$ [001]. The simulated demagnetization curves can be seen in Fig. 5.19. The role of the hard insertion in the soft layer can be seen in Fig. 5.20. The compound specific curves for DyFe$_2$ and YFe$_2$ are not shown, because they are almost identical to those of the reference sample. The whole demagnetization behaviour can be understood from the energy surface at 150 K (Fig. 5.21).

For the [110] direction, at high temperature, the qualitative behaviour does not change, i.e., the spin-flop like transition is still there, as shown in Fig. 5.22. The corresponding small field major and minor loops are given in Fig. 5.23. It can be seen that the irreversibility is still present. Actually, the whole demagnetization process is almost exactly the same. The OOMMF simulations at 380 K can be seen in Fig. 5.24. The only change is that the hard inclusion always remains antiparallel to the local soft magnetization, which is uniform in the vicinity of the hard inclusion. The coercivity increases to 1.1 T, due to the hard inclusion, which stabilizes the soft phase. In this case the applied field is opposing to the soft phase, not the hard phase as in
the case of field applied along the [00\bar{1}] axis. Qualitatively, the only difference induced by the hard inclusion in the soft phase is the switching at $-0.8$ T, as compared to the continuous rotation found in the reference sample. But this switching only corresponds to the switching of the top hard/soft bilayer to [1\bar{1}0], including the hard inclusion in it. Both before and after switching, the hard inclusion is always parallel to the local soft magnetization. The natural consequence of the switching of the top soft layer before the switching of the whole structure is the introduction of two domain walls, one in the top and the other in the bottom, though the bottom domain wall is already there as in the reference sample. The switching of the top layer induced by the increased soft layer anisotropy is reminiscent of the uniaxial result shown in Fig. 5.1. The two domain walls relax when the whole structure switches. The predicted difference in degree of irreversibility is qualitatively in agreement with experiment, if Fig. 5.9 and Fig. 5.22 are compared.

At 200 K, simulation gives a different picture from that of the reference sample geometry. At 40 T, the soft phase is mostly parallel to the applied field direction, [\bar{1}10], and the hard phase is tilted towards [01\bar{0}], in the [001] plane. But the hard inclusion is not antiparallel to the soft magnetization anymore. This is due to the large cubic anisotropy, which dominates over the magneto-elastic term. Actually, the direction of the hard inclusion is almost parallel to [00\bar{1}], tilted slightly towards [1\bar{1}1] in the film plane. On decreasing the field, the whole structure starts to relax: after
rotating towards [112] in plane with the decreasing field, the hard inclusion switches to [100] at 34.2 T, and the domain walls at hard/soft interfaces relax, as done in the reference sample. What is different here is that this relaxation process takes two steps: first, the relaxation is mainly in the hard phase, tilting it to [010] and the hard inclusion to [110]. At 16.2 T, the out-of-plane angle of the hard inclusion reaches its minimum. Then relaxation takes place in both the hard and soft phases. During the relaxation process, the soft phase rotates away from [110] to [110] to relax the interface domain walls, while the hard phase behaves exactly the same as in the reference sample, gradually tilting out of plane in the (001) plane. At the same time, the hard inclusion rotates to [100] again, with an increasing out-of-plane angle. The soft phase keeps rotating towards [110] until the field reaches 0.2 T, where the middle of the soft phase is parallel to [110] and a switching event occurs.

After this switching, the perfect antiparallel configuration is achieved, with the soft phase parallel to [010] and the hard phase and the hard inclusion parallel to [010]. Further decreasing the field tilts the hard magnetization towards [110], and a switching of the hard phase happens at −14.8 T, where the hard magnetization rotates to the [100] axis, simultaneously introducing tight domain walls at the interfaces. All of the above mentioned transitions occur in the (001) plane, except for the first one for the hard inclusion, which is like a spin-flop transition from [001] to [100]. The switching path for the hard phase is very simple, [010] → [100], while that of the hard inclusion
is $[00\overline{1}] \rightarrow [100] \rightarrow [010]$ (Fig. 5.25). The missing stage for the hard phase at $[001]$ is caused by the induced anisotropy in the soft phase, hence a increased domain wall energy $\propto \sqrt{AK}$. Fig. 5.26 shows the simulated hysteresis curve, which can be compared to the experimental hysteresis loops at 100 K, Fig. 5.27. According to the simulation, the absolute value of the negative coercivity is decreased as compared to the reference sample, which is a result of the increased effective anisotropy of the soft phase. The increased anisotropy can stabilize the spring and hence postpone the completion of spring winding, thus decreasing the absolute value of the negative coercivity. The experimental coercivity at 100 K is $-0.384$ T, whose magnitude is less than that for the reference sample. Hence the same trend is actually reproduced by the simulation.

As can be seen from the simulation, the main effect of the hard inclusion here is to increase the effective anisotropy of the soft phase, even though it is only 8Å thick. With this enhanced anisotropy, irreversibility is then clearly observable.

Minor loops can also be simulated. At low temperatures, the unwinding starts from the soft phase. But due to the hard inclusion, an effective pinning centre, with cubic anisotropy, is introduced. So the resultant relaxation path of the exchange spring is different from that of the standard sample. At 150 K, field along $[00\overline{1}]$, the jump at 2.4 T corresponds to the switching of the hard inclusion from $[001]$ to $[0\overline{1}0]$, thus perpendicular to the hard phase, which is still parallel to $[00\overline{1}]$. From that point, the whole soft phase, including the antiparallel hard inclusion, relaxes towards $[001]$ with the decreasing field. At $-1.4$ T, the complete antiparallel configuration is achieved. Increasing the field from the antiparallel state, the configuration remains unchanged until 5.2 T, where the configuration with the hard inclusion parallel to $[0\overline{1}0]$ reappears. From this picture, it can be concluded that the irreversibility is derived from the anisotropy of the hard inclusion, i.e. the energy barrier between the easy axes $[001]$ and $[0\overline{1}0]$. The small hysteresis around 50 T is caused purely by the hard inclusion switching from $[001]$ to $[100]$.

The irreversibility at 200 K for field parallel to $[\overline{1}10]$ can be analyzed using the same method. Starting from the partially unwound phase, where the hard phase is parallel to $[010]$ and the hard inclusion parallel to $[100]$, all moments are in the $(001)$ plane. This phase will evolve until the magnetization in the middle of the soft phase is almost perpendicular to the film plane. Subsequently the antiparallel configuration sets in at 0.2 T, with the hard moments parallel and the soft moments antiparallel to $[010]$. Increasing the applied field from this geometry, the magnetization of the soft phase will move towards $[\overline{1}\overline{1}0]$, leaving the hard magnetization still parallel to $[010]$. The switching at 3.1 T leads to the configuration where the hard magnetization is parallel to $[010]$, but the hard inclusion is parallel to $[100]$. Before this switching, the
whole system is characterized by the almost perpendicular to the film plane (parallel to [\bar{1}01]) magnetization direction in the middle of the soft layers. The whole process for this field direction occurs in the (001) plane. Following the above analysis, it is obvious that the irreversibility for [\bar{1}10] field results from the energy barrier between the [010] and [100] axes.

To proceed further, another sample with a thinner (4 Å, instead of 8 Å) DyFe$_2$ layer embedded in the middle of soft layers was investigated. Due to the reduced thickness of the hard inclusion, it should be expected that the induced effective anisotropy in soft layers should also be decreased. In turn, this results in a reduced degree of irreversibility. Actually, this is consistent with the experiment, with the applied field along both [00\bar{1}] and [\bar{1}10] (Fig. 5.28). The qualitative behaviour is similar to the exchange spring collapse sample with 8 Å DyFe$_2$ hard inclusion. A decreased degree of irreversibility is the only detectable difference between those two samples, as can be expected. Those results indicate that the induced irreversibility is quite robust against the variation in the hard inclusion thickness. A reduction in the hard inclusion thickness by a factor of two only decreases the widths of corresponding minor loops by almost the same factor, which can be seen from a comparison between Fig. 5.17 and Fig. 5.28. However, it should be reminded that 4 Å is only the nominal thickness, the actual thickness can be larger than 4 Å.

5.3.2 Doping soft YFe$_2$ layers with DyFe$_2$

In the original theoretical prediction for irreversible exchange springs, increased anisotropy for the soft layers was used to introduce the irreversible behaviour. To testify this idea, an alloy sample [DyFe$_2$ 40 Å/Y$_{1-x}$Dy$_x$Fe$_2$ 160 Å] $\times$ 20 ($x = 0.025$) was studied. By
doping with hard DyFe₂, the anisotropy of the soft YFe₂ increases, similar to what was observed in Dy₁₋ₓTbₓFe₂ [2]. The concentration of DyFe₂ is chosen to match that of [DyFe₂ 40 Å/YFe₂ 80 Å/DyFe₂ 4 Å/YFe₂ 80 Å] × 20. VSM measurements (Fig. 5.29) show that the exchange spring unwinding is irreversible. But the width of the minor loops is significantly reduced as compared to the sample with 4 Å DyFe₂ inclusion. Similar reduction in the width of the minor loop can be observed in the OOMMF simulated results (Fig. 5.29). To take into account of the increased anisotropy in doped YFe₂, the crystalline anisotropy constants in the simulation were taken as the concentration average of the anisotropy constants of bulk DyFe₂ and YFe₂. This increases the anisotropy constants for the doped YFe₂ by a factor of 3.5, as compared to the undoped values. The simulated hysteresis corresponds to the energy barrier between the two axes, [001] and [100]. The qualitative agreement between experiment and simulation concerning minor loops, i.e. the reduction in width, indicates that local pinning through insertion of a thin DyFe₂ layer is more effective than uniform doping, for introduction of irreversible exchange springs. This difference between local pinning and uniform doping can be understood on the fact that, in the case of local pinning, formation of exchange springs requires more exchange energy. The step at 1.4 T in the simulated minor loop corresponds to the transition of the soft phase from [010] to [001], while the corresponding step at 4 T signifies the transition from [001] to [100].

5.4 Summary

Irreversibility of exchange spring unwinding has been studied experimentally using a VSM. OOMMF simulation has also been employed to understand the detailed switch-
ing modes. A soft-dominant sample, \([\text{DyFe}_2 \ 40 \ \text{Å}/\text{YFe}_2 \ 160 \ \text{Å}] \times 20\), is used as a reference sample. Low temperature exchange spring unwinding is reversible for field along the \([00\bar{1}]\) direction with negative coercivity. However, spin-flop transition of the hard phase is observed at room temperature for field applied along the \([\bar{1}10]\) direction, even though the low temperature hysteresis loops show behaviour similar to that of the \([00\bar{1}]\) axis. Irreversibility is observed in room temperature \([\bar{1}10]\) measurements, during the simultaneous rotation process of the whole spin structure. The different transition modes observed in the reference sample, i.e. negative coercivity and spin-flop, are caused by the interplay between the temperature dependent magnetization and anisotropy of \(\text{DyFe}_2\) and \(\text{YFe}_2\) \([38]\). At low temperature, both the magnetization and anisotropy of \(\text{DyFe}_2\) are dominant over those for \(\text{YFe}_2\), so the Zeeman energy and the anisotropy energy work together to provide the stabilizing force for \(\text{DyFe}_2\). In this case, exchange springs form in the soft phase. If the composition of the superlattice is soft dominant, a negative coercivity will result. At high temperature, the crystalline anisotropy of \(\text{DyFe}_2\) decreases so rapidly that the magneto-elastic anisotropy becomes significant. In addition to that, the magnetization of \(\text{DyFe}_2\) varies more rapidly than that of \(\text{YFe}_2\) with respect to temperature. Actually, at room temperature their magnetization values are almost equal. Hence, for a soft dominant superlattice sample in an applied, large magnetic field, it is now the soft phase that is parallel to the field, instead of the hard phase as at low temperature. The increased ratio of magnetization between \(\text{YFe}_2\) and \(\text{DyFe}_2\) and the increased importance of the magneto-elastic anisotropy for \(\text{DyFe}_2\) are the main causes. The resulted configuration gives to the observed spin-flop transition at high field.

To demonstrate exchange spring collapse more clearly, we have investigated the sample \([\text{DyFe}_2 \ 40 \ \text{Å}/\text{YFe}_2 \ 80 \ \text{Å}/\text{DyFe}_2 \ 8 \ \text{Å}/\text{YFe}_2 \ 80 \ \text{Å}] \times 20\). In contrast to the reference sample, at temperatures lower than 100 K, irreversibility caused by the increased anisotropy in the soft phase is observable for field applied along the \([00\bar{1}]\) direction. The irreversibility at room temperature for field along \([\bar{1}10]\) is also observed, where the spin-flop transition persists. For hysteresis loops measured along \([\bar{1}10]\) at low temperature, additional irreversible character can be verified by minor loops, as can be expected. Irreversible exchange springs are present in two other samples, one with a thinner hard layer in the middle of soft layers and the other being an alloy sample.

The OOMMF simulations provide insight into the different switching modes responsible for varied hysteretic characters. The negative coercivity is always due to the soft exchange spring unwinding, which results in a negative magnetization value at zero applied field, due to the soft-dominant structure of samples. The spin-flop transition at room temperature is a result of the increased magneto-elastic contribution to the
anisotropy, which favors a perpendicular configuration between the hard and the soft phases. In addition, for the exchange spring collapse samples, OOMMF simulation reveals that the main effect of the hard inclusion or doping in the soft phase is to increase the effective anisotropy of the soft phase, as intended. The observed and theoretically predicted irreversible behaviour agree well, displaying the usefulness of a simple 1D model of a chain of spins to model exchange spring systems.
Nano-technology was first proposed by Feynman almost half a decade ago. Now after nearly 50 years development, it has begun to step into many areas of our everyday life. By way of contrast, magnetism is a very different phenomenon. It has been known to mankind for thousands of years and magnetic materials now have many applications in modern industry. The combination of both the nano-technology and magnetism offers the auspicious prospect of improvements and opportunities [109, 110], particularly in the development of novel devices, such as magnetic read heads.

In the pursuit of high energy permanent magnets, Kneller and Hawig [1] initiated the idea of exchange spring magnets, composed of alternating hard and soft magnetic layers coupled ferromagnetically. Subsequently, it was shown that antiferromagnetically coupled exchange spring systems could provide a solution to the superparamagnetic limit in information storage technology. Our molecular beam epitaxy grown DyFe$_2$/YFe$_2$ superlattice samples serve as a good model system to study antiferromagnetically coupled exchange spring physics, providing insight both to fundamental physics and application. Previous studies have demonstrated many novel features, such as domain wall giant magnetoresistance and negative coercivity, in DyFe$_2$/YFe$_2$ superlattices. Thus providing the prospect for potential applications in spintronics. However, all earlier discussions have been based on the concept of ideal exchange springs, i.e. the hard component is infinitely hard and the soft counterpart is infinitely soft. Within this paradigm, the exchange spring winding or unwinding is always reversible. However, it should be expected that this feature of exchange spring formation is not always true. In this thesis, non-ideal exchange spring behaviour has been highlighted, in the hope of offering more insight into the magnetization process of realistic exchange springs. To this end, a multilayered exchange spring structure, composed of antiferromagnetically coupled alternating DyFe$_2$ (hard) and YFe$_2$ (soft) layers, each with a characteristic thickness of the order of a few nanometers, was adopted.
Magneto-optic Kerr effect (MOKE) is sensitive to surface magnetism, given the finite penetration depth of light in magnetic materials. So it is an ideal technique for characterization of magnetic nano-structures. It manifests itself as a change in polarization for polarized light reflected from a ferromagnetic material. To first order, the change is proportional to the net magnetization, so it can be used to characterize the magnetization process. MOKE is more suitable for the observation of exchange springs, which are not uniformly distributed through the whole sample and tend to nucleate from the topmost soft layer. However, the MOKE setup used in this work is limited by the fact that it can only operate at room temperature and the maximal field available is only about 0.35 T. So for large field or low temperature measurements, a vibrating sample magnetometer (VSM) was used instead.

The first deviation from the ideal spring behaviour was then observed using MOKE. The effect was traced to a decrease in the anisotropy of the hard layer, due to an elevated temperature of 300 K. Room temperature MOKE measurements were performed on two soft dominant 1:4 superlattice samples, which showed reversible exchange spring winding for fields below $\sim 0.2$ T. VSM measurements at 300 K on one of the two samples confirmed the MOKE results. In addition, 1D computer simulations were employed to obtain further understanding on the switching process, by numerically solving the Landau-Lifshitz-Gilbert equation. Using reasonable parameters, the simulated MOKE loops agree qualitatively with the experimental ones. Contradictory to the conventional picture, computer simulation showed that the remanent state is antiparallel to that in the ideal case, even though the spring is still formed in the soft phase. On increasing the magnitude of the applied negative field, it is the soft phase, instead of the hard phase as in the ideal case, which opposes the coercive field. Consequently, as a result of this change of switching mode, the well established $1/t_s^2$ law for the bending field is not obeyed. The change of switching mode can be traced back to a change in the pinning mechanism: at low temperature, the exchange springs are pinned by the hard magnetic layers through the large magnetic anisotropy, whereas at high temperature, the pinning is provided by the Zeeman energy and the anisotropy at large fields and small fields, respectively. The $1/t_s^2$ law is valid for the case of exchange springs pinned by the hard layer anisotropy, so the transition from the low temperature switching mode to the high temperature one will violate the $1/t_s^2$ law for the bending field.

Further studies of non-ideal spring behaviours were obtained using DyFe$_2$/YFe$_2$ superlattices, with an additional thin layer of DyFe$_2$ inserted into the middle of the soft YFe$_2$ layers. The inclusion of DyFe$_2$ results in an effective increase in the YFe$_2$ anisotropy. Due to the induced anisotropy in the soft phase, the exchange spring unwinding should be irreversible.
Before investigating the sought-after irreversible exchange spring behaviour, a standard 1:4 soft dominant sample, serving as a reference sample, was characterized using a VSM at various temperatures from 10 K to 300 K. For field along the [00\overline{1}] axis, hysteresis loops below $\sim 100$ K show typical easy axis character, with negative coercivity. The hysteresis loops at temperatures $> 100$ K confirm that [00\overline{1}] is the hard axis. However, what is more interesting is the response of the 1:4 sample to magnetic fields applied along the [\overline{1}10] (hard-in-plane-axis). For temperatures below $\sim 100$ K, the resultant magnetic loops looked almost identical to those obtained with fields applied along a [00\overline{1}] easy axis. Loops with a negative coercivity were still obtained, despite a different magnetization reversal process. At still higher temperatures, a spin-flop transition was identified. To understand these phenomena, OOMMF simulations were employed. As can be expected, for those loops showing negative coercivity, exchange springs unwind first in the soft phase. However, for the spin-flop like loops, the hard phase first switches from a perpendicular configuration to a antiparallel configuration with respect to the applied field, while the soft phase remains parallel to the applied field. The qualitative agreement between simulation and experiment is good. The OOMMF simulations confirm that the transition of switching mode is mainly responsible for the deviation from the $1/t^2$ law for the bending field, as observed earlier. The formation of exchange springs is reversible, except for a small irreversibility in hysteresis at 300 K, with field along [\overline{1}10]. This small irreversibility can be attributed to a small anisotropy in the soft phase, in addition to domain wall pinning.

It should be emphasized that both experiment and simulation demonstrate that the two directions, [00\overline{1}] and [\overline{1}10], are similar at low temperatures. Both directions are characterized by negative coercivity, which is due to the unwinding of exchange springs in the soft layers for soft-dominant superlattices. This similarity between [00\overline{1}] and [\overline{1}10] is understandable from the low temperature energy surfaces for DyFe$_2$. Actually, [\overline{1}10] is a metastable direction at low temperatures. In addition, another important feature of [\overline{1}10] high temperature exchange spring formation is that the nucleation tends to start in the top soft layers of the whole stack of hard/soft bilayers, as shown by the simulation. In small fields, exchange springs only penetrate about 2 bilayers from the top surface of the whole structure.

For the sample with 8 Å hard DyFe$_2$ inclusion in the soft YFe$_2$ phase, additional irreversibility was observed for both axes at low temperature. For field along [00\overline{1}], there are even two irreversible exchange springs present in the whole demagnetization process measured by VSM. OOMMF simulations show that the induced anisotropy in the soft phase gives rise to the observed irreversibility. As compared to the reference sample at 380 K with field along [\overline{1}10], a small additional small jump was observed in
the simulated loops, which can be attributed to an increase in the soft-phase anisotropy. Similar behaviour was confirmed in two additional samples, one with a thinner (4 Å) DyFe$_2$ inclusion and the other being an alloy sample. Qualitatively, the consequence of changing from 8 Å DyFe$_2$ inclusion to 4 Å DyFe$_2$ inclusion is a reduced degree of irreversibility, due to the less DyFe$_2$ inserted. In the alloy sample, the soft YFe$_2$ layers are doped uniformly with DyFe$_2$, resulting in an increased anisotropy. Irreversible exchange springs were still observable, but the degree of irreversibility was further decreased. OOMMF simulations give the same qualitative behaviour. The reduced effect of uniform doping on introducing irreversible exchange springs, as compared to local pinning through insertion of a thin DyFe$_2$ layer in the middle of soft layers, is understandable based on the consideration of exchange energy cost.
Appendix A

Temperature dependent parameters

The temperature dependent parameters needed in OOMMF simulation will be given below, from 100 K to 400 K in 10 K steps. The temperature dependence of magnetization is given in terms of the ratio $r = M(T)/M_0$, as measured from Mössbauer spectrum measurements [16]. $M_0$ is the zero temperature saturation magnetization, which is

$$8(\mu_{Dy} - 2\mu_{Fe})/a^3$$

for DyFe$_2$. Here $\mu_{Dy} = 10\mu_B$ and $\mu_{Fe} = 1.5\mu_B$ [24] are the magnetic moments of Dy and Fe in DyFe$_2$, respectively. $\mu_B$ denotes the Bohr magneton. $a = 7.325$ Å is the lattice constant of DyFe$_2$ [11]. The prefactor 8 reflects the fact that there are 8 Dy atoms in a unit cell. The same formulation is also valid for YFe$_2$. The only difference is that now the moment of YFe$_2$ is almost completely determined by the moment of Fe atoms, with Y being nonmagnetic except for a small induced 4d moment [111]. The relevant lattice constant for YFe$_2$ is $a = 7.363$ Å [11]. The values given for the multipolar anisotropy constants $\tilde{A}_l$ are calculated using the single-ion model for DyFe$_2$ [22, 26]. Those values are given in terms of temperature (K) per formula unit in the table. But the usual unit used in OOMMF simulation is J/m$^3$. Bearing in mind that there are 8 formula units in a unit cell, the conversion between those two units is very simple

$$\tilde{K}_l = 8k_B\tilde{A}_l/a^3$$

with $k_B$ as the Boltzmann constant. The multipolar anisotropy constants $\tilde{K}_l$ are then related to the usual anisotropy coefficients through Eq. 1.10. The anisotropy and the magneto-elastic terms of YFe$_2$ are negligible, and are taken as 1/100 of those values for DyFe$_2$ given here, in the OOMMF simulation. This simplification results in temperature dependent easy directions, as in DyFe$_2$, which is contrary to the actual temperature-independent easy axis for YFe$_2$. But due to the small anisotropy and
magneto-elastic interaction constants for YFe$_2$ used in the simulation, changing to the actual easy axis [111] does not change the hysteretic loops qualitatively.

<table>
<thead>
<tr>
<th>T(K)</th>
<th>r(YFe$_2$)</th>
<th>r(DyFe$_2$)</th>
<th>$A_4$(K)</th>
<th>$A_6$(K)</th>
<th>$A_8$(K)</th>
<th>$A_{242}$(K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.98</td>
<td>0.92</td>
<td>-29.53</td>
<td>-1.08</td>
<td>0.77</td>
<td>4.97</td>
</tr>
<tr>
<td>110</td>
<td>0.98</td>
<td>0.91</td>
<td>-25.87</td>
<td>-0.86</td>
<td>0.55</td>
<td>4.76</td>
</tr>
<tr>
<td>120</td>
<td>0.98</td>
<td>0.89</td>
<td>-22.64</td>
<td>-0.68</td>
<td>0.39</td>
<td>4.57</td>
</tr>
<tr>
<td>130</td>
<td>0.98</td>
<td>0.88</td>
<td>-19.79</td>
<td>-0.54</td>
<td>0.28</td>
<td>4.37</td>
</tr>
<tr>
<td>140</td>
<td>0.97</td>
<td>0.87</td>
<td>-17.30</td>
<td>-0.43</td>
<td>0.20</td>
<td>4.18</td>
</tr>
<tr>
<td>150</td>
<td>0.97</td>
<td>0.85</td>
<td>-15.13</td>
<td>-0.34</td>
<td>0.15</td>
<td>4.00</td>
</tr>
<tr>
<td>160</td>
<td>0.97</td>
<td>0.84</td>
<td>-13.23</td>
<td>-0.27</td>
<td>0.11</td>
<td>3.82</td>
</tr>
<tr>
<td>170</td>
<td>0.96</td>
<td>0.83</td>
<td>-11.57</td>
<td>-0.22</td>
<td>0.08</td>
<td>3.64</td>
</tr>
<tr>
<td>180</td>
<td>0.96</td>
<td>0.81</td>
<td>-10.13</td>
<td>-0.18</td>
<td>0.06</td>
<td>3.48</td>
</tr>
<tr>
<td>190</td>
<td>0.96</td>
<td>0.80</td>
<td>-8.87</td>
<td>-0.14</td>
<td>0.04</td>
<td>3.31</td>
</tr>
<tr>
<td>200</td>
<td>0.95</td>
<td>0.78</td>
<td>-7.77</td>
<td>-0.12</td>
<td>0.03</td>
<td>3.16</td>
</tr>
<tr>
<td>210</td>
<td>0.95</td>
<td>0.77</td>
<td>-6.82</td>
<td>-0.09</td>
<td>0.02</td>
<td>3.00</td>
</tr>
<tr>
<td>220</td>
<td>0.94</td>
<td>0.75</td>
<td>-5.98</td>
<td>-0.08</td>
<td>0.02</td>
<td>2.86</td>
</tr>
<tr>
<td>230</td>
<td>0.94</td>
<td>0.74</td>
<td>-5.25</td>
<td>-0.06</td>
<td>0.01</td>
<td>2.72</td>
</tr>
<tr>
<td>240</td>
<td>0.93</td>
<td>0.72</td>
<td>-4.61</td>
<td>-0.05</td>
<td>0.01</td>
<td>2.58</td>
</tr>
<tr>
<td>250</td>
<td>0.93</td>
<td>0.71</td>
<td>-4.05</td>
<td>-0.04</td>
<td>0.01</td>
<td>2.45</td>
</tr>
<tr>
<td>260</td>
<td>0.92</td>
<td>0.69</td>
<td>-3.56</td>
<td>-0.03</td>
<td>0.01</td>
<td>2.33</td>
</tr>
<tr>
<td>270</td>
<td>0.92</td>
<td>0.68</td>
<td>-3.13</td>
<td>-0.03</td>
<td>0.00</td>
<td>2.21</td>
</tr>
<tr>
<td>280</td>
<td>0.91</td>
<td>0.66</td>
<td>-2.75</td>
<td>-0.02</td>
<td>0.00</td>
<td>2.09</td>
</tr>
<tr>
<td>290</td>
<td>0.90</td>
<td>0.65</td>
<td>-2.42</td>
<td>-0.02</td>
<td>0.00</td>
<td>1.99</td>
</tr>
<tr>
<td>300</td>
<td>0.90</td>
<td>0.64</td>
<td>-2.13</td>
<td>-0.02</td>
<td>0.00</td>
<td>1.88</td>
</tr>
<tr>
<td>310</td>
<td>0.89</td>
<td>0.62</td>
<td>-1.87</td>
<td>-0.01</td>
<td>0.00</td>
<td>1.78</td>
</tr>
<tr>
<td>320</td>
<td>0.88</td>
<td>0.61</td>
<td>-1.65</td>
<td>-0.01</td>
<td>0.00</td>
<td>1.68</td>
</tr>
<tr>
<td>330</td>
<td>0.87</td>
<td>0.59</td>
<td>-1.45</td>
<td>-0.01</td>
<td>0.00</td>
<td>1.59</td>
</tr>
<tr>
<td>340</td>
<td>0.86</td>
<td>0.58</td>
<td>-1.27</td>
<td>-0.01</td>
<td>0.00</td>
<td>1.50</td>
</tr>
<tr>
<td>350</td>
<td>0.85</td>
<td>0.56</td>
<td>-1.11</td>
<td>-0.01</td>
<td>0.00</td>
<td>1.42</td>
</tr>
<tr>
<td>360</td>
<td>0.84</td>
<td>0.55</td>
<td>-0.98</td>
<td>-0.00</td>
<td>0.00</td>
<td>1.34</td>
</tr>
<tr>
<td>370</td>
<td>0.83</td>
<td>0.53</td>
<td>-0.85</td>
<td>-0.00</td>
<td>0.00</td>
<td>1.26</td>
</tr>
<tr>
<td>380</td>
<td>0.82</td>
<td>0.52</td>
<td>-0.75</td>
<td>-0.00</td>
<td>0.00</td>
<td>1.19</td>
</tr>
<tr>
<td>390</td>
<td>0.81</td>
<td>0.50</td>
<td>-0.65</td>
<td>-0.00</td>
<td>0.00</td>
<td>1.11</td>
</tr>
<tr>
<td>400</td>
<td>0.80</td>
<td>0.49</td>
<td>-0.57</td>
<td>-0.00</td>
<td>0.00</td>
<td>1.05</td>
</tr>
</tbody>
</table>

Table A.1: Temperature dependent parameters for DyFe$_2$ used in the OOMMF simulation.
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