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UNIVERSITY OF SOUTHAMPTON

ABSTRACT

Faculty of Engineering, Science and Mathematics

School of Electronics and Computer Science

A thesis submitted in partial fulfilment of the

requirements for the award of Doctor of Philosophy

Closed-Loop Multiple Antenna Aided Wireless Communications Using Limited Feedback

by Du YANG

The aim of this thesis is to study the design of closed-loop multiple antenna aided wireless communi-

cations relying on limited feedback. Multiple antennas maybe employed either/both at the transmitter

or/and at the receiver, where the latter periodically feedsback some information about the time-varying

wireless channel using a limited number of bits. Furthermore, the transmitter then pre-processes the sig-

nals to be transmitted according to the received feedback information. This closed-loop multiple antenna

aided communication scheme is capable of significantly improving the attainable system performance in

terms of increasing the transmission rate or enhancing the transmission integrity.

The goal of our research is the efficient acquisition and exploitation of the Channel State Information

at the Transmitter (CSIT), with the aid of different transmit preprocessing algorithms. The transmission

schemes investigated in this thesis include the Transmit Matched Filter (TxMF), the Transmit Eigen-

Beamformer (TxEBF), the linear Multi-User Transmitter (MUT) and a recently proposed MIMO scheme

called Spatial Modulation (SM).

The entire process of CSIT acquisition is investigated in this thesis, which includes pilot assisted CSI

estimation, CSI quantisation at the receiver, as well as CSIreconstruction at the transmitter. A number

of novel designs are proposed in order to increase the CSI acquisition efficiency. A range of different

CSI quantisers are detailed in Chapter 2, and their performances are evaluated throughout Chapter 3 to

Chapter 6. Moreover, a pilot overhead reduction scheme is proposed for pilot assisted CSI estimation

in Chapter 3 for rapidly fading channels. A pilot symbol assisted rateless code is also proposed in

Chapter 3, which exploits the available pilot symbols not only for channel estimation but also for channel

decoding. Furthermore, an Extrinsic Information Transfer(EXIT) Chart optimised Channel Impulse

Response (CIR) Quantizer is proposed in Chapter 5, which assists the system in maintaining the lowest

possible CSI feedback overhead, while ensuring that an openEXIT-tunnel is still attainable for the sake of

achieving an infinitesimally low BER. A soft decoding assisted MIMO CIR recovery scheme is proposed

in Chapter 5, which minimises the CIRs’ reconstruction error at the transmitter for noise contaminated

feedback. Last but not least, a CSI feedback scheme using channel prediction and predictive vector

quantization is also proposed in Chapter 5 for delayed feedback channels.

Given feedback CSIT, a number of algorithms are proposed in order to efficiently exploit it. In

Chapter 4 a novel Linear Dispersion Code (LDC) aided TxEBF scheme is proposed, which is capable

of striking the required trade-off between the maximum attainable diversity gain and the capacity for an

arbitrary number of transmit and receive antennas. In the same chapter, an application example using a

novel scheme referred to as a TxEBF aided video transmissionscheme is proposed, where the encoded

video source bits are transmitted through different eigen-beams according to their error sensitivity, so as

to improve the decoded video quality at the receiver by employing unequal error protection. Moreover, a

feedback-aided phase rotation and a feedback-aided power allocation scheme are proposed in Chapter 6,
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which achieves beneficial transmit diversity and enhances the robustness of a SM aided MIMO system.

By examining the various schemes investigated throughout Chapter 3 to Chapter 6, our five-step

guidelines conceived for the design of closed-loop MIMO systems using limited feedback are sum-

marised as follows. The first step is to design appropriate transmit preprocessing schemes under the

assumption of having perfect CSIT. Then, the second step is to determine the specific type of the required

feedback information, whose entropy has to be as low as possible. Next we design an efficient quan-

tiser based on the statistical properties of the required feedback information. The distortion metric of the

quantiser may be the conventional MSE metric, but the employment of a direct data-link-performance

related metric is preferable. Moreover, the fourth step is to improve the efficiency and robustness of the

quantiser by employing conventional source compression. Finally, the fifth step is the joint optimisation

of the data transmission link and the CSI feedback link basedon the ultimate target performance metric.

This thesis is concentrated on a Frequency Division Duplex (FDD) cellular communication scenario

using digitalized feedback information, where the Mobile Terminals (MTs) estimate the Down-Link (DL)

channel, quantise and feed back the required information tothe Base Station (BS) using a bandwidth-

limited feedback link, and the BS reconstructs the receivedCSI feedback information for the sake of

throughput or integrity improving the DL transmission. Moreover, the wireless channels are assumed to

be slow frequency-flat/narrow-band Rayleigh fading channels. They are mostly assumed to be spatially

independent. The scenario of having spatial correlation and Line Of Sight (LOS) transmissions are also

considered. Furthermore, both the achievable capacity andthe BER performance are evaluated. Iterative

decoding is employed in conjunction with channel coding in order to approach the achievable capacity

and improve the BER performance.
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Chapter1
Introduction

Multiple-Input-Multiple-Output (MIMO) systems facilitate a linear increase of the achievable transmis-

sion rate with the minimum of the number of transmit and receive antennas [1]. They also enhance the

link’s reliability and improve the cellular coverage [2]. Moreover, the closed-loop MIMO system, where

the transmitter adapts the transmitted signal according tothe avaliable Channel State Information (CSI),

may yield further potential improvements [3]. Closed-loopMIMOs are entering next generation cellular

products [4] with the promise of widespread adoption in the near future.

In this introduction, a brief review of MIMO techniques is provided in Section 1.1, with special

emphasis on closed-loop MIMO techniques. Then the scope of the thesis is specified in Section 1.2,

while Section 1.3 outlines the focus of each chapter. Finally, the novel contribution of the thesis are

described in Section 1.4.

1.1 Historical Overview

1.1.1 MIMO Techniques

A major technological breakthrough in improving the transmission reliability of wireless links was facili-

tated by the employment of multiple antennas at the transmitter and receiver. Typically, wireless systems

equipped with multiple antennas at both sides are referred to as MIMO systems in contrast to Single-Input

Single-Output (SISO) systems, where the latter rely on a single transmit and receive antenna. The con-

cept of employing multiple antenna was first proposed in [1,5], which demonstrated a significant increase

of the achievable capacity without requiring any extra bandwidth or power. Compared to SISO systems,

MIMO systems are capable of combating the deleterious effects of multipath fading, which is one of

the main challenges in the design of wireless communicationsystems. They outperform single-antenna

aided systems both in terms of their system capacity [6] and Bit-Error-Ratio (BER) performance.

MIMO systems may be classified into different groups according to a range of different criteria.

Based on the number of antennas employed, a system having a single transmit antenna and several receive

antennas is referred to as a Single-Input Multiple-Output (SIMO) system, while having several transmit

antennas and a single receive antenna results in a Multiple-Input-Single-Output (MISO) system. The
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MIMO system is the most general construction, which subsumes SISO, SIMO, MISO systems as special

cases. Moreover, MIMO systems may be also divided into co-located [1, 5–7] and distributed [8–10]

MIMO systems. In a co-located MIMO system, the transmit and receive antennas are a part of an antenna

array, which are colocated for example of a Base Station (BS)or at a single Mobile Terminal (MT). By

contrast, in a distributed MIMO system, the transmit/receive antenna elements of a virtual MIMO may be

installed in different equipment and distributed to form a virtual antenna array. Furthermore, according

to the system scale, MIMO arrangements may be categorised into single-user [11], multi-user [12] and

multi-cell [13] MIMO systems, whose communication model evolves from point-to-point (e.g. a single

MT communicates with a single BS), to point-to-multipoint (e.g. a single BS broadcasting to multiple

MTs through the Down-Link (DL) channel) and multipoint-to-point (e.g. multiple MTs transmitting

signals to one BS using the Up-Link (UL) channel), and finallyto multipoint-to-multipoint (e.g. multiple

MTs communicating with multiple BSs).

It is essential to employ MIMO techniques both at the transmitter and the receiver for any of the

aformentioned MIMO systems to exploit the benefits of havingmultiple antennas. MIMO techniques

may be classified into the following five categories according to their functions.

• Spatial Multiplexing

Ns independent information data streams are transmitted withthe aid ofNTx (Ns ≤ NTx) transmit

antennas simultaneously, without requiring any extra bandwidth or power, hence the overall data

rate becomesNs times the data rate of using a single transmit antenna. A typical application of

spatial multiplexing is constituted by the Vertical Bell-Labs Layered Space-Time Architecture (V-

BLAST) [5].

• Spatial Diversity

In contrast to spatial multiplexing, spatial diversity schemes transmit replicas of the same data

stream overNTx transmit antennas. The attainable diversity gain depends on the similarity of these

channels. If these channels are correlated, i.e. fade together, the achievable diversity gain becomes

zero. However, if they are independent of each other, the diversity gain becomesNTxNRx , where

NRx represents the number of receive antennas. The achievable diversity gain in practice is usually

between these two values. This transmission scheme has introduced some redundancy in the spatial

domain, which is similar to the effects of channel coding. A specific algorithm which exploits the

spatial diversity is constituted by Space-Time Coding (STC) [14].

• Beamforming

Beamforming exploits the CSI at the transmitter/receiver in order to form an angularly selective

beam pattern, which steers the transmit/receive beam in a certain desired direction, and suppresses

the signal in other directions. It may be viewed as a kind of spatial signal processing scheme, which

is applicable for both spatially independent and correlated channels. The research of beamforming

schemes is characterized for example in [15–17].

• Space-Division Multiple Access (SDMA)

SDMA techniques take advantage of the unique user-specific Channel Impulse Responses (CIR)

of the MIMO elements, in order to pre-cancel/cancel the inter-user interference at the transmit-

ter/receiver, so as to enable multiple users to communicatein the same time- or frequency-slots,

provided that their CIRs are known at the transmitter/receiver. The key challenge of SDMA system
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is the design of Multi-User Detectors (MUD) [18–22] and of Multi-User Transmitters (MUT) [12,

23–26].

• Spatial Modulation (SM)

Spatial modulation activates a single transmit antenna at every transmission instant according to the

input information. More explicitly, the information bits are conveyed by the indices of the transmit

antenna by exploiting the relative independence of the channel fading associated with the different

transmit antennas. Although the achievable throughput increases only logarithmically with the

number of transmit antennas, spatial modulation is capableof reducing the complexity of both the

transmitter and receiver, as well as achieving a high energyefficiency with the aid of a sufficient

high number of antennas. Research ideas on spatial modulation can be perused in [7,27,28].

MIMO techniques have been designed for achieving one of above-mentioned functions. For instance,

the Alamouti scheme [14] was designed for achieving transmit diversity. However, sophisticated MIMO

techniques are capable of supporting more than one functions. For example, the Linear Dispersion Code

(LDC) proposed in [29] is capable of achieving both a spatialmultiplexing gain as well as a spatial

diversity gain. Another example is the multi-functional MIMO detailed in [2], where a combination

of the MIMO techniques is employed based on exploiting the prevalent channel properties and system

requirements.

Alternatively, the MIMO techniques may divided into the following two categories, namely open-

loop and closed-loop MIMOs, based on the availability of theCSI at the Transmitter (CSIT).

• Open-loop MIMOs: CSIT is not available

In an open-loop MIMO system, the transmitter has no channel knowledge. The CSI may be ex-

tracted at the receiver with the aide of pilot-assisted [30], semi-blind [31, 32] or totally blind [33]

channel estimation techniques. Alternatively, the channel estimation may be avoided at the re-

ceiver with the aid of differential detection techniques [34, 35]. In this case, non-coherent MIMO

techniques are available for achieving a spatial multiplexing gain [5], transmit diversity gain [14],

receive diversity gain [36] and receive beamforming gain [15]. The open-loop SDMA uplink [37]

and open-loop spatial modulation are also implementable.

• Closed-loop MIMOs: CSIT is available

In a closed-loop MIMO system, the CSI is known both by the transmitter and the receiver. Aided

with CSIT, it becomes possible to achieve a transmit beamforming gain [38, 39] and to construct

a SDMA DL system [12, 40]. Moreover, the performance of the open-loop MIMO schemes [41],

such as spatial multiplexing using the V-BLAST arrangementwill be improved by taking the CSIT

into design consideration [42].

It is evident that in the presence of perfect CSIT, the closed-loop MIMO arrangement achieves a better

performance than open-loop arrangements in terms of almostall performance metrics [3,43]. Motivated

by the potential benefits, substantial research efforts have been dedicated to the design of efficient closed-

loop MIMO schemes, which will be reviewed in Section 1.1.2.
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1.1.2 Closed-loop MIMO Techniques

The history of closed-loop communication system design maybe traced back to Shannon [44,45]. A typ-

ical example of closed-loop design is constituted by adaptive modulation [46] invoked for SISO systems,

where the number of modulation levels or the Forward Error Correction (FEC) code rate may be varied

based upon the instantaneous channel quality. With the aid of multiple antenna, another signal dimension

- namely the spatial dimension - can be exploited by adaptivesignalling, which results in further perfor-

mance improvements [6,47]. In this section, the classification of closed-loop MIMO systems is provided

first, followed by the literature review of transmit preprocessing techniques, the CSI quantization design,

and the CSI reconstruction.

antenna arrangement

co−located

distributed

scalesystem 

single−user
multi−user

with scheduling

no scheduling
multi−cell

methodacqusition 

reciprocity (TDD)

feedback (FDD)
analog FB

(limited)

digital FB

CSIT CSI type

non−causal
causal

Figure 1.1: The classification ofclosed-loop MIMO systems according to 1) antenna arrangement; 2)

system scale; 3) CSIT acquisition method; and 4) CSI type.

Following the classification of MIMO systems, closed-loop MIMO systems may also be classified

into co-located [11] and distributed [48] closed-loop MIMOsystems based on the antenna arrangements.

Alternatively, they may be categorised into the following three groups, namely single-user [41], multi-

user [49] and multi-cell [50] closed-loop MIMO systems. Thefamily of multi-user closed-loop MIMO

systems may be further categorised into two types, depending on whether the scheduling techniques [51]

are employed for the sake of achieving multi-user diversity[52]. Moreover, closed-loop MIMO systems

have their own unique classifications. For example, closed-loop MIMO systems may be categorized

according to their CSIT acquisition methods. More explicitly, the CSIT may be obtained by exploiting

the reciprocity [53, 54] of the UL and DL channel in a Time Division Duplex (TDD) system, where the

UL and DL channel occupy the same frequency band and hence mayfade together in the absence of

frequency-selective fading. Otherwise, the CSIT may be obtained from a specific feedback channel [3]

from the receiver to the transmitter in a Frequency DivisionDuplex (FDD) system, where the UL and

DL channel occupy different frequency band and hence are expected to have different CIRs. For the

class of systems using feedback information, the CSI may be fed back using an analog signal [55]. For

example, in [55] the signal received by the MTs was directly transmitted back to the BSs. Alternatively,

the CSI may be estimated at the receiver, quantised, encodedand then fed back to the BS, which is termed

as digital feedback or limited feedback [3]. Another classification of the closed-loop MIMO system is

based on the CSI types including non-causal CSI [56] and causal CSI [57]. Non-causal CSI refers to the

long-term statistical channel information, such as the CIRtaps’ mean value and covariance matrix. This

type of information is usually measured once before transmission and does not require frequent updates

after the initial signalling. By contrast, causal CSI refers to the instantaneous channel information [58],

for example the instantaneous CIRs. This kind of information is time-variant and has to be periodically

fed back to the transmitter. Employing causal CSI generallyachieves a better performance than non-
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causal information, but also imposes a higher signalling overhead and signal processing complexity [59].

In addition,we define the terminology CSI as any information related to both statistical as well as

to instantaneous channel states, which includes not only the CIRs, but also the channel’s covariance

matrix, the transmit beamforming vector, the appropriate modulation scheme according to the current

channel quality, etc.

The benefits of having CSIT is exploited by the transmit preprocessing techniques. A succinct litera-

ture review of transmit preprocessing techniques is illustrated in Table 1.1. Based on the algorithm itself,

the transmit preprocessing techniques may be categorised into linear and non-linear ones. Transmit an-

tenna selection [72], Tansmit Eigen-Beamforming (TxEBF) [73], Transmit Zero Forcing (TxZF), Trans-

mit Minimum Mean Square Error (TxMMSE) [26] and Transmit Block-Diagonalization (TxBD) [64]

belong to the linear transmit preprocessing techniques. Bycontrast, Dirty Paper Coding (DPC) [24, 74],

Vector Precoding (VP) [65] etc. belong to the class of non-linear transmission arrangements. Linear

transmit preprocessing techniques have a lower computational complexity than the non-linear ones, but

the former ones are inferior to the non-linear ones in terms of their achievable throughput and BER

performance. However, recent research of multi-user systems demonstrated that in conjunction with

beneficial scheduling schemes, the performance of linear transmit preprocessing may approach that of

the non-linear ones [75]. Moreover, when relying on the MIMOfunctions listed in Section 1.1.1, the

transmit preprocessing techniques may also be classified according to their functions, which includes

transmit preprocessing schemes designed for improving thespatial multiplexing [42, 76], the spatial di-

versity [66, 77], the transmit beamforming gain [78], for SDMA DL system [40], and for improving the

performance of spatial modulation schemes, as detailed in Chapter 6.

In addition to the transmit preprocessing techniques, another key component of a closed-loop MIMO

system using limited back is the CSI quantizer. The literature review of CSI quantisers is provided in Ta-

ble 1.2. The design principles of conventional source quantisers, such as speech/audio/video codec may

be applied to the design of CSI quantisers. For example, it iswidely recognized that an efficient audio

quantiser must be designed by exploiting the statistical properties of the audio source signal [91]. Sim-

ilarly, an efficient CSI quantiser must be designed based on the unquantised CSI characteristics, which

depends on the specific transmit preprocessing scheme employed [57, 80] and on the MIMO channel

used [87]. Another example is the employment of Vector Quantisers (VQ) [91] for MIMO CSI quantisa-

tion [79], since it is demonstrated by the conventional source quantiser theory that a VQ, which jointly

quantized all the elements of a multi-dimensional source, outperforms the corresponding Scalar Quan-

tizer (SQ) conceived for quantising every source sample separately. Moreover, some algorithms designed

for conventional source quantisers, such as the codebook generation algorithm referred to as the Linde-

Buzo-Gray (LBG) algorithm [91], are also widely applied forthe design of CSI quantisers. However, the

ultimate design objective of the CSI quantiser is however different from that of the conventional source

quantizer. More explicitly, the design objective of the conventional source quantiser is to reconstruct

the input speech/audio/video source signal with minimum distortion. As a result, the quantiser’s perfor-

mance is typically evaluated by the Euclidean distance between the unquantised and quantised source

samples. By contrast, the ultimate objective of a CSI quantiser is to improve the system’s performance

in terms of the attainable throughput and BER. Although thisgoal could be achieved by minimising the

quantisation error in terms of the classic Euclidean distance, further research demonstrated that other

distortion metrics, such as the chordal distance [80] and Fubini-Study distance [57], provide a superior

performance. Furthermore, the feedback channel is usuallybandwidth-limited, error-contaminated and
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Table 1.1: Major contributions addressing transmit preprocessing schemes.

Author(s) Contribution

[60] Costa 1983 proposed the concept of dirty paper coding.

[61] Negiandet. al. 2002 combined transmit beamforming with space-time coding in

order to increase the received SNR value.

[62] Zhuanget. al. 2003 combined the transmit antenna selection with power and

rate control, so as to enhance a V-BLAST system’s throughput.

[63] Molisch and Win 2004 presented an overview of antenna selection.

[64] Choi and Murch 2004 proposed the Transmit Block Diagonalisation (TxBD) algorithm

for a multi-user MIMO downlink system.

[26] Johamet. al. 2005 compared three linear transmit preprocessing schemes, namely

the TxMF, TxZF and TxMMSE.

[24] Jindal and Goldsmith 2005 compared the sum-capacity of dirty-paper coding to that of

TDMA for the Gaussian MIMO broadcast channel.

[65] Hochwaldet. al. 2005 proposed a vector-perturbation technique for near-capacity

multiantenna multiuser communication.

[51] Ajib and Haccoun 2005 provided an overview of scheduling algorithms designed for

MIMO-based cellular wireless communication systems.

[66] Celebiet. al. 2006 conceived a balanced space-time block code, which increases

transmit diversity by using one or two feedback bits.

[11] Vu and Paulraj 2007 provided a tutorial on linear transmit preprocessing.

[49] Zhang and Letaief 2007 investigated multiuser scheduling relying on limited feedback

of the CSI in MIMO broadcast channels.

[67] Santosoet. al. 2008 designed a transmit power allocation scheme for a STTC-aided

MIMO system relying on limited feedback.

[68] Bizaki and Falahati 2008 investigated the non-linear transmit proprocessing scheme

termed as Tomlinson-Harashima precoding using imperfect CSI.

[50] Somekhet. al. 2009 examined the TxZF algorithm in a multicell scenario, where the

BSs cooperated with each other.

[69] Changet. al. 2009 proposed a low-complexity multicell OFDMA DL channel

assignment method.

[70] Meri et. al. 2010 advocated a novel beamforming and power control algorithm

for the MIMO OFDM downlink, which requires1-bit feedback.

[71] Huanget. al. 2010 proposed a precoding design for a dual-hop downlink combined

with MIMO amplify-and-forward relaying.
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Table 1.2: Major contributions addressing CSI quantiser design.

Author(s) Contribution

[79] Narulaet. al. 1998 employed vector quantization for the beamformer weight

vector.

[80] Loveet. al. 2003 proposed the Grassmannian line-packing quantizer.

[81] Santipach and Honig 2003proposed the Random Vector Quantisation (RVQ) scheme to

maximise the achievable throughput.

[82] Love and Heath 2003 conceived DFT-based phase information quantiser in order

to achieve the maximum attaninable diversity advantage.

[83] Banister and Zeidler 2003 advocated an improved codebook for beamforming weight

vectors by exploiting the channel’s temporal correlations.

[57] Love and Heath 2005 proposed the Grassmannian subspace-packing quantiser fora

unitary precoding matrix.

[84] Choi and Heath 2005 invented a scheme that combines beamforming weight vector

quantization and vector interpolation for an OFDM system.

[85] Zhou and Li 2006 proposed a new precoder selection criterion directly basedon

the BER and developed a precoder codebook construction method.

[86] Roh and Rao 2006 suggested a maximised-capacity quantizer design criterion

and develop the corresponding iterative VQ design algorithm.

[87] Raghavanet. al. 2007 proposed a systematic codebook design for correlated channels.

[88] Wu and Lau 2008 introduced a robust joint rate, power and precoder design for

slow fading MIMO channels relying on noisy limited feedback.

[89] Ryanet. al. 2009 proposed a beamforming codebook based on QAM and PSK

constellations, which eliminates the storage of the codebook.

[90] Kim and Beaulieu 2010 propose the Hadamard-matrix based codebook design for

beamforming systems.

delayed, which imposes additional requirements on the CSI quantiser design. The channel’s correlation

in the spatial [79], temporal [83] as well as frequency [84] domain is exploited in order to reduce the feed-

back signalling overhead. For the sake of minimising the distortion imposed by the transmission errors

of the feedback loops, the concepts of designing a robust quantiser and inverse quantiser for multi-media

transmissions via error-infested noisy channels [92] may also be employed for robust CSI quantiser de-

sign [88]. Last but not least, the closed-loop MIMO system are often combined with other sophisticated

techniques, such as long-term channel prediction [93] for the sake of mitigating the influence of the

feedback delay imposed [94,95].

1.2 Scope of the Thesis

This thesis is focused on co-located single-user and multi-user closed-loop MIMO systems, which are

highlighted in Fig. 1.1 of Section 1.1.2. The associated multi-user scheduling techniques are beyond the
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scope of this thesis. Moreover, we focus our attention on a FDD system, which employs linear transmit

preprocessing techniques at the BS in order to exploit the quantised causal CSIs periodically fed back

from the MTs through a bandwidth-limited as well as possiblyerror-contaminated and delayed feedback

channel. The performance of the proposed algorithms was evaluated mainly using the following metrics:

• Continuous-input Continuous-output Memoryless Channel’s (CCMC) ergodic capacity,which rep-

resents the upper-bound of the achievable throughput, while maintaining an infinitesimally low

BER under the assumption of having a zero-mean, unit-variance Gaussian random input, perfect

channel coding and infinite codeword length;

• Discrete-input Continuous-output Memoryless Channel’s (DCMC) ergodic capacity,which con-

stitutes the upper-bound of the throughput at an infinitesimally low BER under the assumption of

using a realistic modulation scheme, perfect channel coding and an infinite codeword length;

• Throughput, which represents the realistic number of bits/symbol under the assumption of using a

practical modulation scheme, practical channel coding anda finite coding length.

• Uncoded and coded BER, which represents the reliability of the system under the assumption of

employing a realistic modulation scheme, practical channel coding and a finite codeword length.

Various channel coding schemes are employed in the thesis, including Recursive Systematic Convo-

lutional (RSC) codes, rateless codes, Unit-Rate Codes (URC) and Turbo codes [96, 97]. The popular

schemes of iterative channel decoding and iterative detection [98] are also employed for enhancing the

attainable BER performance. Several other performance metric are employed, which include the de-

coder’s computational complexity in Chapter 3, the Peak-Signal-to-Noise-Ratio (PSNR) of the decoded

video in Chapter 4, as well as the required number of feedbackbits and the reconstructed CSI’s mean

square error in Chapter 5.

1.3 Outline of the Thesis

Having reviewed the literature of MIMO techniques in Section 1.1, and having defined the scope of the

thesis in Section 1.2, let us now outline its organisation.

• Chapter 2: Three key topics of a closed-loop MIMO system using limited feedback are detailed

in this chapter. More explicitly, wireless MIMO channel modelling is discussed in Section 2.1.

Then five linear transmit preprocessing algorithms are discussed in Section 2.2. Moreover, three

different CSI quantisers are analysed in Section 2.3. Finally, a summary of the chapter is provided

in Section 2.4.

• Chapter 3: The design of a Transmit Matched Filter (TxMF) aided closed-loop single-user MISO

system is investigated in this chapter. The achievable ergodic channel capacity using quantized

CSI is investigated in Section 3.1. In Section 3.2, the achievable ergodic channel capacity is fur-

ther investigated, while considering the effects of both the channel estimation errors and the CSI

signalling overhead. Then, a pilot reduction signalling scheme designed for rapidly fading chan-

nels is detailed in Section 3.3 and a pilot symbol assisted rateless code is discussed in Section 3.4.

Finally, the summary of this chapter is provided in Section 3.5.
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• Chapter 4: The design of a Transmit Eigen-Beamforming (TxEBF) aided closed-loop single-

user MIMO system is investigated in this chapter. The achievable ergodic CCMC capacity using

quantized CSI is investigated in Section 4.1. Then, a LDC aided TxEBF scheme is illustrated in

Section 4.2, and a TxEBF aided video transmission scheme is detailed in Section 4.3. Finally, the

chapter is summarised in Section 4.4.

• Chapter 5: The design of the linear Multi-User Transmitter (MUT) aidedclosed-loop SDMA

downlink is discussed in this chapter. First of all, the EXtrinsic Information Transfer Chart (EXIT-

Chart) optimised CIR quantiser algorithm is introduced in Section 5.1. Then the soft-decoder

assisted CIR recovery scheme is discussed in Section 5.2, followed by the channel prediction and

PVQ regime detailed in Section 5.3. Finally, the chapter is summarised in Section 5.4.

• Chapter 6: The design of Spatial Modulation (SM) aided open-loop and closed-loop single-user

MIMO systems is investigated in this chapter. An overview ofthe spatial modulation scheme is

provided in Section 6.1. Then, three schemes including the open-loop Space Time Space Shift

Keying (ST-SSK) designed for systems having more than two transmit antennas, the closed-loop

feedback aided phase rotation conceived for systems havingtwo transmit antennas and the closed-

loop feedback assisted power allocation are discussed in Section 6.2. Moreover, transmit diversity

assisted spatial modulation is discussed in Section 6.3, where diagonal linear dispersion codes

are introduced and combined with the ST-SSK scheme. Finally, the summary of this chapter is

provided in Section 6.4.

• Chapter 7: This chapter summarises the key contents and contributionsof each chapter and

presents their most salient conclusions in Section 7.1. Oursuggestions for future research are

outlined thereafter in Section 7.3.
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1.4 Novel Contributions

The thesis is based on the publications and manuscripts submissions of [99–106]. The novel contributions

of this thesis include the following:

• In Chapter 3, the lower ergodic channel capacity bound of a TxMF aided closed-loop single-user

MISO system scheme is derived [104], when considering the effects of channel estimation errors,

quantization errors, the effective capacity loss caused bypilot symbols and that imposed by the

channel information feedback bits. Moreover, an improved pilot signalling overhead reduction

scheme is proposed for rapidly fading channels [104]. Furthermore, a novel technique, hereby

referred to as pilot symbol assisted rateless (PSAR) codingis proposed [105, 106], which signifi-

cantly reduces the computational complexity of the rateless channel decoder.

• In Chapter 4, a flexible closed-loop MIMO system amalgamating Linear Dispersion Codes (LDCs)

and eigen-beam transmission is proposed [101] that achieves a higher capacity than the equivalent

open-loop scheme, at the cost of feeding back a modest numberof feedback bits from the mobile

to the base station using Grassmannian beamforming-vectorquantization. Moreover, a TxEBF

aided closed-loop MIMO system is employed for video transmission in [103], which is capable of

achieving a high bandwidth efficiency, and providing unequal error protection for video bits having

different error sensitivities.

• In Chapter 5, a novel concept, referred to as the EXIT-Chart Optimised CSI Quantization (ECO-

CQ) is proposed, which is capable of maintaining the lowest possible CSI feedback overhead,

while ensuring an infinitesimally low BER [102]. Moreover, aCIR feedback scheme combined

with vector quantisation and soft decoding is proposed [99], which is capable of minimising the

distortion imposed by the error-contaminated feedback channel. Furthermoare, a periodical CIR

update scheme employing a channel predictor at the DL transmitter for predicting the CIR taps

for each future symbol transmission instant and hence to mitigate the performance degradation

imposed by the associated signalling delays in [100]. A Predictive Vector Quantizer (PVQ) is

used at the MTs for compressing the CIRs before their uplink transmission, which is capable of

significantly reducing the CIR feedback overhead compared to a conventional VQ.

• In Chapter 6, three novel schemes, namely the open-loop ST-SSK scheme, the feedback-aided

phase rotaion scheme and the feedback-aided power allocation schemes are proposed in order to

achieve transmit diversity for a SSK aided MIMO system. Moreover, a novel diagonal linear dis-

persion code is proposed, which is capable of achieving the maximum attainable transmit diversity

gain or multiplexing gain, while obeying the diversity versus multiplexing gain trade-off. Further-

more, a transmit diversity aided spatial modulation schemeis proposed, which is a combination of

the diagonal LDC and the ST-SSK scheme.



Chapter2
Key Topics in Closed-loop MIMO

Communication

Compared to the family of open-loop MIMO systems, a closed-loop MIMO system has two distinctive

components, which are the DL transmit preprocessing at the BS’s transmitter side and the CSI quantizer

at the MT’s receiver as illustrated in Fig. 2.1. Moreover, the design of these two components depends

on the underlying channel properties. In this section, these three key topics, namely the wireless MIMO

channel model, the linear transmit preprocessing and the CSI quantization are discussed in detail.

Encoder Modulation
Detector DecoderDemodulation

CSI
Quantizer

Transmit

processing
Pre−

1

...

NTx

1

...

sss ŝ̂ŝs

xxx yyy

PPP Tx

NRx

PPPRx

HHH

Figure 2.1: System model of a closed-loop MIMO communication system.

For any radio systems, the achievable performance and the appropriate signalling methods are closely

related to the properties of the underlying wireless channel. For example, the channel capacity of spatially

correlated channels is lower than that of spatially independent channels [107, 108]. Correspondingly,

virtually all MIMO techniques are more appropriate for transmission over spatially independent channels

than for spatially correlated channels. As a result, a realistic channel model becomes the foundation of

system development and verification. In Section 2.1, the channel models employed in the rest of the

thesis are described in detail.

A broad literature review of transmit preprocessing algorithms has been provided in Section 1.1.2.

In Section 2.2, we focus our attention on the class of the linear transmit preprocessing schemes, including

Transmit Matched Filter (TxMF), Transmit Eigen-Beamforming (TxEBF), Transmit Zero-Forcing (TxZF),

Transmit Minimum Mean Square Error (TxMMSE) and Transmit Block Diagonalization (TxBD) for both

single-user and multi-user scenarios. Apart from introducing these transmit preprocessing algorithms, the

feedback information required for each of them is also discussed.
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Based on the channel model provided in Section 2.1, three different CSI quantisers are analysed in

Section 2.3 in order to effectively quantise the feedback information required for the various transmit pre-

processing schemes discussed in Section 2.2. For each quantizer, the generation algorithm, the codebook

example and the quantizer’s performance quantified in termsof the averaged quantization error versus the

number of quantization bits are provided. Finally, a summary of the chapter is provided in Section 2.4.

2.1 Channel Model

In this section, a broad introduction of the wireless channel is given in Section 2.1.1. Then, MIMO

channel modelling schemes, including spatial domain and temporal domain models, are discussed in

Section 2.1.2, followed by an example of the MIMO channel having two transmit antennas and a single

receive antenna in Section 2.1.3.

2.1.1 Wireless Channel

A wireless channel model includes that of multiplicative fading, additive interference and additive noise.

The additive noise is usually considered as Gaussian distributed and modelled by a random Gaussian

process. The additive interference is modelled by the superposition of the signals transmitted by other

users in the multi-user scenario discussed in Chapter 5, which is assumed to be zero in the single-user

scenarios of Chapters 3, 4 and 6. The modelling of the multiplicative fading is discussed later in this

section. For simplicity, the expression “channel model” refers to the modelling of multiplicative fading

only in the rest of the thesis.

From a wave propagation point of view, the strengths of the radio waves decreases as the distance

between the transmitter and receiver increases, which is often referred to aslarge-scale fadingand is char-

acterized by thepath loss exponentandshadowing variance. Moreover, the radio waves are reflected,

diffracted and scattered by the objects (e.g. buildings, hills, vehicles etc.) in the channel and hence arrive

at the receiver with different strength at different time instants. The signals received viamultiple paths

are constructively or destructively combined and characterized by thepower delay profile. Furthermore,

since the antennas and the objects in the channel are in motion, the number of multipath components and

their relationship varies over time, which results in a rapid fluctuation of the combined received signal

over a short period of time and hence this phenomenon is referred to assmall-scale fading. There are

two important channel parameters characterising small-scale fading, namely thecoherence bandwidth

andcoherence time. The coherence bandwidth denoted asBC is a statistical measure of the bandwidth

over which the channel may be deemed to have an approximatelyequal gain and linear phase. Assuming

that the transmitted signal has a bandwidth ofBS, the channel is considered to be afrequency-flator

narrowbandchannel ifBS ≪ BC, and to be afrequency-selectiveor widebandchannel ifBS > BC. The

coherence time denoted asTC represents the time duration over which the channel’s envelope is approx-

imately time-invariant. If the transmit signal has a symboldurationTS, the channel may be considered

to be aslow fadingchannel ifTS ≪ TC, and to be afast fadingchannel ifTS > TC. Additionally, when

a dominant stationary (nonfading) signal component is present, such as a Line-Of-Sight (LOS) propa-

gation path, the statistical distribution of the fading envelope isRician. Otherwise, the fading envelope

of Non-Line-Of-Sight (NLOS) scenarios is considered to obey Rayleighdistribution. A more detailed



2.1.2. MIMO Channel Modelling 14

explanation of the aforementioned terminologies can be found in [109]. In this treatise, we concentrate

on small-scale slow frequency-flat/narrowband NLOS Rayleighfadingchannels.

The radio channel may be modelled by a linear filter associated with a time-variant impulse response.

Hence, all characteristics of a radio channel can be represented by this complex-valued time-variant

variable referred to as the Channel Impulse Response (CIR).Moreover, the continuous-time CIRs are

sampled at a rate equal to the transmit signal’s symbol rate for digital signal processing. For the flat

fading channels considered in this treatise, the CIR contains a single tap and hence may be described

by h = |h|ejϕ , where|h| represents the channel’s envelope andϕ represents the channel’s phase ro-

tation. The statistical properties of CIRs are usually considered to be stationary, which is important in

the context of transceiver design aiming for counteractingthe long-term channel properties. Moreover,

the properties of CIRs substantially vary, depending on thepropagation environment and other parame-

ters such as the carrier frequency used and the bandwidth employed. Since characterising every specific

propagation scenario is impossible, extensive measurement campaigns have been carried out to capture

the channel properties of several typical propagation environments, such as rural, urban, sub-urban, hill

terrain etc.. The general objective of channel modelling isto generate CIRs, which capture the radio

channel’s properties in a specific propagation environmentwith an adequate grade of realism.

2.1.2 MIMO Channel Modelling

We typically represent the(NRx × NTx) CIRs of a MIMO system by a complex-valued matrix, where

we haveNTx transmit andNRx receive antennas, which is formulated as

HHH =





h11 · · · h1NTx

...
. . .

...

hNRx1 · · · hNRxNTx



 . (2.1)

Every elementhij = |hij|ejϕij in the matrix represents the CIR spanning from thejth transmit antenna to

the ith receive antenna, which are zero-mean unit-variance complex-valued Gaussian variables obeying

hij ∼ CN (0, 1), when small-scale narrowband NLOS Rayleigh fading is considered. Moreover, the

covariance matrix between two channel samplesHHH[n] andHHH[n + m] is formulated as

RRR[m] = EHHH

[
vec(HHH[n])vec(HHH[n + m])H

]
, (2.2)

whereEHHH[·] denotes the statistical expectation overHHH, and the operation vec(·) stacks the columns of

a matrix into one tall vector. The covariance matrixRRR[m], which is a function of the time differencem

due to the channel’s stationarity, captures both the channel’s spatial and temporal correlations. Based

on the premise that the channel’s temporal statistics can bethe same for all antenna pairs, it may be

assumed that the temporal correlation is homogeneous and identical for any channel elementhij. Then,

the two correlation effects are separable, and the channel’s auto-covariance becomes their product, which

is formulated as

RRR[m] = ρ[m]RRR0, (2.3)

whereRRR0 = RRR[0] (m = 0) represents the spatial correlation, whileρ[m] denotes the temporal auto-

correlation of a single channelhij, which is formulated as

ρ[m] = E
[
hij[n]h∗ij [n + m]

]
. (2.4)
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In the next two sections, the model of the time-domain and spatial-domain correlation is described in

detail.

2.1.2.1 Spatial Domain

A substaintial body of research has been reported regardingSISO channel modelling [110, 111]. If the

MIMO channels considerred are spatially independent, which corresponds to a rich scattering scenario,

the modelling methods proposed for SISO channels may be readily extended to MIMO channels. How-

ever, since typical propagation environments often resultin spatial correlation, physically meaningful yet

easy-to-use methods are required to mimic the channel’s spatial characteristics. The methods proposed

in the open literature can be categorised into two classes, namelyphysical modelsandanalytical models.

The difference between these two approaches are described as follows.

1. Physical models [112–116] explicitly model the specific propagation environment (e.g. the lo-

cation of the scatters) and wave propagation parameters. Physical models allow for an accurate

reproduction of radio propagation. The disadvantage of physical models is that they are propaga-

tion environment dependent and computationally demanding.

2. Analytical models [117–119] characterize the CIR in a mathematical/analytical way without ex-

plicitly accounting for wave propagation. They are often favoured in the context of system devel-

opment and verification owing to their appealing simplicity. However, they might be oversimplified

and hence might fail to represent some properties of the realistic channel.

Besides, some standard models [120–122] have been proposedby various standard organisation. These

models are usually a combination of physical models and analytical models. For example, the Spatial

Channel Model (SCM) proposed by the 3rd Generation Partnership Project (3GPP) employs the Kro-

necker model [117] to generate over-simplified channel models for the purpose of quickly checking the

validity of algorithms, and also employs physical models togenerate specific channel models in various

environment for the purpose of performance evaluation [4].The classification of the MIMO channel spa-

tial models is illustrated in Fig. 2.2. A survey of wireless MIMO channel models can be found in [123]

and [124] for example. Moreover, the major contribution on MIMO channel modelling are summarised

in Table 2.1.

We employ analytical models in this treatise for its simplicity. Normally, an analytical channel model

provides an algorithm to reproduce the CIRs using a limited number of statistical channel parameters

measured from the observed real channel. The validity of thechannel model algorithm is verified by

comparing the observed real channel and the reproduced one in terms of a certain metric, such as the

ergodic mutual information. For example, based on the measured channel realizationsHHH, the spatial

covariance matrixRRR0 may be readily calculated using Equation (2.2) by settingm = 0. Using the

knowledge ofRRR0, the realizations of the MIMO channelHHH may be modelled as

vec(HHH) = RRR
1
2
0 ggg, (2.5)

whereRRR
1
2
0 denotes the square root of an arbitrary matrix (e.g. any matrix satisfyingRRR

1
2
0 RRR

H
2

0 = RRR0), and

ggg is an (NTxNRx × 1) vector with independent and identically-distributed (i.i.d.) Gaussian elements,

each having a zero mean and a unit variance. However, a significant drawback of this algorithm is the
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Table 2.1: Major contributions addressing MIMO wireless channel modelling.

Author(s) Contribution

[112]Steinbaueret al. 2001 introduced the concept of the double-directional mobile

radio to describe the angular information at both link

ends, which is the foundation of one of the deterministic

channel modelling schemes called ray tracing.

[117] Kermoalet al. 2002 proposed Kronecker model, which uses the correlation

matrices at the link ends to generate spatial correlated

MIMO channels.

[118] Sayeed 2002 proposed virtual channel representation, which is

restricted to single polarised ULAs.

[113] Molischet al2003 proposed the so-called

Geometry-based Stochastic Channel Model (GSCM),

which reduces the complexity compared to ray tracing scheme

by using the PDF of the location of the scatterers.

[120] 3GPP 2003 proposed a spatial channel model, which is a combination

of physical model and analytical model for various

scenarios.

[121] Erceget al. 2004 developed a so-called TGn channel model for indoor

environments in 2 GHz and 5 GHz bands, with a focus on

MIMO Wireless Local Area Networks (WLANs).

[119] Weichselbergeret al. proposed Weichselberger model, which includes both

2006 the separate and joint correlation properties at the

transmitter and the receiver.

[122] Molischet al. 2006 proposed the pysical directional channel model for various

communication scenarios.

[114] Loredoet al. 2008 presented a MIMO channel model based on rigorous ray

tracing techniques for indoor scenario.

[115] Zajicet al. 2009 proposed a MT-to-MT wideband channel model based on

the GSCM

[116] Emami-Forooshani and Noghaniandevelop a novel semi-deterministic physical channel model

2010 called Single Interaction ScatTEring Reflecting (SISTER)

which is applicable to arbitrary antennas and is suitable for

both indoor and outdoor environments.
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Figure 2.2: Classfication of spatial MIMO channel models.

substaintial size of the spatial correlation matrixRRR0, when the number of antennas employed becomes

relatively high. It requires(NTxNRx)
2 parameters to be fully specified. Moreover, a direct interpretation

of the elements ofRRR0 with respect to the physical propagation over the radio channel is challenging. As

a result, some more sophisticated channel models were proposed in the open literature, such as the “Kro-

necker model” [117], the “Virtual Channel Representation”[118] and the “Weichselberger model” [119]

.

Kronecker Model [117]

Instead of using the full covariance matrixRRR0, the Kronecker model employs the one-sided correlation

matrix defined as

RRRTx = EHHH

[
HHHHHHH

]
, (2.6)

RRRRx = EHHH

[
HHHHHHH

]
.

It formulates the channel realization as

HHHkron = RRR
1
2
RxGGGRRR

H
2

Tx, (2.7)

whereGGG is a (NRx × NTx) complex-valued matrix with elements having i.i.d. zero-mean and unit-

variance Gaussian distribution. The channel becomes spatially independent, ifRRRTx andRRRRx are identity

matrices. Moreover, the square root matrixRRR
1
2
Tx andRRR

1
2
Rx may be formulated as

RRR
1
2
Tx = UUUTxΛΛΛ

1
2
Tx, (2.8)

RRR
1
2
Rx = UUURxΛΛΛ

1
2
Rx,

where the unitary matrixUUU(·) and the diagonal matrixΛΛΛ(·) = diag (λ1, . . .) are the eigen-modes

and eigen-values of the corresponding covariant matrixRRR(·), which are calculated through the eigen-
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decomposition as follows

RRRTx = UUUTxΛTxUUUH
Tx, (2.9)

RRRRx = UUURxΛRxUUUH
Rx.

Substitute Equation (2.8) to Equation (2.7), we obtain another expression of the Kronecker model, which

is formulated as

HHHkron = UUURx

((
λλλ

1
2
Rxλλλ

T
2
Tx

)
⊙GGG

)
UUUH

Tx, (2.10)

where⊙ denotes the element-wise product of two matrices.

Virtual Channel Representation [118]

Assuming that Uniform Linear Arrays (ULAs) are employed both at the transmitter and receiver side,

and there areP scatters between them, the channel realizationHHH may be written as

HHH =
P

∑
p=1

hpaaaRx(φRx, p)aaaTx(φTx, p)H, (2.11)

wherehp = |hp|ejϕp denotes the path gain of thepth scatterer, whileaaaRx(φRx, p) andaaaTx(φTx, p) are

the array response and steering vectors for thepth scatterer having an Angle of Arrival (AOA) and Angle

of Departure (AOD) ofφRx,p andφTx,p, respectively. Equation (2.11) may be written in a more compact

matrix form as

HHH = AAARxHHHPAAAH
Tx, (2.12)

whereAAARx = [aaa(φRx,1), . . . , aaa(φRx,P)] is a(NRx × P)-element matrix,AAATx = [aaa(φTx,1), . . . , aaa(φTx,P)]

is a (NTx × P)-element matrix andHHHp = diag (h1, . . . , hP) is a (P × P) diagonal matrix. Equa-

tion (2.12) provides a physical model for reproducing the CIRs, which requires the knowledge of each

path’s AOAaaaRx(φRx, p), AOD aaaTx(φTx, p) and that of the path gainhp.

Furthermore, the array steering and response vectors of ULAs are given by

aaaRx(φRx,p) =
1√
NRx

[
1 e−j2π·1·dRx fc cos φRx,p . . . e−j2π·(NRx−1)·dRx fc cos φRx,p

]T
, (2.13)

aaaTx(φRx,p) =
1√
NTx

[
1 e−j2π·1·dTx fc cos φTx,p . . . e−j2π·(NTx−1)·dTx fc cos φTx,p

]T
,

where fc is the carrier frequency, whiledRx and dTx are the antenna spacing at the transmitter and

receiver, respectively. They are periodic inθ = d fc cos(φ) with θ period of1. This implies that scatterers

havingθ = d fc cos(φ) outside the range of[−0.5, 0.5) are reflected back into the principal period of

θ. Considering this periodic property, the paths having different AOD and AOAs but producing the same

value ofθ in the principal period[−0.5, 0.5) may be grouped together and hence considered as a single

independent path. This idea inspired the invention of virtual channel representation, which is an analytical

channel model. More explicitly, we assumed that there are a fixed number of(NTx × NRx) virtual paths,

which consist ofNTx virtual transmit beams andNRx virtual receive beams. The corresponding virtual

AODs and AOAs are created by uniformly sampling the principal θ period of[−0.5, 0.5) using a step-

size of1/NTx and1/NRx, respectively. The resultant matricesAAARx and AAATx using the virtual AOAs
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and AODs happen to be the Discrete Fourier Tansform (DFT) matricesFFFNRx
andFFFNTx

having a size of

(NRx × NRx) and(NTx × NTx), respectively. Hence, the channel representation of Equation (2.12) may

be formulated as

HHHvirt = FFFNRx
HHHvFFFH

NTx
, (2.14)

whereHHHv represents the energy coupling between theNTx virtual transmit beams and theNRx virtual

receive beams. The matrixHHHv is no longer a diagonal matrix and can be further formulated as

HHHvirt = FFFNRx
(Ω̃ΩΩvirt ⊙GGG)FFFH

NTx
, (2.15)

whereΩ̃ΩΩvirt represents the element-wise square-root of the energy coupling matrix ΩΩΩvirt. Given the

measured impulse responsesHHH, the energy coupling matrixΩΩΩvirt is formulated as fellows

ΩΩΩvirt = EHHH

[
(FFFRxHHHFFF∗

Tx) ⊙ (FFFH
RxHHH∗FFFTx)

]
. (2.16)

Having the knowledge ofΩΩΩvirt, Equation (2.15) provides a scheme, which allows us to reproduce the

CIRs for a MIMO channel using ULAs at both the transmit and receive end. If all elements ofΩΩΩvirt are

identical, the resultant channel matrix is an i.i.d. randommatrix.

Weichselberger Model [119]

Given the measured channel realizations, the one-sided correlation matricesRRRTx andRRRRx may be first

calculated using Equation (2.6). Then, eigen-decomposition of the CIRHHH is applied in order to obtain

the eigenbases of both transmitter and receiver as shown in Equation (2.9), where the eigenbasesUUUTx

andUUURx, consist of the eigenvectors denoted byuuuTx,j (1 ≤ j ≤ NTx) anduuuRx,i (1 ≤ i ≤ NRx),

respectively. Moreover, a so-called coupling matrix denoted asΩΩΩ may be obtained from the measured

impulse responsesHHH as follows:

ΩΩΩ = EHHH

[
(UUURxHHHUUU∗

Tx)⊙ (UUUH
RxHHH∗UUUTx)

]
. (2.17)

The coefficients in the coupling matrix specify the average amount of energy that is coupled from the

ith eigenvector of the receiver side to thejth eigenvector of the transmitter side (or vice versa). In other

words, it characterises the dependence between the transmitter and the receiver, which is neglected by

the Kronecker model. Armed with the knowledge ofUUUTx, UUURx andΩΩΩ, the channel realization may be

modelled as

HHHweich = UUURx(Ω̃ΩΩ ⊙GGG)UUUH
Tx, (2.18)

whereGGG is a (NRx × NTx) complex-valued matrix with elements having i.i.d. zero-mean and unit-

variance Gaussian distribution, andΩ̃ΩΩ is the element-wise square root of the matrixΩΩΩ. If all elements of

ΩΩΩ are exactly identical, the resultant channel matrix is an i.i.d. random matrix, unlike in the Kronecker

model.

Summary

Fig. 2.3 illustrates the relationship between the above-mentioned three channel models. More explicitly,

the Weichselberger model reduces to the virtual channel representation model, when forcing the eigen-

bases to be the DFT matrix, and it reduces to the Kronecker model, upon forcing the coupling matrixΩΩΩ to
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UUU (·) = FFF (·)

HHHvirt = FFFRx(Ω̃ΩΩvirt ⊙GGG)FFFH
Tx

Ω̃ΩΩ = λλλ
1
2

Rxλλλ
T
2

Tx

HHHweich = UUURx(Ω̃ΩΩ ⊙GGG)UUUH
Tx

HHHkron = UUURx

((
λλλ

1
2

Rxλλλ
T
2

Tx

)
⊙GGG

)
UUUH

Tx

Figure 2.3: Relationships among the three channel models, namely the Weichselberger model [119], the

Kronecker model [117] and the virtual channel representation [118].

be the outer product of the two singular vectorsλλλ
1
2
Tx andλλλ

1
2
Rx. It was demonstrated in [118] that the DFT

matrices serve as asymptotically optimal eigenbases for the channel matrices using ULAs (when the num-

ber of antenna elements tends to infinity). Hence, the employment of the virtual channel representation

model is restricted to single polarised ULAs. By contrast, the Kronercker model is suitable for arbitrary

antenna configurations. However, by forcing the coupling matrix to assure the form̃ΩΩΩ = λλλ
1
2
Rxλλλ

T
2
Tx, the

dependence between the transmitter and the receiver is neglected. Hence, the Weichselberger model

alleviates the restrictions imposed by both the virtual channel representation model as well as by the

Kronercker model, and provides a more general and accurate channel model than the other two. It was

demonstrated in [119] that the modelled mutual informationgenerated using the Weichselberger model

provides the best match of the measured mutual information compared to the other two channel models.

Fig. 2.4 protrays three characteristic structures of the energy coupling matrices and the corresponding

physical scenarios with the aid of numerical examples, which further illustrates the physical interpretation

of the Weichselberger channel model. The first example represented byΩΩΩ1 shows a fully-loaded structure

of the energy coupling matrix. Each transmit eigen-mode is linked with each receive eigen-mode. If all

elements ofΩΩΩ1 are identical, this scenario corresponds to the spatially white MIMO case. Otherwise, the

resultant MIMO channel is spatially correlated. A possiblephysical scenario leading to such a channel

is constituted by rich scattering clusters at both link ends. In this case, the achievable diversity gain

contributed by the transmit and receive ends are equal toNTx andNRx, respectively, and the attainable

multiplexing gains are equal tomin(NTx, NRx).

The second example represented byΩΩΩ2 of Fig. 2.4 is constituted by the outer product of two fully-

loaded energy coupling vectors, which is equivalent to the Kronecker model. Compared to the first

example cast in the context ofΩΩΩ1, the channel modelled byΩΩΩ2 has similar properties - for example,

they both have the same affordable diversity gain and multiplexing gain. However, since the energy

coupling between the transmit eigen-mode and the receive eigen-mode is not considered, a corresponding

possible physical scenarios is that the scatter clusters around both of the link ends are far apart. Hence

the correlation between the transmit beams and receive beams becomes negligible.

The third example constituted byΩΩΩ3 of Fig. 2.4 has significant power values in the first column and

negligible power values in the rest of the matrix. The resultant channel matrix is close to modelling a

rank-deficient physical scenario, where the elements of thetransmit antenna array are so close to each
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Physical Scenario

Rx Tx

Rx Tx

Rx Tx

(rich scattering)

(Rx−Tx far apart)

(i.i.d)

(rank−deficient)

(Spatially correlated)

(Spatially correlated)

ΩΩΩ1 =

ΩΩΩ3 =

[
0.8943 1.7886
0.0358 0.0089

]

ΩΩΩ2 =

ΩΩΩ Example Ω̃ΩΩ
[

1 1
1 1

]

(dTx ≤ 0.5 1
fc

)

[
1.5089 1.0059
0.7544 0.37721

]

[
1.0671
0.9280

] [
0.9808 1.0188

]

Figure 2.4: Three structures of the energy coupling matrixΩΩΩ (black squares: significant power; white

squares: negligible power;ΩΩΩ2 is the outer product of two vectors), the corresponding examples, and the

physical scenarios (black dots: antenna array; white triangles: scatterers) [119]

other that their response to all of the multipath componentsbecomes similar.

In this treatise, we concentrate on the full-rank, spatially white as well as spatially correlated sce-

narios, and employ the Kronecker model to generate CIRs. TheWeichselberger model will not be used,

because the energy coupling matrixΩΩΩ calculated using Equation (2.17) is based on numerous experimen-

tally measured CIRs, which does not conveniently lend itself to simulations. By contrast, the Kronecker

model provides a convenient way of generating CIRs for arbitrary one-sided covariance matricesRRRTx

andRRRRx by settingΩ̃ΩΩ = λλλ
1
2
Rxλλλ

T
2
Tx. Additionally, in order to have a zero-mean, unit-varianceRayleigh

channel for each transmit-receive link, the element-wise square root of the energy coupling matrix̃ΩΩΩ is

normalised to satisfytr
(

Ω̃ΩΩ
T
Ω̃ΩΩ
)

= NTxNRx.

2.1.2.2 Temporal Domain

According to the Wiener-Khintchine theorem [109], the Power Spectral Density (PSD) is the Fourier

transform of the auto-correlation function (ACF), as stated in Equation (2.4)

S( f ) = ∑
m

ρ[m]e−j2π f m. (2.19)

The frequency range over whichS( f ) the transmitted signal’s PSD is non-zero indicates the Doppler

spread. The maximum frequency spread is given by the channel’s Doppler spread denoted asfdm. Having

a higher mobility in a system results in a proportionately increased Doppler spread. Let us assume that

the system is sampled once every transmit symbol durationTs, and introduce the normalised maximum

Doppler spread denoted asfdm−norm = fdmTs, 0 ≤ fdm−norm ≤ 1. A popular fast-fading model is that
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Table 2.2: Channel Parameters

NTx 2

NRx 1

fdm−norm 0.1

Scenarios a)RRRTx =

[
1 0

0 1

]
, RRRRx = 1

b) RRRTx =

[
1 0.93

0.93 1

]
, RRRRx = 1

of Clark which was popularised by Jakes [109], and assumes having uniformly distributed scatterers on

a circle around the antenna, which results in the following temporal correlation:

ρ[m] = J0(2π fdmmTs) = J0(2π fdm−normm), (2.20)

where J0 is the zero-th order Bessel function of the first kind. Havingthe knowledge offdm−norm, a

sequence of time-correlated channel samples may be readilygenerated using Equation (2.20).

2.1.3 A MIMO Channel Generation Example

In this section, a MIMO channel having two transmit antennasand a single receive antenna associ-

ated with the parameters summarised in Table 2.2 is generated as an example. The maximum nor-

malised Doppler frequency is set to0.1, and the Kronecker model detailed in Section 2.1.2.1 is em-

ployed. Two different scenarios are considered, namely a)RRRTx =

[
1 0

0 1

]
, RRRRx = 1, and b)

RRRTx =

[
1 0.93

0.93 1

]
, RRRRx = 1 in order to represent spatially independent and spatially correlated

scenarios, respectively.

Fig. 2.5 illustrates the envelope of the temporal responsesh1 andh2 of the two channels, where it is

clearly seen that the channel samples generated are time-correlated. Moreover, when these two channels

are spatially independent i.e. we haveRRRTx =

[
1 0

0 1

]
, the envelope of these two channels varies

independently, as shown in Fig. 2.5 a). By contrast, when we haveRRRTx =

[
1 0.93

0.93 1

]
for example,

the envelopes of these two channels shown in Fig. 2.5 b) have similar values and tend to fluctuate jointly.

Utilising the channel realizations generated, three correlation coefficients may be calculated between the

two channels, namely those with respect to the complex-valued channel gain, the channel envelope and

the channel’s phase rotation, as follows

ρh1h2
=

E [(h1 − E [h1])(h2 − E [h2])]

σh1
σh2

, (2.21)

ρ|h1 ||h2| =
E [(|h1| − E [|h1|])(|h2| − E [|h2|])]

σ|h1 |σ|h2 |
,

ρφ1φ2 =
E [(φ1 − E [φ1])(φ2 − E [φ2])]

σφ1
σφ2

,
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Figure 2.5: Envelope of the temporal channel response of the channelsh1 and h2, when they are a)

spatially independent and b) spatially correlated channels. The covariance matricesRRRTx andRRRRx are

shown in Table 2.2

whereσx denotes the standard deviation of the random variablex. When the MIMO channel is spatially

independent, we haveρh1h2
= ρ|h1 ||h2| = ρφ1φ2 = 0. By contrast, when the MIMO channel is spatially

correlated, as in scenario b), we may have for exampleρh1h2
= 0.93 + 0.0004i, ρ|h1 ||h2| = 0.8464 and

ρφ1φ2 = 0.6709. The joint distribution of the two channel envelopes and channel phases is illustrated in

Fig. 2.6 and Fig. 2.7 for spatially independent and spatially correlated channels, respectively.
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Figure 2.6: Joint distribution of the two channels’ envelopes when we have a) spatially independent and

b) spatially correlated channels. The covariance matricesRRRTx andRRRRx are given in Table 2.2

−4 −2 0 2 4
−4

−3

−2

−1

0

1

2

3

4

φ
1

φ 2

b) 

−4 −2 0 2 4
−4

−3

−2

−1

0

1

2

3

4

φ
1

φ 2

a)

Figure 2.7: Joint distribution of the two channels’ phases when we have a) spatially independent and b)

spatially correlated channels. The covariance matricesRRRTx andRRRRx are given in Table 2.2
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2.2 Linear Transmit Preprocessing

Having briefly characterized both the family of spatially and temporally correlated MIMO channels,

let us now turn our attention to the portrayal of MIMO-aided transmit preprocessing techniques. In

Section 1.1.2, the literature review of various transmit preprocessing schemes were provided. In this

section, several linear transmit preprocessing algorithms, which may be roughly classified into algorithms

for single-user scenarios and multi-user scenarios, are described in detail including every algorithm’s

derivation, benefits, constraints and the required feedback information.

In this section, perfect channel knowledge is assumed to be availabe both at the transmitter and

receiver side. Recall that our generalised MIMO system model having NTx transmit antennas andNRx

receive antennas was shown in Fig. 2.1. The transmitter preprocessing may be formulated as

ŝss = PPPRxyyy = PPPRx(HHHxxx + nnn) = PPPRx(HHHPPPTxsss + nnn), (2.22)

whereŝss is the estimated symbol obtained in the receiver,sss is the symbol to be transmitted before prepro-

cessing,xxx is the signal to be transmitted after preprocessing,nnn denotes the noise vector,yyy is the received

signal,PPPTx represents the transmit preprocessing matrix andPPPRx represents the receive postprocessing

matrix. The objective of transmit preprocessing is to exploit the available channel knowledge, and to

design an appropriate preprocessing matrixPPPTx in order to improve the achievable system performance,

such as the throughput and BER. Moreover, the transmit preprocessing matrixPPPTx has to satisfy the

long-term power constraint of

E
[‖xxx‖2

2

]
= E

[‖PPPTxxxx‖2
2

]
= tr

(
PPPTxRRRSPPPH

Tx

)
≤ ETx, (2.23)

whereRRRS represents the covariance matrix of the transmit symbols and ETx denotes the averaged energy

corresponding to the transmit power [26].

2.2.1 Single-user Scenario

The so-called Transmit Matched Filter (TxMF) designed for aMISO channel and the Transmit Eigen-

Beamforming (TxEBF) concept conceived for a MIMO channel are introduced in this section. The first

one can be considered as a special case of the second one.

2.2.1.1 Transmit Matched Filter for MISO Scenarios

The intuitive idea behind the TxMF concept is that of moving the receiver’s matched filter from the

receiver to the transmitter, which was proposed in [125]. The resultant TxMF is capable of maximising

the power of the desired signal at the respective receiver, while having the same transmit power as the

open-loop scheme.

Consider a MISO system, where we haveNTx > 1, NRx = 1, PRx = 1. The corresponding transmit

preprocessing matrixPPPTx of the TxMF scheme may be formulated as

PPPTx =
hhh∗

‖hhh‖2
, (2.24)
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wherehhh represents the(NTx × 1)-element channel vector. SincePPPTx is a complex-valued unitary vector,

where we havePPPH
TxPPPTx = 1, the power constraint stated in Equation (2.23) is satisfied.

A particular benefit of using the TxMF is that the received SNRis maximised, yielding‖hhh‖2ETx

N0
.

Moreover, if the channel is spatially independent, a transmit diversity order ofNTx as well as a power

gain ofNTx are achieved, because the effective channel gain‖hhh‖2 is given by the sum ofNTx independent

Rayleigh distributed variables, which is formulated as‖hhh‖2 =
√
|h1|2 + . . . + |hNTx

|2.

To facilitate the employment of the TxMF at the transmitter side, the receiver could either simply

feed back the entire CIR vectorhhh, or may calculate the unitary vectorPPPTx illustrated in Equation (2.24)

for feeding it back to the transmitter.

2.2.1.2 Transmit Eigen-beamforming

The capacity of a MIMO channel may be approached by using a combination of Singular Value Decom-

position (SVD) and classic water-filling based power allocation [1, 47]. More explicitly, the information

is transmitted through the eigen-beams, and the transmit power allocated to each eigen-beam is propor-

tional to its corresponding eigen-value.

The SVD of a MIMO channelHHH is formulated as

HHH = UUUHΛΛΛ
1
2
HVVVH

H, (2.25)

whereUUUH is the left-hand-side unitary matrix of the MIMO channelHHH, VVVH is the right-hand-side unitary

matrix of the MIMO channelHHH, andΛΛΛ
1
2
H consits ofmin(NTx, NRx) number of real positive unitary

values
√

λi lying on the diagonal line. In fact,UUUH andVVVHVVVHVVVH are the eigen-bases of the Hermitian matrices

HHHHHHH andHHHHHHH, respectively. Moreover, the singular value matrixΛΛΛ
1
2
H is the square root of the eigen

value matrixΛΛΛH having min(NTx, NRx) non-zero eigen-valuesλi on the diagonal. To approach the

channel capacity, the matching postprocessing matrix has to be defined as the left-hand-side unitary

matrix given by

PPPRx = UUUH, (2.26)

while the preprocessing matrix is formulated as

PPPTx = VVVH

√
EEETx, (2.27)

whereEEETx consists of a maximum ofmin(NTx, NRx) number of non-zero diagonal-elements, withEi

representing the power allocated to the corresponding eigen-beams. Using the classic water-filling algo-

rithm, the power allocated to thei-th eigen-beam is calculated as [1,47]

Ei = (µ − N0

λi
)+, (2.28)

whereλi is theith diagonal element of the eigen-value matrixΛH, and the function(·)+ represents the

value itself inside the parenthesis when this value is positive, and it is set to zero otherwise. Furthermore,

Ei must satisfy the total power constraint of

∑
i=1

Ei ≤ ETx. (2.29)



2.2.2. Multi-User Scenario 27

The calculation ofEi is usually carried out in an iterative manner. For example, the value ofµ is first

initialised asµ = 1
min(NRx,NTx)

, and the power allocated to each eigen-beam is calculated using Equa-

tion (2.28). If for example we have to allocate zero power to two eigen-beams according to Equa-

tion (2.28), then the value ofµ becomesµ = 1
min(NRx,NTx)−2

in the next iteration, until the power allo-

cated to all activated eigen-beams becomes non-zero. As a result, the water-filling based power allocation

algorithm tends to allocate all the power to the specific eigen-beams having the strongest eigenvalue at

low SNRs (e.g.N0 → +∞), and to allocate equal power to all eigen-beams having non-zero eigenvalues

at high SNRs (e.g.N0 → 0).

The aforementioned algorithm is referred to as transmit eigen-beamforming in this treatise, since the

signals are transmitted in the non-zero eigen-directionsUUUH, as viewed from a receiver’s perspective. The

transmit matched filter designed for the MISO scenario discussed in Section 2.2.1.1 is a special case

of transmit eigen-beamforming, wherePPPRx = 1, VVVH has only a single eigen-vectorhhh
∗

‖hhh‖2
, and all the

transmit power is allocated to this single eigen-beam.

Transmit eigen-beamforming essentially decomposes the MIMO channel into several parallel orthog-

onal sub-channels. Hence, the signal transmitted through these sub-channels becomes interference-free,

which is one of the benefits of using transmit eigen-beamforming. Moreover, the channel capacity can be

approached when using water-filling based power allocationcombined with appropriate modulation and

coding schemes for every eigen-beam employed. However, thequality of the resultant orthogonal sub-

channels may be very different from each other. Based on the statistical distribution of the eigen-values of

a random matrix [126], a diversity order of(NTx × NRx) and a beamforming gain ofNTxNRx are achiev-

able for signals transmitted via the specific eigen-beam having the strongest eigen-value. By contrast,

the BER performance of the signals transmitted over the eigen-beam having the weakest eigen-value is

typically worse than that experienced for transmission over a Rayleigh channel having no diversity. This

property has been exploitted in Section 4.3 to facilitate video transmissions.

Instead of requiring full channel knowledgeHHH at the transmitter side, transmit eigen-beamforming

may also be implemented, if only the eigen-vectors in the right-hand-side unitary matrixVVVH associated

with non-zero transmit power are known at the transmitter side. If water-filling based power allocation is

employed in addition, then the singular values or the allocated power calculated at the receiver sided are

required to feed back to the transmitter. As a result, the required quantized information is constituted by

complex-valued unitary vectors or a unitary matrix, and thepower allocated.

2.2.2 Multi-User Scenario

Numerous Multi-User Detection (MUD) algorithms have been proposed in the open literature [127],

such as the zero-forcing MUD [128], the Minimum Mean Square Error (MMSE) MUD, the minimum

bit-error-rate MUD [129], the sphere-packing MUD [130] andthe ant-colony aided MUD [22]. The

corresponding transmit preprocessing algorithms do existfor almost every linear MUD scheme [26,131].

In this treatise, three basic linear transmit preprocessing schemes, namely Transmit Zero-ForcingTxZF

[26], TxMMSE [26] and TxBD [64] are considered.
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2.2.2.1 Transmit Zero Forcing for MISO Scenarios

When we haveNTx > 1 transmit antennas at the BS,NRx = 1 receive antenna at each MT andK > 1

active users, the channel matrixHHH has a size of(K × NTx), in which thek-th row represents the CIR

signature of thekth user. Here we dispense with user-cooperation, hence the postprocessing matrix

employed at the MT simply becomesPPPRx = III. In order to eliminate the inter-user interference at the

transmitter, the transmit preprocessing matrix using the TxZF algorithm is formulated as

PPPTx = HHH†α = HHHH(HHHHHHH)−1α, (2.30)

where(·)† represents the pseudoinverse of a matrix, andα is the corresponding power normalisation

factor. Assuming that the maximum allowable transmit powerof each user is equal toETx, the power

normalisation factor may be calculated as

α =

√
KETx

tr ((HHHHHHH)−1)
. (2.31)

or as

αk =

√
ETx

HHH† H
HHH† (k,k)

, αk 6= αj, k 6= j. (2.32)
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Figure 2.8: Comparison of the total power normalisation and the individual power normalisation regimes

of Equations (2.31) an (2.32) using TxZF, when we haveNTx = 2, NRx = 1, K = 2, and‖hhh1‖ =

4, ‖hhh2‖ = 0.5.

These two power normalisation schemes are referred to astotal power normalisationand individ-

ual power normalisation, respectively. Using the total power normalisation methodpresented in Equa-

tion (2.31), the allocated power is higher for the users experiencing a deep fade than for those users

having a good channel quality. Hence the resultant effective channel gains|hhhT
k pppk| becomes equal for all

users. By contrast, the power allocated to each user is equalfor all users when employing the individ-

ual power normalisation method of Equation (2.32). Hence the resultant effective channel gains|hhhT
k pppk|
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become proportional to the users’ channel gain‖hhhk‖. This is illustrated in Fig. 2.8 when assuming

NTx = 2, NRx = 1, K = 2, and the channel gain for the two users are equal to|hhh1| = 4 and|hhh2| = 0.5,

respectively. Supposed that the noise variance for all users are the same, the total power normalisation

method provides higher minimum SNRs over all users, and consequently better BER performance if all

users have the same data rate. The difference between these two power normalisation methods in terms

of resultant BER will be illustrated later in Chapter 5.

A significant advantage of employing TxZF is that, provided that we have perfect CSI for all users,

the inter-user interferences are completely eliminated bythe preprocessing operated at the transmitter.

Hence, the complexity of the DL MT receiver can be dramatically reduced and the employment of DL

SDMA becomes realistic. However, a constraint of employingTxZF is that the number of usersK must

satisfyK ≤ NTx. Otherwise, the right-side pseudoinverse of the matrixHHH in Equation (2.30) does not

exist. Furthermore, the TxZF experiences noise amplification, just like the ZF-MUD [26,131].

Unlike in the single-user scenario discussed in Section 2.2.1.1 and Section 2.2.1.2, where the pre-

processing matrix can be calculated at the DL receiver side,the preprocessing matrix is unknown to any

of the active users, since none of them have the complete channel knowledge ofHHH. To facilitate the

implementation of TxZF at the transmitter side, the active users are required to feed back their own CIR

signatureshhhk to the BS’s DL transmitter.

2.2.2.2 Transmit Minimum Mean Square Error for MISO Scenarios

Considerring the same system havingNTx > 1 transmit antennas at the BS,NRx = 1 receive antenna at

the MT,K ≤ NTx activated users, andPPPRx = III, the objective function of the TxMMSE algorithm is that

of minimising the MSE between the transmitted signalsss and the estimated signalŝss, which is formulated

as

PPPTx = arg min
PPPTx

E
[‖sss − ŝss‖2

2

]
, s.t. E

[‖PPPTxsss‖2
2

] ≤ KETx. (2.33)

The objective expectation can be rewritten as [26]

RRR = E
[
‖sss − ŝss‖2

2

]
= E

[
(ŝss − HHHPPPTxsss)H(ŝss − HHHPPPTxsss)

]
+ E

[
nnnHnnn

]
(2.34)

= E
[
(ŝss − HHHPPPTxsss)H(ŝss − HHHPPPTxsss)

]
+

E
[
nnnHnnn

]

E
[
‖sss‖2

2

]E
[
‖PPPTxsss‖2

2

]
.

UsingE
[
‖sss‖2

2

]
= E

[
‖PPPTxsss‖2

2

]
, this equation can be modified to

RRR = E
[
(ŝss − HHHPPPTxsss)H(ŝss − HHHPPPTxsss)

]
+

N0

ETx
E
[
‖PPPTxsss‖2

2

]
. (2.35)

The value of the expectation stated in Equation (2.34) is minimised by setting the partial derivation of

RRR with respect toPPPTx to zero, which can be shown that the resultant transmit preprocessing matrix is

formulated as [26]

PPPTx = HHHH(HHHHHHH +
N0

ETx
IIIK)−1ααα, (2.36)
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whereααα is a(NTx × NTx) diagonal matrix havingK non-zero diagonal elements representing the power

normalisation factors. Similarly, the power allocation factorsα can be calculated as

α =

√√√√
KETx

tr

(
HHHHHHH(HHHHHHH + N0

ETx
IIIK)−2

) . (2.37)

At high SNRs, we haveN0
ETx

→ 0, hence the transmit preprocessing matrix of TxMMSE shown inEqua-

tion (2.36) becomes the same as that of TxZF, as illustrated in Equation (2.30).

Similar to the TxZF algorithm, the TxMMSE scheme removes theinter-user interference at high

SNRs, and strikes a tradeoff between the noise amplificationand interference mitigation at low SNRs

so as to minimise the Mean Square Error (MSE) between the transmitted information and the estimated

information. In order to facilitate the implementation of TxMMSE at the transmitter, the MTs are required

to feed back their own CIR signaturehhhk. Besides, the knowledge of the average noise varianceN0 is

essential as well.

a)

b)

TxZF TxMMSE

HHH =

[
0.6172 −0.7868
0.8858 −0.4641

]

HHH =

[
−0.1298 −0.9915
0.9341 −0.3570

]

ΛΛΛ
1
2 =

[
1 0
0 0.6

]

ΛΛΛ
1
2 =

[
1 0
0 0.1

]

κ =
√

λmax√
λmin

= 1.66

HHHPPP TxZF = HHHPPP TxMMSE =[
0.99 0.11
0.11 0.99

]

HHHPPP TxMMSE =

HHHPPP TxZF =[
0.49 0
0 0.49

]

[
0.97 0
0 0.97

]

[
0.95 0.74
0.74 0.95

]

κ =
√

λmax√
λmin

= 10

hhh2

ppp1

ppp2

hhh1

Figure 2.9: Comparison between the TxZF and TxMMSE schemes forNTx = 2, NRx = 1, K =

2, SNR = 6 dB, using the power normalisation regime of Equation (2.31), and a)κ = 1.66 b) κ = 10.

The differences between the TxZF and TxMMSE at low SNRs are further illustrated in Fig. 2.9,

where we assumedNTx = 2, NRx = 1, K = 2, SNR = 6 dB, the power normalisation regime of

Equation (2.31) is employed and the corresponding channel matrix HHH is a) a well-conditioned1 channel

matrix associated with a condition-number of1 κ = 1 and b) an ill-conditioned channel matrix associated

with a condition-number ofκ = 10. The channel vectorshhh1 andhhh2 are represented by the thicker solid

and dashed lines, respectively, while the corresponding preprocessing vectorsppp1 andppp2 are represented

by the thinner solid and dashed lines, respectively. It becomes plausible from observing the symbols seen

1The condition-numberκ is defined as the ratio between the maximum singular value andthe minimum non-zero singu-

lar value formulated asκ =
√

λmax√
λmin

. If the condition-number obeysκ −→ 1, the corresponding channel matrixHHH is well-

conditional. By contrast, if the condition-number obeysκ −→ +∞, the corresponding channel matrixHHH is ill-conditional.
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in Fig. 2.9 that the preprocessing vectors generated using the TxZF scheme are orthogonal to the corre-

sponding interfering channel i.e. we havepZF
1 ⊥hhh2pZF
1 ⊥hhh2pZF
1 ⊥hhh2 andpppZF

2 ⊥hhh1. By contrast, the preprocessing vectors

generated by the TxMMSE scheme (e.g.pppMMSE
1 ) lies between the orthogonal direction to the interfering

channel (e.g.pZF
1 ) and the direction of the serving or derived channel (e.g.hhh1). The difference betwen

the effective channelHHHPPPTx using the TxZF scheme and the one using the TxMMSE scheme becomes

more significant, when the channel matrixHHH is ill-conditional, as shown in Fig 2.9 b). More explicitly,

the TxMMSE scheme provides a higher receive energy comparedto the TxZF scheme. Although it also

imposes some inter-user interference, the overall BER performance is expected to be better than that of

the TxZF scheme at low SNRs, where the performance is dominated by the noise, rather than by the

interference.

2.2.2.3 Transmit Block Diagonization for MIMO Scenarios

The transmit block diagonization technique proposed in [64] may be considered as an extension of the

TxZF for the scenario of having more than one receive antennas at the MTs. HavingNTx > 1 transmit

antennas at the BS,N
(k)
Rx > 1 receive antennas at thek-th MT, while supportingK activated users, the

(∑
K
k=1 N

(k)
Rx × NTx) complex-valued channel matrixHHH is formulated as

HHH =





HHH(1)

...

HHH(k)

...

HHH(K)





, (2.38)

whereHHH(k) represents the(N
(k)
Rx × NTx)-element channel matrix for thekth user. The DL transmit

preprocessing matrixPPP(k)
Tx of thekth user is formulated as

PPP
(k)
Tx = VVV(k), (2.39)

whereVVV(k) is a unitary matrix, which constitutes the null-space of other users’ channel matrixHHH(i), i 6=
k, where we haveHHH(i)VVV(k) = 000. In other words, the transmit preprocessing matricesPPP

(i)
Tx, i 6= k of the

other (K − 1) users all constitute the null-space of thekth user’s channel matrixHHH(i), i 6= k, yielding

HHH(k)VVV(i) = 000. Hence, the received signal at thekth user becomes

yyyk = HHH(k)
K

∑
k=1

PPP
(k)
Txsss(k) + nnn(k) (2.40)

= HHH(k)PPP
(k)
Txsssk + nnn(k) + HHH(k)

K

∑
i=1,i 6=k

PPP
(i)
Txsss(i)

= HHH(k)PPP
(k)
Txsssk + nnn(k),

where the inter-user interference has been eliminated. As aresult, the entire channel matrixHHH has been

effectively decomposed intoK parallel interference-free MIMO channels represented asHHH(k)PPP(k). Both

open-loop transmission schemes, such as V-BLAST [5], and closed-loop transmission arrangements,

such as the eigen-beamforming regime discussed in Section 2.2.1.2 may be employed by the users for

information transmission.
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The null spaceVVV(k) of HHH can be computed by the SVD [64] as follows




HHH(1)

...

HHH(k−1)

HHH(k+1)

...

HHH(K)





=
[

Ũ̃ŨU(k) UUU(k)
]
·
[

Λ
1
2 000

000 000

]
·
[

Ṽ̃ṼV(k)H

VVV(k)H

]
. (2.41)

A sufficient condition for ensuring the existence of the null-space matrixVVV(k) of HHH is that the channel

matrix formulated in Equation (2.41) must be a long rectangular matrix. More tangibly, the number of

transmit antennas must be higher than the sum of the number ofreceive antennas accumulated for the

(K − 1) interfering users, which may be written as

NTx > max
k

K

∑
i=1,i 6=k

N
(i)
Rx, k = 1, 2, . . . , K. (2.42)

Consequently, the size of the null-space matrixVVV(k) as well as that of the transmit preprocessing matrix

PPP(k) generated for thekth user becomes
(

NTx × (NTx − ∑
K
i=1,i 6=k N

(i)
Rx)
)

.

In fact, the DL TxZF scheme discussed in Section 2.2.2.1 may be viewed as a special case of transmit

block diagonalisation [64] where we haveNRx = 1 for all users. According to Equation (2.30), we

haveHHHPPPZF−Tx = ααα, whereααα is a diagonal matrix, and the preprocessing vector generated for thekth

user is orthogonal to all other users’ CIR signaturehhhi, i 6= k. In other words, the DL preprocessing

vector calculated for thekth userpppk constitutes the null space of all other users’ channel matrix, which

is essentially the same as the result of transmit block diagonalisation [64]. Similar to the DL TxZF and

TxMMSE schemes, the channel matrixHHH(k) estimated at the DL receiver has to be fed back to the BS’s

DL transmitter in the FDD scenario we considered in this treaties.

2.2.3 Summary

Table 2.3 summerises the above-mentioned five linear transmit preprocessing schemes in terms of their

benefits, constraints and the required CSI. The specific typeof the required CSI may be classified into

the following categories

1. scalar variables, e.g. the noise varianceN0;

2. real-valued vectors, e.g. the eigen-values vectorλλλ;

3. complex-valued non-unitary vectors, e.g. the MISO CIRhhh;

4. complex-valued non-unitary matrices, e.g. the MIMO CIRHHH;

5. complex-valued unitary vectors, e.g. the TxMF preprocessing vectorhhh∗
|hhh| ;

6. complex-valued unitary matrices, e.g. the right-hand-side unitary matrixVVVH.

In the next section, the quantizers designed for these CSI types will be discussed.
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Table 2.3: Summary of various linear transmit preprocessing schemes.

Benfits Equaltions and Constraints Required CSI

TxMF 1) maximised receive SNR; PPPTx = hhh∗
‖hhh‖ unitary vector hhh∗

‖hhh‖
2) transmit diversity gain; NTx > 1 or CIRhhh

3) transmit array gain;

Transmit 1) capacity approaching HHH = UUUHΛΛΛ
1
2
HVVVH

H unitary matrixVVVH;

eigen; 2) interference-free; PPPTx = VVVH

√
EEE, PPPRx = UUUH Ei (optional);

beamforming 3) parallel sub-channels with Ei = (µ − N0
λi

)+ or λλλ (optional).

different quality. NTx > 1, NRx > 1

TxZF 1) inter-user interference-free; PPPTx = HHHH(HHHHHHH)−1α hhh(k).

2) facilitate DL SDMA. α =
√

KETx

tr((HHHHHHH)−1)

NTx > 1, NTx ≤ NRxK

TxMMSE 1) facilitate DL SDMA; PPPTx = HHHH(HHHHHHH + N0
ETx

IIIK)−1α hhh(k);

2) trade-off between inter-userα =
√

KETx

tr

(
HHH(HHHHHHH+

N0
ETx

IIIK)−2
) andN0.

interference and noise. NTx > 1

Transmit block 1) inter-user interference-free; PPP
(k)
Tx = VVV(k) HHH(k)

diagonization 2) facilitate DL SDMA. HHH(i)VVV(k) = 000, i 6= k

NTx > 1, NRx > 1,

K > 1; NTx ≤ NRxK.

2.3 CSI Quantization

The required feedback information was discussed in Section2.2 for each transmit preprocessing scheme

considered. In this section, the design of efficient CSI quantisers is discussed, which are capable of

achieving a low quantization error at the minimum number of bits, so as to reduce the feedback load and

to improve the closed-loop MIMO system’s performance.

2.3.1 A General Introduction

Quantization is the process of approximating (“mapping”) acontinuous range of values (or a very large

set of possible discrete values) by a relatively small (“finite”) set of discrete values. A plausible example

is that of rounding a real number in the interval[0, 100] to an integer0, 1, 2 . . . , 100. This finite set of

discrete values is referred to as acodebookQ. The elements in a codebook are referred to asquan-

tization levelsor codewordscodewordscodewordsQi, where the subscripti is referred to as theindex of a codeword. The

data type of the codewords may be real/complex-valued scalar qi, vectorsqqqi and matricesQQQi, depending

on the unquantized input sourceX . Here we use the notationQi to represent all cases in general. A

quantization result or a codeword may then be signalled by using the binary representation of its index.

A total of b = ⌈log2 |Q|⌉ bits are required provided that all codewords are equiprobable and when

using a codebook having a size of|Q| = 2b, Q = [Q1, . . . , Q|Q|]. The quantization errorξQ is

typically quantified by a distance metricd(X, Q(X)), whereQ(·) represents the quantization process
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Qi = Q(X) = arg minQi,1≤i≤|Q| d(X, Qi).

Given the codebook size|Q|, the design objective when creating a quantizer is to find a code-

book, which minimises the average distortionξ̄Q = EX [d(X, Q(X))|Q]. The generalised Linde-Buzo-

Gray (LBG) algorithm [91,132] is a widely used codebook design procedure, which is briefly introduced

below.

The Linde-Buzo-Gray algorithm [91,132]:

1. Generate a large number of training samplesX1, X2, . . . based on the typical input sourceX to be

quantized;

2. Initialise the codebook using|Q| randomly chosen training samples, and denote this codebookas

Qold

3. Find the optimal partition to create quantization intervals or cells, that is, form|Q| quantization

cellsCi satisfying theNearest Neighbour Conditionof

Ci = {X : d(X, Qi) < d(X, Qj); ∀ i 6= j, i, j ∈ [1, |Q|]}. (2.43)

If we haved(X, Qi) = d(X, Qj) for one or more indices ofi 6= j, then assignX to the specific set

Cj, for which j is the smallest.

4. Compute the average distortionξ̄Qold
for codebookQold.

5. Copy codebookQold to Qnew, where each unquantized value will be represented by the specific

centroid points, which minimise the average distortion of each quantization cell, which is formu-

lated as

Qi = arg min
Qi

E [d(X, Qi), X ∈ Ci] . (2.44)

6. Compute the average distortionξ̄Qnew
for the codebookQnew.

7. Compareξ̄Qold
and ξ̄Qnew

. If the average distortion improvement of the most recent iteration was

sufficiently low, curtail further iterations. Otherwise set ξ̄Qold
= ξ̄Qnew

, Qold = Qnew and go to

Step 3.

Three issues have to be addressed, when applying the LBG algorithm for CSI quantization codebook

design. They are the physical nature of the input sourceX, the definition of the distance metricd(·)
and the algorithm of centroid calculation, given a specific distance metric. In Section 2.2, the required

feedback information of each of the preprocessing scheme considered was discussed, which is naturally

the content of the input sourceX as summarised in Section 2.2.3. The training samples ofX may be gen-

erated using the channel models detailed in Section 2.1, combined with the related algorithms detailed in

Section 2.2. The distance metric used for information source quantization (e.g. audio and video) is usu-

ally the MSE metric, since the ultimate goal is to reconstruct the original source information. However,

the ultimate objective of CSI quantization is to improve theentire closed-loop systems’ performance.

Although this can be achieved by accurately reconstructingthe CSI at the transmitter side, minimising

the Euclidean distance between the unquantized CSI and the quantized one may not be the most effi-

cient method of improving the transceiver’s overall performance. Hence, apart from the commonly used
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MMSE distance metric, we also employ the so-called chordal distance [80, 133], the projection 2-norm

distance [57,133] and the Fubini-Study distance [57,133] in this treatise. The definition of these distance

metrics, the corresponding centroid point calculation methods, the codebook examples, as well as the

attainable quantizer performance quantified in terms of theaveraged quantization errorξ̄Q versus the

number of quantization bitsb, will be detailed in Sections 2.3.2, 2.3.3 and 2.3.4, respectively.

2.3.2 Quantisers Using the Euclidean Distance

With the objective of minimising the Euclidean distance between the input and output of a quantizer, the

MSE is formulated as

dEuclidean(x, Q(x)) = ‖x −Q(x)‖2
2. (2.45)

Given the MSE distance metric, the centroids of Equation (2.44) may be explicitly calculated using the

numerical average formulated as

Qi = arg min
Qi

E [d(x, Qi), X ∈ Ci] =
∑

|Ci| x

|Ci|
, (2.46)

where|Ci| represents the number of training samplesx in the quantization cellCi.

This type of quantizer is applicable to all the CSI feedback types summarised in Table 2.3 of Sec-

tion 2.2.3 such as for example, the scalar noise varianceN0 and the real eigen-value vectorsλλλ. In this

section, we employ the real-valued Rayleigh-faded channelenvelope vectors as the input vector to char-

acterise the MSE based quantizer’s performance. More explicitly, the quantizer’s input source vectorxxx is

formulated as

xxx =





|h11|
...

|hNRx NTx
|



 (2.47)

The elements inxxx may be quantized jointly, which is the philosophy of the classic vector quantiza-

tion scheme [91]; or may be quantized separately, as in the conventional scalar quantization scheme.

An advantage of scalar quantization over vector quantization is its smaller codebook size and its low-

complexity search process, given the same total number of quantization bits. Hence both of them

are employed and compared in this section. Two vector quantization codebooks having a cardinality

of |Q| = 16 and generated for the Rayleigh-faded channel envelope’s quantization using the above-

mentioned scheme are illustrated in Fig. 2.10. The Rayleighfading channels illustrated in Section 2.1.3,

more explicitly, a spatially independent scenario havingNTx = 2, NRx = 1, ρ|h1 ||h2| = 0, and a spatially

correlated scenario associated withNTx = 2, NRx = 1, ρ|h1 ||h2| = 0.8464 were considered. By referring

to the channel envelope probability distribution exemplified in Fig. 2.6, it is evident that the codewords

denoted by the star marks in Fig. 2.10 are distributed accordingly. The codewords of a scalar codebook

having a cardinality of|Q| = 4 are also marked in Fig. 2.10, which are those indicated by thecircles for

comparison. It is clear that for the spatially correlated scenario b), the scalar codebook has allocated a

good portion of its codewords to the area where the channel envelope’s probability is low, which results

in an inefficient design because the high-probability areasremain ’under-represented’. This is further

substantiated in Fig. 2.11, which quantifies the average MSEof the Rayleigh-faded channel envelope
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Figure 2.10: Illustrations of the 16 codewords for two Rayleigh-faded channel envelope, where the

channels are a) spatially independent and b) spatially correlated having a correlation coefficient of

ρ|h1||h2| = 0.8462 . Vector quantization (star markers) and scalar quantization (circle marks) are em-

ployed.

quantization error versus the number of quantization bits used. It is demonstrated in Fig. 2.11 that, for

the spatially correlated scenario considered, the vector quantizer quantized the two estimated Rayleigh

channel envelopes|h1|, |h2| jointly, and hence achieved a significantly lower quantization error than the

scalar quantizer, where|h1|, |h2| were quantized separately. By contrast, for the spatially independent

scenario, the achievable performances of the vector quantizer and of the scalar quantizer are similar to

each other.
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Figure 2.11: The averaged quantization errorξ̄Q versus the number of quantization bits for Rayleigh-

fading channel envelope quantization, when we haveNTx = 2, NRx = 1, ρ|h1||h2| = 0/0.8462 using a

vector quantizer and a scalar quantizer, respectively.

2.3.3 Unitary Vector Quantizer Using the Chordal Distance

[80] For the TxMF aided MISO system discussed in Section 2.2.1.1, the required feedback information

is constituted by the TxMF’s weights, which are hosted by a(NTx × 1)-element complex-valued unitary

vector. The chordal distance defined in [80] for quantizer designs is formulated as

dchor(xxx, qqqi) =
√

1 − |xxxHqqqi|, (2.48)

whereqqqi denotes one of the codewords. Sincexxx andqqqi are two complex-valued unitary vectors, we have

xxxHqqqi = |xxxHqqqi|ejβ, where0 < |xxxHqqqi| ≤ 1, which can be represented as|xxxHqqqi| = cos Θ. The phase

valuesΘ andβ are defined as the Hermitian angle and the pseudo-angle between two complex-valued

unitary vectors, respectively [134]. Minimising the chordal distance between two complex-valued unitary

vectors is equivalent to maximising the cosine function of the Hermitian angle between them. Physically,

the received SNR represented asSNR = |hhhTqqqi|2
N0

= |‖hhh‖xxxHqqqi|2
N0

is maximised, whencos Θ = |xxxHqqqi| is

maximised, regardless of the pseudo-angle. Compared to theMSE metric, which provides us with a

tangible measure of the quantizer’s performance, but fail to characterise the performance of the entire

system, the chordal distance may be deemed more relevant, since it is directly linked to the achievable

system performance by maximising the receiver’s SNR. The quantization codebook may be generated
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using the LBG algorithm outlined in Section 2.3.1. Since we havexxx = hhh∗
‖hhh‖ as stated in Equation 2.24, the

training dataxxx can be generated using the channel model of Section 2.1. In fact, for spatially independent

channels,xxx is uniformly distributed in the complex-valuedNTx-dimensional unitary space. By contrast,

for spatially correlated channels,xxx is only a subset of the complex-valuedNTx-dimensional unitary space.

Moreover, the centroid of a given quantization cell may be updated using the following algorithm.

• Centroid Update Algorithm Using the Chordal Distance:

1. Construct a(|Ci| × NTx)-element matrixAAA using all the training vectors belonging to cellCi

as the row vectors of matrixAAA. More explicitly, let us constructAAA =





xxxH
1
...

xxxH
|Ci|



;

2. Apply SVD to the matrixAAA, yielding AAA = UUUAΛΛΛ
1
2
AVVVH

A ;

3. Setqqqi = vvvmax, wherevvvmax is one of the columns in the right-hand-side unitary matrixVVVA

corresponding to the largest singular value.

• Proof: Based on the LGB algorithm outlined in Section 2.3.1, the objective function employed for

codebook updating can be reformulated as

arg min
qqqi

E
[
dchor(xxxj, qqqi),xxxj ∈ Ci

]
= arg min

qqqi

1

|Ci|
|Ci|
∑

j

dchor(xxxj, qqqi) (2.49)

= arg max
qqqi

|Ci|
∑

j

|xxxH
j qqqi|

= arg max
qqqi

qqqH
i AAAHAAAqqqi

= arg max
qqqi

qqqH
i VVVAΛΛΛAVVVH

Aqqqi

= arg max
qqqi

(
λmax|vvvH

maxqqqi|2 + . . . + λmin|vvvH
minqqqi|2

)
.

Since we haveλmax > . . . > λmin and |vvvH
maxqqqi|2 + . . . + |vvvH

minqqqi|2 = 1, the objective function

derived in Equation (2.49) is maximised, when we have|vvvH
maxqqqi|2 = 1 and |vvvH

i qqqi|2 = 0, ∀vvvi 6=
vvvmax. As a result, the updated codeword or centroid of cellCi should beqqqi = vvvmax.

A codebook example having a size of four codewords generatedusing the above-mentioned algorithm

for a scenario of spatially independently fading MIMO elements is given by

Qi.i.d. =

[
−0.36 −0.97 −0.73 −0.62

0.79 + 0.48i 0.12 + 0.21i 0.08 − 0.68i −0.76 + 0.19i

]

, (2.50)

and the one for spatially correlated scenario is

Qρh1h2
=0.93 =

[
−0.62 −0.65 −0.76 0.78

−0.73 + 0.29i −0.76 − 0.08i −0.64 + 0.09i 0.59 + 0.18i

]

. (2.51)

Again, the channel characterized in Section 2.1.3 havingNTx = 2, NRx = 1, RRRTx = III andRRRTx =[
1 0.93

0.93 1

]
was employed. The averaged quantization errorξ̄Q = E[dchor ] versus the number
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Figure 2.12: The average quantization errorξ̄Q = E[dchor] versus the number of quantization bits

per two-dimensional unitary vectorxxx, when we haveNTx = 2, NRx = 1, ρh1h2
= 0/0.93 using the

LGB algorithm based beamforming weight-vector quantizer 2.3.2 and the Grassmannian line-packing

beamforming weight-vector quantizer of Section 2.3.3, respectively.

of quantization bits per 2-dimensional unitary vector is portrayed in Fig. 2.12. It is demonstrated in

Fig. 2.12 that the average quantization error of the spatially correlated scenario is lower than that of

the spatial independent scenario, when using the same amount of quantization bits. This is because

the unitary vectorsxxx of the spatially independent TxMF scenario spread uniformly across the entire

two-dimensional complex-valued unitary space, while thatof the spatially correlated TxMF scenario is

spread over a limited fraction of the unitary space. Consequently, more quantization bits are required

for the spatially independent scenario, since the unquantized unitary vectors in this case contain more

information.

Apart from using the LBG algorithm, the TxMF’s weight-vector codebooks designed for spatially in-

dependently fading MIMO channels can also be generated using the Grassmannian packing theory [133].

Grassmannian spaceG(m, n), (n ≤ m) is constituted by the set of alln-dimensional subspaces of the

m-dimensional space, where we haven < m. Again, the packing problem may be stated as follow:

given |Q|, n , m, find a set ofn-dimensional planesP1, . . . , PN ∈ G(m, n) so thatmini 6=j d(Pi, Pj) is

as large as possible, whered(·, ·) represents metric to be used for quantifying the distance between two

planes such as the chordal distance. By settingn = 1, m = NTx, the packing problem becomes a

Grassmannian line-packing problem, whose results may be readily employed as the TxMF weight vector
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codebook for the spatially independently fading TxMF channel considered. A specific codebook example

having four codewords for them = NTx = 2 spatially independently fading TxMF scenario is shown in

Equation (2.52).

Q =

[
−0.16 − 0.73i −0.08 − 0.32i −0.24 + 0.59i −0.95

−0.51 − 0.41i −0.25 + 0.91i −0.76 − 0.02i 0.29

]
. (2.52)

Although the TxMF weight codewords are not the same as those in the codebook generated by the LBG

algorithm of Equation (2.50), it is demonstrated in Fig. 2.12 that the average quantization error of the

codebook generated by the LBG algorithm and of the one generated by Grassmannian line-packing is

virtually identical.

2.3.4 Unitary Matrix Quantizer Using the Project 2-Norm and the Fubini-Study Distance

A specific type of feedback information required by transmiteigen-beamforming which was summarised

in Table 2.3 of Section 2.2.3 is constructed by complex-valued unitary matrices. The commonly used

distance metrics employed for a unitary matrix quantizer are the project 2-norm distance [133] and the

Fubini-Study distance [133], which are defined as

dproj(XXX1, XXX2) =
√

1 − λmin(XXX
H
1 XXX2) (2.53)

and

dFS(XXX1, XXX2) = arccos |det(XXXH
1 XXX2)|, (2.54)

respectively. More explicitly,λmin(XXX
H
1 XXX2) represents the minimum eigen-value of the matrix(XXXH

1 XXX2),

while det(XXXH
1 XXX2) denotes the corresponding determinant. It was demonstrated in [57] that for the trans-

mit eigen-beamforming aided MIMO system discussed in Section 2.2.1.2, the achievable BER perfor-

mance is optimised using the projection 2-norm distance, while the achievable capacity is maximised,

where using the Fubini-Study distance. However, the LBG algorithm outlined in Section 2.3.1 is not

applicable to codebook designs using these two distance metrics, because the centroid of a specific cell

is difficult to obtain. However, the Grassmannian packing algorithm briefly introduced in Section 2.3.3

is capable of generating an appropriate codebook, as examplified below:

QQQ1 =





0.49 −0.42

−0.14 + 0.22i 0.60 + 0.39i

−0.31 + 0.55i −0.42 − 0.13i

−0.01 − 0.53i −0.16 − 0.28i




, QQQ2 =





0.68 0.27

0.25 + 0.21i 0.61 − 0.14i

0.58 − 0.24i −0.33 + 0.51i

−0.14 − 0.01i −0.03 + 0.41i




, (2.55)

QQQ3 =





−0.71 −0.43

0.12 − 0.48i −0.17 − 0.19i

0.01 + 0.20i 0.04 + 0.01i

0.27 − 0.36i −0.31 + 0.81i




, QQQ4 =





0.46 −0.0655

−0.41 − 0.42i −0.09 + 0.45i

−0.28 − 0.45i 0.55 − 0.38i

−0.38 + 0.01i −0.45 + 0.34i




.

For example, the Grassmannian sub-space packing used for the scenario ofm = 4, n = 2 in order

to maximise the minimum Fubini-Study distance between any two sub-spaces may be used to gener-

ate the unitary matrix codebook for a transmit eigen-beamforming aided MIMO system associated with

NTx = 4, NRx = 2 and communicating over i.i.d. MIMO channels. Such a codebook having four
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codewords is illustrated in Equation (2.55). However, the Grassmannian packing results are not available

for an arbitrary number of transmit and receive antennas ofNTx and NRx. In order to circumvent this

problem, we may employ a random codebook, where the codewords are randomly generated based on

the known statistical distribution of the channel in order to evaluate the corresponding quantization per-

formance bound. The average quantization error measured interms of a) the project 2-norm distance and

b) the Fubini-Study distance versus the number of quantization bits per(4 × 2)-element unitary matrix

XXX are illustrated in Fig. 2.13, when we haveNTx = 4, NRx = 2 i.i.d. channels, and using the random

quantizer and the Grassmannian subspace packing quantizer. It is explicitly demonstrated in Fig. 2.13

that the random quantizer provides a tight performance lower-bound, which is just slightly worse than

the performance of the Grassmannian subspace packing quantizer, when the number of quantization bits

is low.
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Figure 2.13: The average quantization error a)ξ̄Q = E[dproj] and b)̄ξQ = E[dFS] versus the number

of quantization bits per(4 × 2)-element unitary matrixXXX, when we haveNTx = 4, NRx = 2 spa-

tially independently fading eigen-beamforming channels,and using the random quantizer as well as the

Grassmannian subspace-packing based quantizer, respectively.

2.4 Chapter Summary

In this chapter, three key topics of a closed-loop MIMO communication system were discussed, namely

the MIMO wireless channel model, the linear transmit preprocessing philosophy and CSI quantization,

as briefly summarised below:

• We concentrated onsmall-scale slow frequency-flat/narrowband NLOS Rayleighfading channels

only. Compared to SISO channel modelling, where only the channel properties exhibited in the
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temporal domain have to be considered, the difficulty of MIMOchannel modelling lies in the

modelling of the saptial domain behaviour. Three channel modelling methods, namely the Kro-

necker model, the Weichselberger model and the virtual channel representation were introduced in

Section 2.1.2.1.

• Linear transmit preprocessing may be characterized by a preprocessing matrixPPPTx. The linear

transmit preprocessing algorithm can be derived as dual pairs of the corresponding MUDs, while

satisfying a given transmit power constraint. The feedbackinformation required for single-user

MIMO scenarios may be the preprocessing matrixPPPTx, since the CSI is estimated at the receiver.

By contrast, in the case of multi-user MIMO scenarios, each user is required to feed back its

own CIR signature to the BS’s DL transmitter and the transmitpreprocessing matrix can only be

generated at the transmitter side, where the CSI of all the users is available.

• The LGB algorithm provides a general method of codebook design, provided that 1) the statistical

distribution of the quantizer’s input is known; 2) the algorithm for finding the centroid of a partition

or cell based on the required distortion metric is available. Three different quantiser optimisation

metrics were considered, namely the quantisers using the MSE criterion, the unitary vector quan-

tizer using the chordal distance and the unitary matrix quantizer using the project 2-norm and

Fubini-Study distance.

Based on the background provided in this chapter, in the forthcoming chapters, we will incorporate all

these three key components along with other essential system components such as modulation and coding

into the system designed, in order to evaluate and improve the entire closed-loop system’s performance.



Chapter3
Transmit Matched Filter Aided

Closed-loop Single-user MISO System

In this chapter, one of the basic closed-loop systems, namely the Transmit Matched Filter (TxMF) aided

closed-loop single-user MISO system as shown in Fig. 3.1 will be investigated. The TxMF algorithm will

not be repeated in this chapter since it has been detailed in Section 2.2.1.1. Throughout this chapter, the

CCMC ergodic capacity described in Chapter 1, which is the upper-bound of the achievable throughput,

is employed in order to evaluate the proposed algorithms.

Encoder Modulation
Detector DecoderDemodulation

CSI
Quantizer

Transmit

Matched

Filter

1

...

NTx

ŝ̂ŝs

xxx yyy

PPPRx

hhh
sss

pppTx = hhh∗

|hhh|

Figure 3.1: System model of a TxMF aided closed-loop single-user MISO system.

The novel contributions of this chapter are:

1. We derive the lower ergodic channel capacity bound of a TxMF aided closed-loop MISO system,

when considering the effects of channel estimation errors,quantization errors, the CSI signalling

overhead caused by pilot symbols and that imposed by the channel information feedback bits.

2. A novel pilot signalling scheme is proposed, which replaces the consecutive transmission of pi-

lots by their simultaneous transmission, and substantially improves the achievable throughput for

systems having a moderate number of transmit antennas, despite encountering rapidly fluctuating

channels.

3. We also propose a novel technique, hereby referred to as Pilot Symbol Assisted Rateless (PSAR)

coding, where a predetermined fraction of binary pilot symbols is interspersed with the channel-

coded bits at the channel coding stage, instead of multiplexing the pilots with the data symbols
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at the modulation stage, as in classic Pilot Symbol AssistedModulation (PSAM). We will subse-

quently demonstrate that the PSAR code-aided transmit preprocessing scheme succeeds in gleaning

more beneficial knowledge from the inserted pilots, becausethe pilot bits are not only useful for

estimating the channel at the receiver, but they are also beneficial in terms of significantly reducing

the computational complexity of the rateless channel decoder. Our results suggest that more than a

30% reduction in the decoder’s computational complexity can be attained by the proposed system,

when compared to a corresponding benchmarker scheme havingthe same pilot overhead but using

the PSAM technique.

This chapter is organised as follows. The achievable ergodic channel capacity using quantized CSI

is investigated in Section 3.1, where the different quantisers described in Section 2.3 are compared. In

Section 3.2, the achievable ergodic channel capacity is further investigated considering the effect of both

the channel estimation errors and the CSI signalling overhead, which demonstrates that a substantial

performance degradation is imposed by the pilot signallingoverhead. Based on this fact, a novel pilot

reduction signalling scheme designed for rapidly fading channels is proposed in Section 3.3, and a pilot

symbol assisted rateless code is proposed in Section 3.4. Finally, the summary of this chapter is provided

in Section 3.5.

3.1 Achievable Ergodic Channel Capacity Using Quantized CSI
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Figure 3.2: Ergodic channel capacity versus SNR forNTx = 2, 5, NRx = 1, when assuming perfect

CSIR and CSIT calculated fromCopen = Ehhh

(
1 + ||hhh||2ETx

N0 NTx

)
[52] andCclosed = Ehhh

(
1 + ||hhh||2ETx

N0

)
[52].

Both i.i.d. and spatially correlated Rayleigh fading channels are simulated.

Assuming perfect CSI is available both at the receiver and transmitter side, the ergodic channel ca-
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pacity of a MISO system having spatially independent channel and NTx = 2, 5 respectively, is shown

in Fig. 3.2, where the closed-loop TxMF aided system provides a substantially higher capacity com-

pared to the corresponding open-loop system having the sameantenna configuration. As seen in Fig. 3.2,

the closed-loop benefits increase further, when more transmit antennas are employed. By contrast, the

achievable ergodic channel capacity remains almost unchanged for the open-loop system upon increasing

the number of transmit antennas. These observations are also valid for spatially correlated scenarios. As

shown in Fig. 3.2, when the transmit covariance matrix isRRRTx =

[
1 0.93

0.93 1

]
as the example used

in Section 2.1.3, both the open-loop and the closed-loop system achieve a lower capacity than that of the

spatially independent channel. Nonetheless, the achievable ergodic channel capacity of a TxMF aided

closed-loop system is about 1 (bit/symbol) higher than thatof its open-loop counterpart, when the SNR

is 20dB.

However, an unrealistic assumption made in Fig. 3.2 is that of having perfect CSIT at our disposal. As

we have discussed in the introduction chapter, in a Frequency-Division-Duplex (FDD) system, a widely

accepted model of CSIT acquisition is that the CSI is first estimated at the receiver, then quantized based

on a pre-defined codebook known by both transmitter and receiver. Will the promised ergodic capacity

gain erode because of the loss caused by quantized CSIT? Thisis the question we intend to answer in

this section.

3.1.1 Comparison of the Achievable Ergodic Capacity Using Different Quantisers

In this section, we will employ a TxMF aided closed-loop system communicating over i.i.d channels

having two transmit antennas and a single receive antenna asan example, in order to evaluate the achiev-

able ergodic capacity using different quantisers discussed in Section 2.3. More explicitly, four different

quantisers are employed, which are described as follows:

1. the Grassmannian line-packing quantiser described in Section 2.3.3, which is employed for quan-

tising the unitary pre-processing vectorhhh∗
|hhh| , and uses the chordal distance as its distance metric;

2. the random quantiser, which is also employed for quantising the unitary pre-processing vector
hhh∗
|hhh| , and uses the chordal distance as its distance metric. Unlike the Grassmannian line-packing

quantiser of Section 2.3.3, whose codewords are specifically optimised, the codewords of a random

quantiser are generated randomly from aNTx-dimensional i.i.d. normal distribution. This random

quantiser concept was mentioned in Section 2.3.4.

3. the MSE-based complex-valued quantiser described in Section 2.3.2, which is employed for quan-

tising the CIRhhh and uses the MSE as its distance metric;

4. the MSE-based real-valued quantiser described also in Section 2.3.2, which is employed for quan-

tising the CIR’s envelope vector and channel phase rotationvector separately, and uses the MSE

distance as its metric.

The corresponding simulation results are shown in Fig. 3.3.When using the Grassmannian line-packing

quantiser of Section 2.3.3 in conjuction with a single-bit feedback, the performance of a TxMF aided

closed-loop MISO system becomes better than that of its open-loop counterpart. When using a10-bit
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Figure 3.3: The achievable ergodic channel capacity of a TxMF aided closed-loop MISO system in

conjunction with quantized CSIT versus SNR, when we have twotransmit antennas and using various

quantisers. The upper-bound ergodic channel capacity in conjunction with perfect CSIR and perfect

CSIT are also plotted for comparison.

feedback, the upper-bound of the ergodic channel capacity associated with assuming perfect CSIT may

be closely approached in theNTx = 2 scenario. The random quantiser using the chordal distance met-

ric of Section 2.3.3 is seen to be inferior in Fig. 3.3 in comparison to the Grassmannian line-packing

quantiser, when the number of feedback bits is limited. For example, when we haveb = 1, the achiev-

able capacity using the random quantiser is about 0.1 bit/symbol lower than that of the corresponding

Grassmannian line-packing quantiser, as evidenced by Fig.3.3. However, when the number of feedback

bits is sufficiently high, for exampleb = 10 bits, observe in Fig. 3.3 that the performances of these two

quantisers become comparable. Similarly, observe in Fig. 3.3 that the MSE-based quantiser, both the

complex-valued one and the real-valued one designed for feeding back the entire CIR vector, achieve a

similar performance forb = 10 bits. However, they are inefficient compared to the chordal-distance-

based designs, whenb is small. In the rest of this section, the Grassmannian line-packing quantiser of

Section 2.3.3 will be employed as a benefit of its efficiency.

3.1.2 Capacity Gain of the Grassmannian Line-Packing Quantiser

Fig. 3.4 illustrates the achievable ergodic channel capacity gain ∆C versus the number of feedback bits

b, when we haveNTx = 2; SNR = 0, 10-dB, upon communicating over a) an i.i.d channel, and b) a

spatially correlated channel, respectively. The achievable ergodic channel capacity gain∆C is defined as

the difference betweenCclosed−hhhq
andCopen, more explicitly we have∆C = Cclosed−hhhq

− Copen. The no-

tation Cclosed−hhhq
represents the achievable ergodic channel capacity in conjunction with quantized CSIT
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Figure 3.4: The achievable ergodic channel capacity gain∆C = (Cclosed−hhhq
−Copen) versus the number

of feedback bitsb, when we haveNTx = 2, SNR = 0, 10 (dB) and having a) an i.i.d channel, and b)

a spatially correlated channel, respectively. The upper-bound ergodic channel capacity gain defined as

Cclosed − Copen in conjunction with perfect CSIR and perfect CSIT are also plotted for comparison.

hhhq, and the notationCopen represents the upper-bound of the open-loop channel capacity assuming perfect

CSIR. The upper-bound of the ergodic channel capacity gain defined as (Cclosed − Copen) in conjunction

with perfect CSIR and perfect CSIT are also plotted for comparison. Moreover, Fig. 3.5 illustrates the

achievable ergodic channel capacity gain∆C versus the number of feedback bits for transmission over

an i.i.d channel, when we haveSNR = 0 and 10 dB, but in conjunction with an increased number of

transmit antennasNTx = 5. These two figures demonstrated that

1. As seen in Fig. 3.4 and 3.5, substantial gains are obtainedupon increasing the number of feedback

bits from b = 1 bit to b = 3 bits. Increasing the number of feedback bits fromb = 5 to b = 10

is capable of improving the achievable channel capacity. However, the attainable performance

improvement is much smaller than that achieved upon increasing b from 1bit to 3bits.

2. It may be inferred from Fig. 3.4 that the required amount offeedback information is much lower

for spatially correlated channels than that observed for spatially independent channels. Using a

single bit feedback, nearly 80% of the promised capacity gain is achieved for spatially correlated

channels.

3. The channel capacity gain∆C of a TxMF aided closed-loop MISO system observed in Fig. 3.4aand

3.5 increases with both the SNR value and with the number of transmit antennasNTx. For example,

as seen in Fig. 3.4a, the upper-bound of the channel capacitygain of theNTx = 2 scenario increases

from 0.5 bits/symbol to0.9 bits/symbol when the corresponding SNR value increases from 0dB

to 10dB. Moreover, when we haveSNR = 10dB, the upper-bound of the channel capacity gain

increases from0.9 bits/symbol to2.3 bits/symbol, when the number of transmit antennasNTx
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Figure 3.5: The achievable ergodic channel capacity gain∆C = (Cclosed−hhhq
−Copen) versus the number

of feedback bitsb, when we haveNTx = 5, SNR = 0, 10 (dB), respectively. The upper-bound of the

ergodic channel capacity gain defined as(Cclosed − Copen) in conjunction with perfect CSIR and perfect

CSIT are also plotted for comparison.

increases from2 to 5.

4. Observe in Fig. 3.4a and 3.5 that the required number of feedback bits increases with the number of

transmit antennas employed, when we aim for approaching theupper-bound of the channel capacity

gain. For example, when we haveNTx = 2, SNR = 0dB, observe in Fig. 3.4a that usingb = 5

bits is capable of closely approaching the upper-bound of the channel capacity gain. By contrast,

it may be seen in Fig. 3.5 that whenNTx increases to 5 and theSNR remains 10dB, the achievable

channel capacity gain∆C is about0.3 bits/symbol lower than its associated upper-bound even for

using as many asb = 10 bits.

In summary, when assuming perfect CSIR, the achievable ergodic channel capacity of a TxMF aided

closed-loop MISO system using even 1-bit quantized CSIT is always higher than that of its open-loop

counterpart. This achievable channel capacity gain versusthe number of feedback bits initially increases

rapidly, but the improvements become more modest, when the value ofb becomes higher.

3.2 Investigation of the CSI Signalling Overhead

In Section 3.1, we have assumed that the CSI is perfectly known at the receiver and then evaluated the

achievable ergodic channel capacity using quantized CSIT for every channel realizationhhh. The CSI

signalling overheads, including the pilot symbols signalled to the receiver for channel estimation, and

the feedback bits signalled to the BS’s downlink transmitter, were ignored in Section 3.1 and hence
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will be investigated in this section. We will first introducethe pilot assisted channel estimation scheme

in Section 3.2.1. Then the achievable ergodic channel capacity of an open-loop MISO system using

estimated CSIR is derived to demonstrate the effect of channel estimation error in Section 3.2.2. Then,

the achievable ergodic channel capacity of a TxMF aided closed-loop MISO system is also derived in

Section 3.2.2 considering the channel estimation error, pilot signalling overhead and feedback overhead.

We assume that the feedback channel is both error-free and delay-free, and set aside the study of the

effects of channel-induced feedback errors and delays for our future research.

3.2.1 Pilot-Assisted Channel Estimation
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Figure 3.6: Transmission frame structure of theNTx transmit antennas consisting ofNpNTx pilots and

( 1
fdm−norm

− NpNTx) data symbols.

In practice, the channel realizationshhh varied over time, and the speed of its variation is describedby

the channel’s Dopper frequency as detailed in Section 2.1.2.2. It is common to model the channel by block

fading, where the channel realizationhhh is kept constant during a channel coherence periodTcoh and faded

at the end of it. AssumingTcoh ≈ 1
fdm

[109], a transmission frame consisting of 1
fdm−norm

symbols, where

fdm−norm denotes the normalized Doppler frequency shift, is transmitted within the channel’s coherence

period, and its structure is illustrated in Fig. 3.6. The pilot symbolspij, |pij|2 = 1 are allocated in the first

NpNTx symbols in a time-orthogonal manner for channel estimationin order to ensure that they would

not cause interference with each other [30]. Hence, each channelhi is estimated usingNp pilots. Due to

the time-orthogonality of the pilots seen in Fig. 3.6, each channelhi, i ∈ [1, NTx] is estimated separately.

The estimation is based on averaging the projections of the received signal onpij as

ĥi =
1

Np

Np

∑
j=1

p∗ijyj = hi + he, (3.1)

he =
1

Np

Np

∑
j=1

p∗ijnj ∼ CN (0,
1

Np
N0), (3.2)

where ĥi is the estimate ofhi, and the estimation errorhe is a random variable with zero-mean and a

variance ofN0
Np

. Since the estimation of each channelhi is independent of the others, the estimation error

vectorhhhe satisfies the distributionCN (0, N0
Np

IIINt), and the estimated channel vector obeysĥ̂ĥh = hhh + hhhe.
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3.2.2 Deviation of the Channel Capacity

For an open-loop MISO system, the receiver estimates the CIRvectorĥ̂ĥh, and considerrs it as the true CIR.

Naturally, the received signaly will be rewritten as

y = ĥ̂ĥhTxxx + (n − hhhT
e xxx) = ĥ̂ĥhTxxx + n′. (3.3)

E(|n′|2|ĥ̂ĥh) = E(|n′|2) = E(nn∗) + E(hhhH
e xxxxxxHhhhe) = N0 +

N0

Np
(3.4)

n′ ∼ CN (0, N0 +
N0

Np
),

where we have assumed that the transmit power is unityE[xxxxxxH] = ETx = 1, and the equivalent noisen′

is a complex-valued Gaussian distributed random variable with the same mean and variance for different

CIR vectorshhh. Hence, the capacity is represented as [30]

Copen−ĥ̂ĥh = (1 − ηp)Eĥ̂ĥh



log2



1 +
1(

N0 + N0
Np

)
NTx

‖ĥ̂ĥh‖2







 , (3.5)

whereηp = NpNTx fdm−norm, 0 ≤ ηp ≤ 1 represents the pilot signalling overhead. Equation (3.5)

only represents the case, when the CIR estimateĥ̂ĥh is directely derived from the embedded pilot symbols.

If more sophisticated channel estimation methods are used,such for example decision-directed channel

estimation [135], it is possible to decrease the noise varianceE(n′n′∗) without causing any further pilot

signalling overhead (i.e. maintaining a constantηp) so as to improve the ergodic channel capacity. How-

ever, the variance ofh′h′h′e is difficult to analyse because of the potential error propagation effects caused

by sophisticated decision-directed channel estimation algorithms. We will focus our attention purely on

the pilot-assisted system analysis in our study.

Similarly, for a TxMF aided closed-loop MISO system, we assumed that the CSI is estimated at the

receiver side aŝĥĥh = hhh +hhhe, where we havehhhe ∼ CN (0, N0
Np

IIINTx
). The preprocessing vectorqqq is selected

from a codebookQ having|Q| = 2b cardinalities based on the estimated CIR knowledgeĥ̂ĥh. Assuming

that theb feedback bits are both delay-free and error-free, the received signaly will be rewritten as

y = hhhTqqqs + n = ĥ̂ĥhTqqqs + n′, (3.6)

n′ = n − hhhT
e qqqs.

Sinceqqq is a unitary vector, we definehhhT
e qqq = ‖hhhe‖ cos Θejβ, whereΘ, β ∈ [−π, π] are the Hermition

angle and the Pseudo-angle betweenhhhe andqqq as defined in Section 2.3.3. For a givenĥ̂ĥh, the variance of

the equivalent noisen′ is

E(n′n′∗|ĥ̂ĥh) = E(nn∗) + E(cos2 Θ‖hhhe‖2ssH |ĥ̂ĥh) (3.7)

= N0 + E(cos2 Θ‖hhhe‖2|ĥ̂ĥh).

We infer from Equation (3.6) thatn′ is not a Gaussian variable. However, assuming thatn′ is Gaussian

distributed, we can derive the lower bound of the ergodic channel capacity in the form of

Cclosed−ĥ̂ĥh−hhhq
= (1 − ηp)Eĥ̂ĥh

(

log2

(

1 +
|ĥ̂ĥhTqqq|2

N0 + E(cos2 Θ‖hhhe‖2|ĥ̂ĥh)

))

− b fdm−norm, (3.8)



3.2.3. Simulation Results 51

whereηp = NpNTx fdm−norm represents the pilot signalling overhead in percentage. and b fdm−norm

represents the CSI feedback signalling overhead in (bits/symbol). The CSI feedback signalling overhead

in percentage should be formulated asη f = b fdm−norm

C′ , whereC′ is equal to the achievable ergodic capacity

without considering the pilot overheadC′ = Eĥ̂ĥh

(
log2

(
1 + |ĥ̂ĥhTqqq|2

N0+E(cos2 Θ‖hhhe‖2|ĥ̂ĥh)

))
.

3.2.3 Simulation Results

Three typical values of Doppler shifts defined in the Long-Term-Evolution (LTE) Orthogonal-Frequency-

Division-Multiplexing-Access (OFDMA) DL system [136] arefdm = 5 Hz, 70 Hz, and 300 Hz, which

correspond roughly to mobile velocities of 2 (pedestrian),30 (vehicular) and 130 (vehicular) km/h,

respectively. The signal bandwidth of each subcarrier is defined as15 KHz, which is significantly

lower than the channel’s coherence bandwidth. Hence, the fading is non-frequency selective. Assum-

ing a maximum achievable symbol rate ofRs = 15K symbol/s, the normalised Doppler frequencies

are fdm−norm = 0.2, 0.04 and 0.003, respectively. To simplify our future calculation, we employed

fdm−norm = 0.1, 0.01 and 0.001 in our simulations to represent these three typical scenarios.

Based on the aforementioned analysis in Section 3.2.2, there are four parameters which affect the

achievable capacity, namely the normalised Doppler frequency fdm−norm, the number of pilot symbols

per transmit antenna within the channel’s coherence timeNp, the number of transmit antennasNTx and

the number of feedback bits per CIR tapb. The effect of fdm−norm on the achievable capacity can be

readily seen from Equation (3.8). When the other three parameters are fixed, forfdm−norm → 0, which

corresponds to a time-invariant channel, yielding(1 − ηp) → 1 andb fdm−norm → 0, the capacity loss

will approach zero. In other words, the achievable ergodic capacity is higher for channels having a low

Doppler frequency than for channels having a high Doppler frequency.

However, the effect of the other three parametersNp, b and NTx are more complicated. Here we

opt for fdm−norm = 0.1 and fdm−norm = 0.001, representing a rapidly fluctuating channel as well as a

slowly varying channel, respectively, and investigate theeffect of the pilot-based signalling overhead of

ηp = NTxNp fdm−norm and that of the feedback signalling overhead ofη f = b fdm−norm

C′ on the achievable

capacity.

We observe in Equation (3.8), upon increasing the pilot overhead, the achievable capacity can be im-

proved by increasing the channel estimation accuracy according to‖hhhe‖2 → 0, but imposing an increased

capacity loss yielding(1 − ηp) → 0. Fig. 3.7 illustrates the achievable ergodic capacityCclosed−ĥ̂ĥh−hhhq
of

a TxMF aided closed-loop MISO system in conjuction with the estimated and quantized CSIT versus the

number of pilot symbols per channel coherence timeNp, when we haveNTx = 2; b = 5; fdm−norm =

0.1/0.001, SNR = 5dB, respectively. It demonstrates that when the channel’s normalised Doppler

frequency is as low asfdm−norm = 0.001, a moderate factor of pilot overhead is capable of increasing

the achievable capacity by providing a more accurate channel knowledge. However, when the channel’s

normalised Doppler frequency is as high asfdm−norm = 0.1 or the number of pilot symbolsNp be-

comes comparable to the total number of symbols1fdm−norm
, the effect of pilot signalling overhead induced

capacity loss becomes dominant, and increasingNp will decrease the achievable capacity dramatically.

Naturally, the capacity degradation imposed by the pilot signalling overhead is more substantial for sys-

tems having a large number of transmit antennas, sinceηp increases linearly withNTx.

Similarly, a trade-off between limiting the feedback overheadη f and having a sufficiently accurate
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Figure 3.7: The achievable ergodic capacity of a TxMF aided closed-loopMISO system in conjuction

with estimated and quantized CSITC
closed−ĥ̂ĥh−hhhq

versus the number of pilot symbols per channel’s co-

herence timeNp, when we haveNTx = 2; b = 5; fdm−norm = 0.1/0.001, SNR = 5dB, respectively.

The results were plotted from Equation (3.8). The upper-bound ergodic channel capacity in conjunction

with perfect CSIR and perfect CSIT are also plotted for comparison.

CSIT is required. Fortunately, the analysis provided in Section 3.1 demonstrates that having a large

number of feedback bits is not necessary, since most of the attainable capacity gain may be achieved by

using a limited number of feedback bits. Moreover, the feedback overheadη f is proportional to1
C′ . This

relationship indicates that the feedback overhead required decreases at high SNRs, where the capacityC′

increases; secondly, the feedback overhead required may not increase dramatically for systems having

a large number of transmit antennas, since the number of feedback bits required for achieving a certain

feedback errorb and the capacityC′ will both increase. Hence, compared to the feedback overhead, the

degradation imposed by the pilot symbol overhead analysed in the last paragraph may be more dominant.

More explicitly, Fig. 3.7 illustrates the achievable ergodic capacityCclosed−ĥ̂ĥh−hhhq
of a TxMF aided closed-

loop MISO system in conjuction with the estimated and quantized CSIT versus the number of feedback

bitsb per CIR tap, when we haveNTx = 2; Np = 1; fdm−norm = 0.1/0.001, SNR = 5dB, respectively.

This shows that increasingb is beneficial for channels associated with a low Doppler frequency, such as

fdm−norm = 0.001, but it is detrimental for channels having a high Dopper frequency, such asfdm−norm =

0.1. Moreover, observed in Fig. 3.7 that the attainable improvement is reduced upon increasing the

number of feedback bitsb.

We jointly consider the effects ofNp, NTx and fdm−norm in Fig. 3.9, which demonstrates that the

achievable ergodic capacityCclosed−ĥ̂ĥh−hhhq
of a TxMF aided closed-loop MISO system in conjuction with

the estimated and quantized CSIT versus the number of the feedback bitsb and pilot overheadηp, when

we have fdm−norm = 0.001, NTx = 4, SNR = 5dB, respectively. It is shown for a channel having

a high coherence timefdm−norm = 0.001 that the achievable capacity is maximised by opting for an
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Figure 3.8: The achievable ergodic capacity of a TxMF aided closed-loopMISO system in conjuction

with estimated and quantized CSITC
closed−ĥ̂ĥh−hhhq

versus the number of feedback bitsb, when we have

NTx = 2; Np = 1; fdm−norm = 0.1/0.001, SNR = 5dB, respectively. The results were plotted from

Equation (3.8).

appropriate chosen moderate pilot overhead, when it is beneficial to employ a high number of feedback

bits.

3.2.4 Section Summary

In this section, we have derived the achievable channel capacity bound of a TxMF aided closed-loop

MISO system, when considering the effects of channel estimation errors, tansmit preprocessing vector

quantization errors using Grassmannian-line packing codebook, the effective capacity loss caused by pilot

symbols and that imposed by the CSI feedback bits. The simulation results demonstrated that the potential

capacity improvements of using a closed-loop design and an increased number of transmit antennas are

indeed achieveable for slowly fading channels, but erode for relatively rapidly fading channels. A major

reason for this observation is that a large proportion of thechannel capacity has to be sacrificed for pilot

signalling, especially for systems having a high number of transmit antennas. The feedback overhead

also imposes a capacity degradation, but this is less substantial than the effects of the pilot signalling

overhead.

3.3 Pilot Overhead Reduction for Rapidly Fading Channels

The analysis provided in Section 3.2 demonstrated that the main reason for the poor performance of a

TxMF aided closed-loop MISO system for a channel associatedwith a low coherence-time is its inability
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Figure 3.9: The achievable ergodic capacity of a TxMF aided closed-loopMISO system in conjuction

with estimated and quantized CSITC
closed−ĥ̂ĥh−h̄̄h̄h

versus the number of feedback bitsb and pilot overhead

ηp, when we havefdm−norm = 0.001, NTx = 4, SNR = 5dB, respectively. The results were plotted

from Equation (3.8).

of affording a sufficiently high number of pilot symbols in order to achieve a sufficiently accurate CSIR

knowledge. In this section, we propose a pilot overhead reduction scheme for channels having a low

coherence-time.

The simulation results seen in Section 3.1 suggest that as long as a transmitter chooses the right

preprocessing vectorqqq, even if qqq represents a coarse CIR estimate since it is from a small codebook

having only two codewords, the channel capacity can be improved in comparison to an open-loop design.

Using the frame structure shown in Fig. 3.6, the probabilityof making the right choice forqqq depends on

the quality of the CSIR, namely the CIR estimated at the receiver. However, a substantial simplification

becomes possible, since the codebook is already available at the transmitter, and hence the transmitter

can subject the pilot symbols to the effects of the legitimate CIRs of the codebook. Accordingly, instead

of estimating the true CIRhhh, the receiver simply has to determine which particularqqqi vector of the

codebook would provide the highest receive energyE(|y|2) = E(|hhhTqqqi|2 + |n|2), and has to inform the

transmitter usingb = log2|Q| bits. The corresponding new frame structure is shown in Fig.3.10. The

main difference in comparison to that of Fig. 3.6 is that the number of the pilot symbolsNp is independent

of the number of transmit antennasNTx. This will dramatically reduce the capacity loss caused by pilot

symbols, especially when the value ofNTx is high, whileNp and|Q| is limited. For example, if we have

fdm−norm = 0.1, NTx = 5, Np = 1, b = 1, using the frame structure of Fig. 3.6,50% of the channel

capacity loss is imposed by the insertion of pilot symbols. Using the proposed scheme, only20% of the

effective capacity is used for channel estimation. However, if a high-resolution codebook is employed,

the number of pilot symbols required increases exponentially, which results in a high effective capacity
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loss. Hence, the proposed scheme is no longer beneficial for the case, when a high-resolution codebook

is required.

NpNp|Q|

. . .

qqqs

Data

1

2

NTx

2Np 1

i ∈ [1, Np] i ∈ [1, Np]

qqq|Q|pi qqq2pi qqq1pi

i ∈ [1, Np]. . .

(Np + 1)

Figure 3.10:The proposed frame structure consisting ofNp|Q| pilots.

Using the proposed scheme obeying the transmission frame structure shown in Fig. 3.10, the receiver

estimates the equivalent channelh′′i = hhhTqqqi, i ∈ [1, |Q|] by averaging theNp pilots according to:

ĥ′′i = h′′i +
1

Np

Np

∑
l=1

nl = h′′i + h′′e , (3.9)

h′′e ∼ CN (0,
1

Np
N0),

whereh′′e represents the CIR estimation error, which is a Gaussian variable with a zero mean and a

variance of 1
Np

N0. Assuming that the right codeword is chosen by comparing theenergy of the estimated

equivalent channelqqq = maxqqqi
|ĥ′′i |2, which is likely to be the case when the noise variance is low,and

assuming unit transmit powerETx = 1, the achievable ergodic capacity can be formulated as

Cclosed−new−scheme = (1 − Np2b fdm−norm)Ehhh



log2



1 +
|hhhTqqq|2

N0 + N0
Np







− b fdm−norm. (3.10)

However at low SNRs, it is possible that the chosen codeword is not the optimal one. For this case, we

characterise the lower bound of the achievable performanceusing random preprocessing, where a random

unitary preprocessing vectorqqq is chosen regardless of the current true CIRhhh. Based on Equation (3.10),

we quantify the ergodic capacity of a TxMF aided closed-loopMISO system having parameters ofNTx =

2, 5; fdm−norm = 0.1; Np = 1; b = 1 and using the proposed scheme. The results shown in Fig. 3.11

demonstrate that

1. Assuming the right preprocessing vector codeword is chosen from the codebook, the closed-loop

system using the proposed pilot overhead signalling reduction scheme outperforms the correspond-

ing old pilot signalling scheme discussed in Section 3.2.2.Moreover, employing more transmit an-

tennas provides a slightly increased capacity. For example, when the number of transmit antennas

increases from 2 to 5, the ergodic channel capacity quantified at high SNRs is increased by about

0.5 (bits/symbol);
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Figure 3.11: The achievable ergodic channel capacity of a TxMF aided closed-loop MISO system in

conjunction with estimated and quantized CSIT using the proposed frame structure in Fig. 3.10 namely

Cclosed−new−scheme versus SNR, when we haveNTx = 2, 5; fdm−norm = 0.1; Np = 1; b = 1, respec-

tively. The results were plotted from Equation (3.10).

2. If the preprocessing vectorqqq is chosen randomly, then the performance of a closed-loop system

associated withNTx = 5 transmit antenna is still better than that of the corresponding old pilot

signalling scheme discussed in Section 3.2.2.

Fig. 3.12 illustrates the ergodic channel capacity of a TxMFaided closed-loop MISO system having

parameters ofNTx = 5; fdm−norm = 0.01; Np = 1; b = 1, 5 and using the proposed scheme. Compared

to the performance of using transmission regime of Fig. 3.6,it is clear that forb = 1, the performances

are quite similar. However, when using ab = 5 bit feedback, the performance using the proposed scheme

becomes worse than that of the transmission regime of Fig. 3.6 and Section 3.2.2 since the capacity loss

caused by the associated high number of pilot symbols is high. As a result, the proposed scheme is

deficient for channels having a long coherence time.

In summary, for a channel having a relatively short coherence time, the proposed pilot overhead

reduction scheme using a low value ofNp andb is capable of providing a higher ergodic capacity than

the open-loop system, especially when the number of transmit antennas is high. However, the benefits

of employing closed-loop scheme and a high number of transmit antennas is relatively small. From a

robustness point of view, employing a low number of transmitantennas and an open-loop design is more

appropriate for channels having a short coherence time.
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Figure 3.12: The achievable ergodic channel capacity of a TxMF aided closed-loop MISO system in

conjunction with estimated and quantized CSIT using the proposed frame structure in Fig. 3.10 namely

Cclosed−new−scheme versus SNR, when we haveNTx = 5; fdm−norm = 0.01; Np = 1; b = 1, 5, 10,

respectively, The results were plotted from Equation (3.10).

3.4 Pilot Symbol Assisted Rateless Codes

In Section 3.2 and 3.3, the pilot symbols were multiplexed with the data symbols at the input of the

modulation stage, which is referred to as Pilot Symbol Assisted Modulation (PSAM). In this section,

we propose a novel technique, hereby referred to as Pilot Symbol Assisted Rateless (PSAR) coding,

where a predetermined fraction of binary pilot symbols is interspersed with the information bits at the

input of the channel coding stage. We will subsequently demonstrate that the PSAR code-aided transmit

preprocessing scheme succeeds in gleaning more beneficial knowledge from the inserted pilots, because

the pilot bits are not only useful for estimating the channelat the receiver, but they are also beneficial in

terms of significantly reducing the computational complexity of the rateless channel decoder. Our results

suggest that more than a 30% reduction in the decoder’s computational complexity can be attained by

the proposed system, when compared to a corresponding benchmarker scheme having the same pilot

overhead, but using the classic PSAM technique. Since the amount of pilot symbols increases with the

number of transmit antennas, as demonstrated in Section 3.2and 3.3, the proposed PSAR scheme is

particularly beneficial for employment in multiple antennaassisted systems, rather than in single antenna

aided systems. Moreover, the rateless code employed in our system also exploit the knowledge of the

CSI at the transmitter by exploiting the inherently flexiblenature of a specific family of rateless codes

that are capable of modifying both their code-rate as well astheir degree distribution based on the CSI,

in an attempt to adapt to the time-varying nature of the channel. Using this scheme, the near-capacity

performance over a diverse range of channel SNRs rather thanat a single SNR value becomes attainable.
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A brief introduction to rateless codes is provided in Section 3.4.1. The proposed closed-loop TxMF

aided MISO system using PSAR is detailed in Section 3.4.2 with an explicit emphasis on the PSAR

encoding/decoding process. Finally, our simulation results are given in Section 3.4.3.

3.4.1 Introducation to Rateless Codes

Unlike the families of the so-called fixed-rate codes such asHamming codes having a fixed-rate and a

rigid construction, the families of rateless codes do not fixtheir code-rate before transmission. This is

essentially the interpretation of the terminology ‘rateless’. Luby Transform (LT) codes [137], proposed

by Luby in 2002, can be considered as the first practical rateless code family. In this section, we will

use LT codes as an example to introduce the encoding and decoding methods of rateless codes as well as

their fundamental philosophies.

Output/Encoded Symbols (Check Nodes)

Input/Source Symbols (Variable Nodes)

The degree of a check nodeThe degree of a variable node  ;    

a1

dc

dv

c3 c4

a3 aNa

cNc
c2c1

a2

dc :dv :

Figure 3.13:A Tanner graph based description of LT codes showing the source symbols (variable nodes)

and LT-encoded symbols (check nodes).

The encoding process of a LT code is diagrammatically represented by means of a bipartite graph,

commonly referred to as a Tanner graph [138] or a factor graph[139], as shown in Fig. 3.13. Assume

a message consisting ofNa input (source) symbolsaaa = [a1, a2, . . . , aNa ], where each symbol contains

an arbitrary number of bits (e.g.a1 = [010]). The LT-encoded symbolcj, j = 1, . . . , Nc, is simply the

modulo-2 sum ofdc, (1 ≤ dc ≤ Na) random distinct input symbols. In the context of graph theory,

an input source symbol can be treated as a variable node, whilst an LT-encoded symbol can be regarded

as a check node. In our discourse, we will interchangeably use the terminology input/output symbols,

source/LT-encoded symbols and variable/check nodes. The number of input symbolsdc invoked for

producing a check node is referred to as the check node degree. For example, the check nodec2 shown

in Fig. 3.13 has a degree of one represented asd2
c = 1. Correspondingly, the number of output symbols

produced by a single variable node is termed as the variable node degree denoted bydv. For example,

observed in Fig. 3.13 that the degree of the first variable node, namely ofa1 is equal to three, which

is represented asd1
v = 3. Given the nature of this encoding scheme, there is no limit on the possible

number of encoded symbols that can be produced and for this reason, LT codes do not have a fixed

coding rate represented byrc = Na
Nc

, and are referred to as being rateless codes. The philosophyof LT-

codes is actually the ideal digital fountain code concept advocated by Byerset al. [140]. Metaphorically

speaking, a fountain code can be compared to an abundant water supply capable of supplying a potentially

unlimited number of encoded packets (water-drops). The receiver is capable of recoveringNa out of Nc

transmitted packets on an erasure channel, ifNc is sufficiently larger thanNa.

The hard decoding process as detailed by Luby in [137] commences by locating a self-contained

symbol, or the so-called degree-one symbol which is not combined with any other, for example, the output
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symbolc2 shown in Fig. 3.13. The decoder will then add (modulo-2) the value of this symbol to all the LT-

encoded symbols relying on it and then removes the corresponding modulo-2 connections. The decoding

procedure will continue in an iterative manner, each time commencing from a degree-one symbol and

exchanging hard-decision information between the nodes. If no degree-one symbol is present at any point

during the decoding process, the decoding operation will abruptly halt. Hence, the performance of a LT

code depends on its check node degree and variable degree, which may be characterised by the check

node degree distributionδ(x) and the variable node degree distributionv(x), respectively. A carefully

designed degree distribution, such as the robust soliton distribution [137], guarantees that this does not

occur more often than a pre-defined probability of decoding failure. Additionally, to implement such a

hard decoding scheme, the specific modulo-2 connections between the variable nodes and check nodes

do not have to be previously known by both the transmitter andreceiver. This may be facilitated by

informing both the transmitter and the receiver of the degree distributionδLT(x) before transmission, and

having synchronised clocks used for the seed of the pseudo-random number generator employed at both

link ends.

+

+

  −

−
CND VND

Π

Lch IA,V ND
Π−1

IA,CND

IE,V ND

IE,CND

Figure 3.14:Soft decoder structure of an LT code.

The decoding performance of a LT code may be further improvedby exchanging soft decisions,

rather than hard decisions between nodes in the aforementioned iterations, which is referred to as soft

decoding [97]. More explicitly, the re-organised structure of an LT code’s soft decoder is illustrated

in Fig. 3.14, which is constituted by the serial concatenation of two soft-input-soft-output decoders,

namely that of the inner Check Node Decoder (CND) and of the outer Variable Node Decoder (VND).

The inner CND receives both channel output values as well as thea-priori Log-likelihood Ratio (LLRs)

from the VND and then converts them toa-posterioriLLRs. The outer VND receives the de-interleaved

extrinsic information from the CND. The randomly selected connections between the variable nodes and

the check nodes during the encoding process shown in Fig. 3.13 essentially function as an interleaver,

which is distinguished by a term inherited from graph theory, namely by the terminology of the “edge

interleaver”. The extrinsic LLR values are exchanged between these two decoders after passing through

the edge interleavers. The decoding performance expected is improved by increasing the number of

iterations.

3.4.2 System Model

The system we considered is a TxMF aided closed-loop MISO system having two transmit antennas

and a single receive antenna, which is illustrated in Fig. 3.15. The information bitsaaa are first encoded
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by a rateless encoder using the degree distribution provided by the Degree Distribution Selector (DDS)

at the transmitter. Then the encoded sequenceccc will pass through an interleaver termed as the “Pilot

position interleaver”, which is denoted byΠp in Fig. 3.15. Then, the interleaved encoded bits are BPSK

modulated and are preprocessed by the TxMF. At the receiver side, the pilot symbols are used not only

for channel estimation but they are also forwarded to the detector of Fig. 3.15. After the pilot position

deinterleaver, both the received pilot symbols as well as the received data symbols are forwarded to the

rateless decoder of Fig. 3.15. The estimated messageâ̂âa is then finally generated by the rateless decoder

of Fig. 3.15.

Moving on from providing a general description of the systemconsidered, the components related

to the proposed PSAR scheme including the DDST, the rateless encoder/decoder and the pilot position

de/interleaver, as well as the related signal processing schemes will be detailed below.

3.4.2.1 Transmit Degree Distribution Selector DDST

In Section 3.4.1, we have introduced three parameters of a rateless code, namely the flexible coding

rate rc and the two degree distributionsδ(x) and v(x). In the available literature, rateless codes are

frequently employed in situations, where the channel statistics are unknown to the transmitter (e.g. open-

loop system), and hence the degree distribution of ratelesscodes is fixed; i.e. the degree distribution

used for coining the specific random degree for each transmitted bit is time-invariant and thus channel-

independent. Such rateless codes can only control the totalnumber of bits transmitted, i.e. the code-rate,

in order to cater for the variations of the channel conditions encountered. In [141], the authors studied the

degree distribution of a rateless code, analysed the optimum distribution across a diverse range of channel

SNRs and demonstrated that there are substantial differences between these distributions. Consequently,

it was argued that rateless codes having a fixed degree distribution are sub-optimal in the sense that they

cannot realize codes that operate near to capacity at all possible rates. However, in the specific scenario

we are considering here, the rateless encoder is armed with side information. More explicitly, we feed

back the channel SNRs and therefore the transmitter becomescapable of calculating the specific degree

distribution that results in a performance, which is arbitrarily close to capacity in a near-real time online

manner. Moreover, the channel SNR typically varies slower than the CIRs, which does not require a

frequent updating.

For every information bit sequence to be encoded, the CSI received via the feedback channel is

exploited by what we refer to as the Degree Distribution Selector (DSS)1 of Fig. 3.15 in order to calculate

the required coding raterc as well as the corresponding irregular degree (or check node) distributionδ(x).

1We will be referring to the degree distribution selector located at the transmitter byDDST.

Feedback Channel

TxMF Rateless
Decoder

Degree
Distribution

Selector
(DDST)

Channel

pilots

pilots

pilots

h1

ĉΠ−1
p

Πp(ĉ)

Estimator

BPSK h2 Detector
y

h

Πp(c)
x

sRateless

Encoder
Πp

a Remove
pilot

â

symbols

Insert
pilot
symbols

Figure 3.15: The system model of a TxMF aided closed-loop MISO system having two transmit anten-

nas and a single receive antenna, BPSK modulation as well as pilot symbol assisted rateless codes are

employed.
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Figure 3.16:The rateless encoder.

The latter can be conveniently represented by means of a polynomial distribution defined by:

δ(x) := ∑
∀dc∈d

δdc
xdc−1 = δ1 + δ2x + . . . + δdc

xdc−1 + . . . + δDc x
Dc−1, (3.11)

where the positive coefficientsδdc
, dc ∈ d denote the particular fraction of intermediate bits (or check

nodes) of degreedc and Dc = max(d) is the maximal check (left) degree. The vectord contains the

range of (check) degree values of the degree distribution. In contrast to [141], there is now two different

categories of degree-one bits and as a result, the fractionδ1 of (3.11) can be rewritten asδ1 = δ
p
1 + δ

p
1 ,

whereδ
p
1 andδ

p
1 denote the fraction of degree-one nodes corresponding to pilot bits and to information

bits, respectively.

The actual design of the degree distributionsδ(x) andv(x) is optimised with the aid of so-called Ex-

trinsic Information Transfer (EXIT) charts [142], which allow us to investigate the convergence properties

of iterative decoding schemes without performing bit-by-bit decoding using Monte-Carlo simulations.

The details of this optimisation algorithm technique may befound in [105].

3.4.2.2 Pilot Symbol Assisted Rateless Encoder

The rateless encoder of Fig. 3.15 maps aNa-bit (input) information sequence represented bya = [a1, a2, . . . , aNa ]

into a(N
′
ar−1

c )-bit output sequencec by performing the steps succinctly described below:

1. (Modified input bit sequence)Attach a predetermined pilot-bit sequencep =
[

p1, p2, . . . , pNp

]
,

to the beginning of theNa-bit input streama, so that the modifiedN
′
a-bit input sequence becomes

equal toa′ = [p a]2;

2. (Degree selection)Randomly choose a degreedc from a degree distributionδ(x) − δ
p
1 calculated

by the degree distribution selector based upon the receivedCSI;

3. (Input bit/s selection)Randomly choose the previously selecteddc number of bits froma′ having

the least number of connections (selections) up to the current transmission instant;

2In our case, we have employed a sequence of ones.
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4. (Intermediate bit calculation)Calculate the value of the intermediate (check) bitbi ∈ b by com-

bining thedc input bits selected during the previous step using modulo-2addition. Repeat the last

three steps to all theN
′
a bits of a′;

5. (Modified intermediate bit sequence)Attach again the same pilot bit sequencep as in the initial

step to the beginning of the intermediate bit sequenceb generated in the previous step in order to

createb′ = [p b];

6. (Codeword bit calculation)Determine the value of the encoded bitci ∈ c, i = 1, . . . , N
′
ar−1

c by

calculating the values ofc1 = b
′
1 and ofci = b

′
i ⊕ b

′
n−1 for i = 2, . . . , N

′
ar−1

c , whereb
′
i ∈ b

′
and

⊕ represents the modulo-2 addition operation. The pilot bitsin c correspond to the bitsci ∈ c with

i = 1, . . . , Np.

For clarity, we have also provided a pictorial representation of this rateless encoding process in Fig. 3.16.

Compared to the encoding process of a conventional LT code described in Section 3.4.1, our PSAR

encoder has two major differences:

1. The pilot sequencepi is concatenated with the data sequence, and they jointly constitute the rateless

check nodes. Moreover, the pilot symbols are constrained tobe a specific fraction of the degree-

one nodes. Hence, the pilot symbols arrived at after encoding are pre-defined and are known by

both the transmitter and the receiver.

2. The employment of a memory-one trellis code was implied inthe last step, namely in “Codeword

bit calculation”. This is because rateless codes were first proposed for transmission over channels

imposing symbol erasure (such as the wired Internet). Therefore using rateless codes alone for

transmission over noisy wireless channels results in a higherror floor [143]. Hence, it is neces-

sary to combine rateless codes with classic Forward Error Correction (FEC) schemes [143] for

transmission over noisy wireless channels.

Moreover, the fraction of pilot bitsδp
1 =

Np

Nc
is determined by the channels’ Doppler frequencyfdm.

More explicitly, the channels associated with a high Doppler frequency require a higher value ofδ
p
1 ,

since their rapid fluctuation requires frequently updated channel estimates. Otherwise, the fraction of

pilot bits required may be quite low for slowly varying channels.

It also follows that the proposed PSAR codes can realize any code raterc =
Np+Na

Nc
. This implies that

whilst other rateless codes such as LT codes [144] are capable of generating codes having an arbitrary rate,

PSAR codes can only generate codes having rates that are higher than the fraction of pilotsδp
1 in the code,

since we haverc =
Np+Na

Nc
> δ

p
1 =

Np

Nc
. At first glance this might appear to be a limitation, howeverwe

note thatδp
1 is selected according to the highest expected fading rate, and hence for slow-fading channels

PSAR codes can practically realize codes having any rate. Moreover, it is more power-efficient for the

transmitter to opt for no transmission when the channel’s SNR is very low, instead of transmitting at a

very low code-rate.3

For clarify, the fractionδp
1 of pilots is equivalent to the pilot overheadηp we discussed in Section 3.2.

Moreover, we have usedNp in Section 3.2 to represents the number of pilot symbols employed for each

3We also point out that this is not the first proposed rateless code with a bounded realizable rate. For instance, Raptor

codes [145] cannot realize rates higher than the rate of the outer Low-Density Parity-Check (LDPC) code component of the

Raptor code.
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transmit antenna during the channel’s coherence time. By contrast, the notationNp used in this section

represents a slightly different meaning. More explicitly,it represents the total number of pilot symbols

required for assisting a total ofNa data symbols’ transmission over a number of coherence intervals.

3.4.2.3 Pilot-Bit Interleaving and Pilot Symbol Transmission

As shown in Figure 3.16, the codewordc is then interleaved by the pilot position interleaverΠp, which

will position a pair of pilots every(η − 1) data bits, whereη denotes the pilot spacing. This process

represents the effective sampling of the channel’s complex-valued envelope at a rate that is higher than

the Nyquist rate and thus allowing the receiver to extract the channel attenuation as well as phase rotation

estimates for each bit. The data bits are separated by means of a pair of pilot bits (instead of a single

pilot), since the channels between the two transmit and a single receive antennas have to be estimated.

The interleaved codewordΠp(c) is then BPSK modulated. Then the data symbols are pre-processed by

the TxMF represented asxxx = qqqs, whereqqq is the pre-processing vector obtained from feedback channel.

By contrast, the two BPSK modulated pilot symbols will be directly transmitted by the first and second

transmit antenna separately in a time-orthogonal manner without TxMF preprocessing, which results the

same frame structure as shown in Fig. 3.6.

3.4.2.4 Decoder of Pilot Symbol Assisted Rateless Codes

We denote the pilot bits received on the first and second time-slot byy1, y2, respectively. The two pilots

bits, periodically occurring every(η − 1) data bits, are then passed to the channel estimator (please refer

to Figures 3.15), used for generating the corresponding MISO channel vector̂h having elements of̂h1,

ĥ2. The channel estimates are then up-sampled and interpolated by means of a low-pass interpolator.

Armed with this channel estimate, the received signal is first detected, and then de-interleaved using the

pilot position interleaverΠp described in Section 3.4.2.3, and then passed to the rateless decoder, which

estimates the original information bit sequence, i.e.â.4

The rateless decoder’s computational complexity is reduced for the following two resons. Firstly, the

number of degree one nodes is increased by interspersing thepilot symbols at the encoding stage. More

importantly, the value of the pilot symbols are known inadvance, which produces high-value LLRs in the

decoding process. Consequently, the tunnel between the twodecoder’s EXIT curves is widened hence

the converge of the iterative process is accelerated.

3.4.3 Simulation Results

Figures 3.17 and 3.18 illustrate our comparison of the achievable throughput performance as well as the

rateless decoder’s computational complexity for both the proposed PSAR code-aided close-loop MISO

system using TxMF as shown in Fig. 3.15 and for a benchmarker.The benchmarker is the same system,

but instead of having a PSAR code, we use a rateless code dispensing with pilots (i.e. we setδp
1 = 0 at

the encoding stage), but then insert the required number of pilots at the modulation stage. In this sense,

4It is also implicitly assumed that there is another subsidiary DDS located at the receiver, namelyDDSR (not shown in the

figures), that calculates the distributionsδ(x) andυ(x) based on the estimated CSIR and then passes these distributions to the

rateless decoder to be described in Section 3.4.1.
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we are comparing pilot symbol assisted (rateless) coding with that of pilot symbol assisted modulation

in an attempt to verify which of the two techniques offers a better performance (in terms of achievable

throughput as well as complexity) for the same amount of pilot overhead.

In order to make a fair comparison, the number of informationbits for both scenarios,Na, was set

to 10000 bits and the maximum number of decoder iterations,Imax was fixed to 200 iterations. The

normalised Doppler frequency is set to0.02. The fraction of pilot bitsδp
1 was set to 0.1 for the PSAR

code, whilst 10% pilots were inserted at the modulation stage for the benchmarker system. The rateless

decoder’s computational complexity for both systems was evaluated in terms of the number of message-

passing updates per decoded bit, given byIavg|E|/Na, where Iavg represents the average number of

iterations required for finding a legitimate codeword at a particular channel SNR value and|E| represents

the number of edges in the corresponding Tanner graph.

It can be observed from Figure 3.17 that there is no difference in the throughput performance of the

two systems. On the other hand, the proposed PSAR code-aidedsystem offers a considerable reduc-

tion in the rateless decoder’s computational complexity, as shown in Figure 3.18. It was found that the

complexity reduction in this specific scenario is (on average) more than 30%.

Table 3.1: Performance Summary

System Comparison Pilot-overhead Throughput Complexity

Parameter Schemes at SNR=10dB at SNR=10dB

Number of antennas
(5,1) Conventional pilot 50% 1.4 —

(NTx, NRx)

Normalised Doppler
0.1 signalling in Fig. 3.6 (bit/symbol)

frequency (fdm−norm)

Number of pilots 1
Pilot overhead 20% 2.4 —

(Np)

Number of feedback
1 reduction in Fig. 3.10 (bit/symbol)

bits (b)

Number of antennas
(2,1) Conventional PSAM 10% 0.9 550

(NTx, NRx)

Normalised Doppler
0.002 in Figs. 3.6 and 3.10 (bit/symbol)

(message

frequency (fdm−norm) updates/bit)

Modulation (M) 1

Input frame 104

Proposed PSAR 10% 0.9 400
length (Na)

Number of Iteration
200 shown in Fig. 3.15 (bit/symbol)

(message

(Imax) updates/bit)

STBC type Alamouti
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3.5 Chapter Summary

In this chapter, we have studied the TxMF aided closed-loop MISO system of Fig. 3.1. We have first

compared the achievable ergodic channel capacity using various quantisers in Section 3.1, then we have

derived the lower ergodic channel capacity bound when considering the effects of channel estimation

errors, transmit preprocessing vector quantization errors, the effective CSI signalling overhead caused by

pilot symbols and that imposed by the channel information feedback bits in Section 3.2. Our analysis

demonstrates that the pilot symbols required for channel estimation result in a significant throughput

loss for rapidly fluctuating fading channels, especially when having a moderate high number of transmit

antennas. Based on this fact, the novel pilot reduction signalling scheme for rapidly fading channel has

been proposed in Section 3.3, which replaces the consecutive transmission of pilots by their simultaneous

transmission, which substantially improves the achievable throughput for systems having a moderate

number of transmit antennas, despite encountering rapidlyfluctuating channels. Moreover, a novel pilot

symbol assisted rateless code scheme is proposed in Section3.4, where a predetermined fraction of

binary pilot symbols is interspersed with the channel-coded bits at the channel coding stage, instead of

multiplexing the pilots with the data symbols at the modulation stage, as in classic PSAM. The PSAR

code-aided transmit preprocessing scheme succeeds in gleaning more beneficial knowledge from the

inserted pilots, because the pilot bits are not only useful for estimating the channel at the receiver, but

they are also beneficial in terms of significantly reducing the computational complexity of the rateless

channel decoder. Our results suggested that more than a 30% reduction in the decoder’s computational

complexity can be attained by the proposed system, when compared to a corresponding benchmarker

scheme having the same pilot overhead but using the PSAM technique. The results shown in this chapter

characterized typical systems having the parameters summarised in first two columns of Table 3.1. The

corresponding simulation results are also summarised in Table 3.1 and are categorised into two groups of

comparisons, which in order to demonstrate the advantages of our proposed schemes1.
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Figure 3.17:A comparison of the achievable average throughput performance (measured in bits/symbol)

by the PSAR code and the benchmarker scenario, versus the SNR(in dB), assuming transmission over

an Rayleigh channel using BPSK modulation. The benchmarkerscenario consists of a rateless code,

which is not aided with pilot symbols (i.e. setδ
p
1 = 0), and then followed by PSAM with a 10% pilot

overhead. The number of information bits for both scenarios, Na, was set to 10000 bits and the maximum

number of decoder iterations,Imax was fixed to 200 iterations. The normalised Doppler frequency is set

to fdm−norm = 0.002 and the fraction of pilot bits for the PSAR code,δ
p
1 , was set to 0.1.
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Figure 3.18: A comparison of the rateless decoder’s computational complexity (measured in message

updates/bit) by the PSAR code and the benchmarker scenario,versus the SNR (in dB), assuming trans-

mission over an Rayleigh channel using BPSK modulation. Thebenchmarker scenario consists of a

rateless code, which is not aided with pilot symbols (i.e. set δ
p
1 = 0), and then followed by PSAM with

a 10% pilot overhead. The number of information bits for bothscenarios,Na, was set to 10000 bits and

the maximum number of decoder iterations,Imax was fixed to 200 iterations. The normalised Doppler

frequency is set tofdm−norm = 0.002 and the fraction of pilot bits for the PSAR code,δ
p
1 , was set to 0.1.

It can be verified, that PSAR codes reduces the complexity by more than 30%, when compared with the

corresponding benchmarker scenario.



Chapter4
Transmit Eigen-Beamforming Aided

Closed-loop Single-user MIMO System

In this chapter, another single-user closed-loop system, namely the Transmit Eigen-beamforming (TxEBF)

aided closed-loop single-user MIMO system will be investigated. The TxEBF algorithm will not be re-

peated in this chapter since it has been detailed in Section 2.2.1.2. Throughout this chapter, the per-

formance metrics described in Chapter 1 - namely the achievable Continuous-input Continuous-output

Memoryless Channel (CCMC) ergodic capacity and the Discrete-input Continuous-output Memoryless

Channel (DCMC) ergodic capacity, as well as the BER performance - are employed in order to evaluate

the proposed algorithms.
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Figure 4.1: System model of a TxEBF aided closed-loop single-user MIMO system.

The novel contributions of this chapter are:

1. A novel Linear Dispersion Code (LDC) aided TxEBF scheme isproposed, which is capable of

achieving the maximum attainable diversity gain and the DCMC capacity for an arbitrary num-

ber of transmit and receive antennas. Moreover, the proposed scheme is capable of adapting its

throughput according to the prevalent SNR.

2. As an application example, a novel TxEBF aided video transmission scheme is proposed, where

the encoded video source bits are transmitted through different eigen-beams according to their

error sensitivity, so as to improve the decoded video quality at the receiver by providing unequal

error protection.
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This chapter is organised as follows. The achievable CCMC ergodic capacity using quantized CSI is

investigated in Section 4.1, where the different quantisers described in Section 2.3 are compared. Then,

a novel LDC aided TxEBF scheme is proposed in Section 4.2, anda TxEBF aided video transmission

scheme is detailed in Section 4.3. Finally, the chapter is summarised in Section 4.4.

4.1 Achievable Ergodic Capacity Analysis

Relying to Section 3.1, where the achievable ergodic capacity of a TxMF aided closed-loop single-user

MISO system was analysed, the achievable ergodic capacity of a TxEBF aided closed-loop single-user

MIMO system is detailed in this section. More explicitly, two different scenarios, namely the CCMC

capacity achieved with the aid of perfect CSIR/CSIT, as wellas the CCMC capacity associated with

perfect CSIR in combination with quantized CSIT are discussed in this section.

4.1.1 The CCMC Capacity with Perfect CSIR/CSIT
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Figure 4.2: Ergodic channel capacity versus SNR for i.i.d Rayleigh fading channels when we have a)

NTx = 4, NRx = 4; b) NTx = 4, NRx = 2 and c)NTx = 2, NRx = 4; and assuming perfect CSIR and

CSIT calculated from Equations (4.1) and (4.2).

Assuming that perfect CSI is available both at the receiver and transmitter side, the ergodic CCMC

capacities of a TxEBF aided closed-loop MIMO system havingNTx transmit andNRx receive antennas
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is formulated as [52]

Cclosed = EHHH log det

(
IIINRx

+
HHHRRRxHHHH

N0

)
, (4.1)

where the matrixRRRx represents the covariance matrix of the transmitted signalxxx using transmit eigen-

beamforming combined with the water-filling-based power allocation regime described in Section 2.2.1.2.

The CCMC capacity of the corresponding open-loop system is formulated as [52]

Copen = EHHH log det

(
IIINRx

+
HHHHHHH

N0NTx

)
, (4.2)

where the covariance matrixRRRx is equal to 1
NTx

IIINTx
. Based on these two equations, the CCMC capacity of

three MIMO systems communicating over spatially independent channels and associated with a)NTx =

4, NRx = 4; b) NTx = 4, NRx = 2 and c)NTx = 2, NRx = 4 antenna configurations, respectively,

are shown in Fig. 4.2. It is demonstrated in Fig. 4.2 that the closed-loop TxEBF aided system provides

a substantially higher capacity than the corresponding open-loop system, when we haveNTx > NRx, as

for example in the scenario of Fig. 4.2b.

However, the benefits of the TxEBF scheme completely erode athigh SNRs, when having the same

number of transmit and receive antennas, such as in the scenario of NTx = NRx = 4 seen in Fig. 4.2a,

or when having more receive antennas than transmit antennas, such as in the scenario of Fig. 4.2c. This

is because the water-filling-based power allocation schemedescribed in Section 2.2.1.2 tends to allocate

the power equally to all eigen-beams at high SNRs, which results in a covariance matrix of

RRRx =

[
1

min(NTx,NRx)
IIImin(NTx,NRx) 000NTx−min(NTx,NRx)

000NTx−min(NTx,NRx) 000NTx−min(NTx,NRx)

]
. (4.3)

When we haveNTx ≤ NRx, the covariance matrixRRRx converges toRRRx = 1
NTx

IIINTx
. Hence, the er-

godic CCMC capacity of the TxEBF aided closed-loop MIMO system becomes equivalent to that of its

corresponding open-loop system according to Equations (4.1) and (4.2).

By contrast, at low SNRs, the water-filling based power allocation algorithm allocates more power to

the specific eigen-beams having higher eigen-values, whichresults in a covariance matrixRRRx approaching

RRRx =

[
1 000NTx−1

000NTx−1 000NTx−1

]

. Hence, it is beneficial to employ the closed-loop scheme at low SNRs

for any antenna configuration, as demonstrated in Fig. 4.2. To summarise, the TxEBF aided closed-

loop scheme is beneficial for MIMO systems having arbitrary antenna configurations at low SNRs by

improving the achievable ergodic CCMC capacity. By contrast, it is only worth employing TxEBF for

MIMO system having more transmit antennas than receive antennas, when the SNR is sufficiently high.

4.1.2 CCMC Capacity with Perfect CSIR and Quantized CSIT

The feedback information required by a TxEBF aided closed-loop single-user MIMO system includes the

unitary matrixVVVH of Equation (2.25) and the power allocation vector[E1, . . . , ENE
], as we have demon-

strated in Section 2.2.1.2 and summarised in Table 2.3. In this section, we will discuss the quantiser

design of the power allocation vector and of the unitary matrix VVVH. Moreover, we will employ a TxEBF

aided closed-loop MIMO system communicating over i.i.d. Rayleigh fading channels having four trans-

mit antennas and two receive antennas as an example, in orderto evaluate the achievable ergodic capacity

using different quantisers.
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Power Allocation Vector Quantization
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Figure 4.3: The statistical average of the power allocation vectorEHHH [E1 E2] versus the SNR for a TxEBF

aided closed-loop MIMO system having four transmit antennas, two receive antennas and communicating

over an i.i.d Rayleigh fading channel.

First of all, we consider the characteristics of the power allocation vector[E1, . . . , ENE
]. This vector

consists ofNE (1 ≤ NE ≤ min(NTx, NRx)) number of non-zero real valuesEi (Ei ∈ [0, 1]). Moreover,

we have∑
NE
i Ei = ETx, and E1 ≥ E2 ≥ . . . ≥ ENE

, since the corresponding eigen values have

λ1 ≥ λ2 ≥ . . . ≥ λNE
. Without any loss of generality, we assumed the transmit power is unity,

hence we have∑NE
i Ei = 1. Furthermore, this power allocation vector is a function ofthe SNR, since

the noise variance is an input factor of the water-filling based power allocation algorithm described in

Section 2.2.1.2. For example, the statistical average of the power allocation vectorEHHH[Ei] of the MIMO

system usingNTx = 4, NRx = 2 is portrayed in Fig. 4.3, which varies with the SNR. Moreover, the

histograms of the power allocation valueE1 recorded for SNR values of 0dB and 10dB are portrayed

in Fig. 4.4a) and b), respectively. It is evident that at low SNRs most of the transmit power is typically

allocated to the strongest eigen-beam. By contrast, the transmit power is more or less equally shared by

all activated eigen-beams at high SNRs.

A codebook designed for the vector quantization of the powervalues may be constructed using the

statistical average of the power vectors given byEHHH[(E1 E2)] and shown in Fig. 4.3. Each row-vector in

the matrixEHHH[(E1 E2)] represents the average power at a fixed SNR value. For example, the first row

vector [0.75, 0.25] is the average power vector at 0dB. Using such a codebook, thestatistical average

power allocation vector is employed to replace the instantaneous power allocation vectors. For example,

the power allocation vector[E1 E2] = [0.75 0.25] is used for all CIRs, when the SNR varies between -1dB

to 1dB. Assuming that the activated eigen-vectors in the right-hand-side matrixVVVH of Equation (2.25)

are perfectly known, the achievable ergodic CCMC capacity of the NTx = 4, NRx = 2 TxEBF aided

closed-loop system using the first eight rows of the matrixEHHH[(E1 E2)] as a codebook is illustrated in
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Figure 4.4: Histogram of the power allocation valueE1 of a TxEBF aided closed-loop MIMO system

having four transmit antennas, two receive antennas and communicating over an i.i.d Rayleigh fading

channel, when the SNR is a) 0dB and b) 10dB, respectively.

Fig. 4.5. It is evident in Fig. 4.5 that the performance degradation imposed by the vector quantization

of the power allocation is almost negligible compared to theclosed-loop ergodic CCMC capacity upper

bound using perfect CSIR/CSIT. In fact, such a codebook consisting of the statistical average power

allocation vectors becomes independent of the instantaneous CIRs, it is only related to the SNR value, or

to the noise varianceN0. Since the value ofN0 varies significantly slower than the fading CIR taps, the

update frequency of the power allocation vector becomes much lower, which results in a low feedback

overhead. Moreover, the index of the power allocation vector also implicitly indicates the noise variance

N0. Hence, the family of adaptive modulation and coding schemes, such as the rateless code described

in Section 3.4 may invoke this regime in order to accommodatethe time-variant SNR fluctuations.

There are a number of methods that may be used to further reduce the feedback overhead. For

example, if the SNRs only vary from0-dB to 8-dB rather than to20-dB, it is sufficient to employ a

reduced-size codebook. As another reduced-overhead feedback technique, it is effective to employ a

differential quantiser if the SNRs vary smoothly. More explicitly, it is possible to use a single bit to

indicate whether the SNR increased (feed back ”1”) or decreased (feed back ”0”), and then to decode

the power allocation vector correspondingly at the receiver. Furthermore, there are also a number of

other methods capable of further increasing the accuracy ofthe quantized power allocation vector. For

example, when the SNRs are almost constant, we may generate acodebook using the LGB algorithm

detailed in Section 2.3.1 in order to feed back the instantaneous power allocation vectors. In this case,

since the power allocation valuesEi are correlated with each other (e.g.∑
NE
i Ei = 1), the vector quantiser

- which quantises all components of the power allocation vector jointly - is expected to become more

efficient than the scalar quantizer, which quantises the power allocation valuesEi independently.
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Figure 4.5: The achievable ergodic channel capacity of a closed-loop TxEBF aided system in conjunc-

tion with quantized CSIT versus SNR, when we have four transmit and two receive antennas, and using

various quantisers. The upper-bound of the ergodic channelcapacity received in conjunction with perfect

CSIR and perfect CSIT are also plotted for comparison..

Activated Eigen-Beam-Vector Quantization

Having discussed the quantization of the power allocation vectors, the quantization of the activated eigen-

vectors in the right-hand-side unitary matrixVVVH of Equation (2.25) is discussed as follows. First of

all, the eigen-vectors are complex-valuedNTx-dimensional unitary vectors, and the number of activated

eigen-vectors required for feedback is determined by the non-zero power allocation valuesNE, which

is a function of the SNR value. For example, recall from Fig. 4.3 that at low SNRs essentially only

the strongest eigen-beam is activated. Hence only a single unitary vector in the matrixVVVH has to be

fed back, namely the one corresponding to the highest eigen-value. As a result, the Grassmannian line-

packing quantizer consisting of unitary vectors using the chordal distance described in Section 2.3.3

becomes an appropriate quantiser. When there are several activated eigen-beams, the required feedback

information is constituted byNE unitary vectors in the matrixVVVH, which are orthogonal to each other.

As a result, the Grassmannian subspace-packing quantiser minimizing the Fubini-Study distance [80] is

one of the potential quantiser candidates, whose codewordsare orthogonal unitary vectors, as detailed in

Section 2.3.4. Alternatively, the random quantiser minimizing the Fubini-Study distance is applicable in

this situation, whose codewords are also orthogonal unitary vectors as detailed in Section 2.3.4, especially

when the Grassmannian subspace-packing based results are not available for some values ofNTx, NRx

or for an arbitrary codebook size|Q|.
The achievable ergodic CCMC capacities of a TxEBF aided closed-loop system havingNTx =

4, NRx = 2, and using either the Grassmannian subspace packing quantiser or the random quantiser
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are compared in Fig. 4.5. The power allocation vectors are also quantized using a small codebook having

eight entries, as demonstrated in Fig. 4.3. When a small codebook having2b = 4 codewords is used,

the performance of the system using the Grassmannian subspace-packing quantiser of Section 2.3.4 be-

comes slightly better than that of the random codebook. Nonetheless, they both achieve a higher CCMC

capacity than that of the corresponding open-loop system. By contrast, when a sufficiently high num-

ber of quantization bits is employed, for exampleb = 7-bits, the achievable CCMC capacity using the

aforementioned two quantisers becomes similar. This is consistent with the results shown in Fig. 2.13

of Section 2.3.4, where these two quantisers were compared in terms of their average quantization error

quantified in terms of the Fubini-Study distance. It was alsodemonstrated in Fig. 2.13 that the Grass-

mannian subspace packing quantiser slightly outperforms the random codebook, when the codebook is

small, albeit their performance becomes similar, when the codebook is sufficiently large. Based on these

observations, we might conclude that using the random codebook is capable of closely approaching the

achievable CCMC capacity.
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Figure 4.6: The achievable ergodic channel capacity gain∆C = (Cclosed−HHHq
− Copen) versus the num-

ber of feedback bitsb, when we haveNTx = 4, NRx = 2, SNR = 0, 10-dB, respectively. The upper-

bound of the ergodic channel capacity gain defined as(Cclosed−Copen) in conjunction with perfect CSIR

and perfect CSIT are also plotted for comparison.

Similarly to Fig. 3.5 of Section 3.1.2, where the achievableergodic channel capacity gain∆C versus

the number of feedback bitsb of a TxMF aided closed-loop system was evaluated, Fig. 4.6 illustrates the

achievable ergodic channel capacity gain∆C versusb for a TxEBF aided closed-loop system, when we

haveNTx = 4; NRx = 2, SNR = 0, 10 ∼ dB, for transmission over an i.i.d Rayleigh fading channel.

The achievable ergodic channel capacity gain∆C is defined as the difference betweenCclosed−HHHq
and

Copen, where the notationCclosed−HHHq
represents the achievable ergodic channel capacity in conjunction

with the quantized CSITHHHq, while Copen denotes the upper-bound of the open-loop channel capacity
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assuming perfect CSIR. The upper-bound of the ergodic channel capacity gain defined as (Cclosed −
Copen) in conjunction with perfect CSIR and perfect CSIT is also plotted for comparison. Since the

number of bits and the update frequency required for the eigen-vectors’ feedback is higher than that

required by the power allocation vectors, the number of bitsb on the x-axis of Fig. 4.6 only represents

the bits employed for feeding back the eigen-vectors using the random quantiser detailed in Section 2.3.4.

This figure demonstrates that substantial∆C gains are obtained upon increasing the number of feedback

bits fromb = 1 to b = 5 bits. About50% of the achievable capacity gain is attained, when using a 5-bit

feedback. Moreover, the attainable performance improvement gradually saturates, when the number of

feedback bits increases fromb = 5 to b = 10.

4.2 Linear Dispersion Coded Transmit Eigen-beamforming

The TxEBF essentially decomposes the MIMO channel into several parallel orthogonal sub-channels

(or eigen-beams), and the quality of the resultant orthogonal subchannels may be very different from

each other. In Section 4.1, we have discussed the achievableCCMC capacity, which assumes that the

channel’s input signalxxx are Gaussian distributed. When using practical modulationschemes, such as

BPSK/QPSK/QAM, we may approach the CCMC capacity upon adaptively activating different mod-

ulation and coding schemes for each subchannel according tothe subchannels’ quality and the noise

variance [73,146].

Another scheme capable of approaching the CCMC capacity is constituted by the employment of

“capacity-optimised” space-time coding combined with CSIT-dependent “beamforming” [147], as well

as adaptive modulation and coding. This idea has been widelyaccepted. The research portrayed in [11,

77, 148] demonstrates that the combination of beamforming with Q/OSTBCs is capable of approaching

the closed-loop system’s capacity. The schematic of such a system is illustrated in Fig. 4.7. The control
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Figure 4.7: Transmitter schematic exploiting the CSIT

of the adaptive modulation and coding modes in the system’s schematic shown in Fig. 4.7 is less complex

compared to the scheme illustrated in [11,77,148]. Our novel contributions are:

1. A group of Linear Dispersion Codes (LDCs) is employed, which are capable of achieving a higher

open-loop capacity compared to the Q/OSTBC in prior studies.

2. As a complement to prior ergodic capacity gain studies, our study characterise the closed-loop

DCMC MIMO capacity gain in several different system configurations.
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3. The Grassmannian line-packing quantizer is employed, which demonstrates that a modest feedback

rate requiring a few bits is capable of substantially increasing the attainable capacity.

In fact, employing LDCs in a closed-loop system has been considered in [149–151] by constructing

a new multi-mode LDC, which is capable of adapting to the CSIT, where the LDCs are designed off-line

based on the channel statistics and stored in both the transmitter and receiver. Whenever the channel

changes, a more appropriately LDC may be derived at the receiver and its index will be conveyed back

to the transmitter through a feedback channel. Compared to this scheme, the advantage of our proposed

scheme to be outlined in Section 4.2.2 is that its specific design ensures maintaining a good performance

even when the channel varies too fast to be tracked or the feedback channel is of low quality by simply

turning-off transmit eigen-beamforming. However, the overall performance comparison of these two

methods require further investigations.

This section is organised as follows. A brief introduction of LDC is given in Section 4.2.1. Then, our

system model is described in Section 4.2.2 with the achievable DCMC capacity analysis. Section 4.2.3

provides our simulation results and discussions.

4.2.1 Linear Dispersion Code

The concept of LDCs was first proposed by Hassibi and Hochwald[29], which then attracted substantial

research attention [152,153]. The LDC codewordCCC is generated as a linear combination of the so-called

dispersion matrices and the weight of each LDC component is determined by the modulated symbols.

This philosophy can be formulated as:

C̄CC =
Ns

∑
i=1

AAAisi, (4.4)

whereAAAi is the i-th (NTx × T)-element complex-valued dispersion matrix andsi is the i-th of the Ns

input symbols to be transmitted. Introducing an operationvec(), which is defined as vertical stacking of

the columns of an arbitrary matrix, Equation (4.4) can be written as

vec(C̄CC) = χχχsss. (4.5)

The matrixχχχ uniquely and unambiguousely characterises an LDC, hence itis referred to as the Dispersion

Character Matrix (DCM) and is defined as

χχχ = [vec(AAA1) vec(AAA2) . . . vec(AAANs)]. (4.6)

Additionally, assuming that the transmit power at each transmission instant isETx = 1, the DCMχχχ

should satisfy the following condition in order to maintaina constant power ofT for each codeword’s

transmission,

tr

(
χχχχχχH

)
= T. (4.7)

Apparently, Equation (4.7) can be satisfied ifχχχ is a unitary matrix. Usually, the design of the matrix

χχχ is carried out by random search over the set of unitary matrices optimising them according to one or

several design criteria, for example, satisfying the full-rank criterion, maximising the determinant of the

matrix or the capacity, etc. LDCs can be designed for an arbitrary number ofNTx transmit andNRx



4.2.2. System Model and DCMC Capacity Analysis 76

receiver antennas. The coding rateNs/T can also be flexibly adjusted. An LDC is described in the form

LDC(NTxNRxTNs)-(“modulation-scheme”) in this study. For example, the LDC(2221)-QPSK scheme

represents an LDC havingNTx = 2 transmit antennas,NRx = 2 receive antennas and transmitting

Ns = 1 QPSK modulated symbol overT = 2 time-slot.

Compared to OSTCBs/QOSTBCs [14,46,154], the general LDC construction has the following prop-

erties:

1. LDCs are modulation scheme dependent, while OSTBCs and QOSTBCs are independent of the

modulation scheme.

2. All the entries in the OSTBC and QOSTBC codewords represent a transformed version of a single

modulated symbol in the vectorsss. The Quasi/Orthogoal Space Time Block Codes (Q/OSTBCs)

schemes are designed to achieve a certain diversity gain. Bycontrast, all the entries in the LDC

codeword are constituted by a linear combination of all modulated symbols in the vectorsss. We

refer to this property as having Non-Separable Transmit Symbols (NSTS), which equips them with

the potential of achieving the maximum attainable diversity while maintaining a high data-rate at

the same time.

4.2.2 System Model and DCMC Capacity Analysis
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Figure 4.8: Single-user MIMO System Models: a) closed-loop, b) open-loop.

The system we investigated is still a single-user closed-loop MIMO system havingNTx transmit and

NRx receive antennas, as shown in Fig. 4.8 (a), which outlines the structure of Fig. 4.7 in more detail.

The CIR is stored in an(NRx × NTx)-element matrixHHH. Each element inHHH is an i.d.d. complex-valued

Gaussian variable with zero mean and unity variance under the assumption that antennas are spaced

sufficiently far apart. Moreover, the CIR is assumed to be constant during an LDC codeword duration of

T. TheNs number of modulated symbols constituting an LDC symbol are stored in a vectorsss, which are

first passed through an LDC encoder in order to construct an LDC codewordCCC having a matrix size of
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(NTx ×T) and a unity power for each element. At each transmission instant, one column of the codeword

CCC will be linearly transformed by the transmit eigen-beamforming matrixPPP and then transmitted. The

total transmission power at every instant is normalised to unity ETx = 1 and controlled by the power

allocation factor
√

Ei. At the receiver side, a Maximum-likehood (ML) detector is employed. The

system’s throughput can be easily adapted as a function of the channel quality by varying the modulation

schemes or the number of LDC encoded symbolsNs.

The structure of the open-loop benchmark system used for comparison is shown in Fig. 4.8 (b). The

transmission power has been equally allocated both over time and space. As a result, at each transmission

instant, the total transmit power is unity, treating the combination of the precoder and the channel as the

effective channel.

Let us now derive the closed-loop expression of the DCMC capacity of the closed-loop system shown

in Fig. 4.8 a. In [155], the authors have provided a method of calculating the open-loop DCMC capacity

for the system model of

yyy = HHHsss + nnn, (4.8)

where the (NRx × NTx)-element matrixHHH hosts the CIRs, sss is aNTx-dimensional input vector using

M-level modulation andnnn is aNRx-dimensional Gaussian noise vector with zero mean. Hence, there are

F = MNTx possible combinations ofsss. Each combination is denoted assss f , ( f = 1, . . . , F). The DCMC

capacity is then calculated as [155]:

CDCMC
open−loop =

1

T
max

p(sss1),...,p(sssF)

F

∑
f =1

∫ ∞

−∞
. . .
∫ ∞

−∞
p(yyy|sss f )p(sss f )log2

(
p(yyy|sss f )

∑
F
g=1 p(yyy|sssg)p(sssg)

)

dyyy (bits/symbol).

(4.9)

By contrast, the LDC aided closed-loop transmit eigen-beamforming system studied in this contribu-

tion is modeled as:

YYY = HHHPPP fn(
Ns

∑
i=1

AAAisi) + NNN, (4.10)

where the received signalYYY is hosted by an (NRx × T)-element matrix, the (NRx × NTx)-element matrix

HHH contains all the CIRs,PPP is a (NTx × NTx)-element matrix denoting the transmit beamformer of Fig. 4.8

(a) and theNs number of modulated symbols are encoded as a (NTx × T)-element LDC codeword̄CCC.

The function fn(.) denotes the power normalisation function, which transforms the codeword̄CCC unequal

power allocated to its elements to a corresponding codewordCCC having unity-power elements and the

same matrix size. Finally, the (NTx × T)-element matrixNNN contains allNRx-element noise vectors in all

T time slots.

Using the DCM matrixχχχ and thevec() operation, we have

H̄HH = IIIT ⊗ (HHHPPP), (4.11)

ȳyy = vec(YYY),

c̄cc = vec( fn(χχχsss))

n̄nn = vec(NNN),
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whereH̄HH is the Kronecker product ofHHH and an identity matrixIIIT, while ȳyy is a (NRxT × 1)-element vec-

tor representing the equivalent receivied signal vector,c̄cc is a (NTxT × 1)-element complex-valued vector

representing the equivalent LDC encoded transmission signal vector andn̄nn is a (NTxT × 1)-element

complex-valued vector representing the equivalent noise vector. Then, Equation (4.10) can be reformu-

lated as:

ȳyy = H̄HHc̄cc + n̄nn. (4.12)

Furthermore, the vectorsss hasF = MNs legitimate combinations, ifM-level modulation andNs number

of modulated symbols are employed in a LDC. Consequently, the vectorc̄cc also hasF = MNs legitimate

combinations, where again each combination is denoted asc̄cc f , ( f = 1, . . . , F).

It is clear that Equation (4.8) and Equation (4.12) have the same structure. As a result, upon substi-

tuting c̄cc f and ȳyy into Equation (4.9), we arrive at the LDC-aided closed-loopsystem’s DCMC capacity

of:

CDCMC
closed−loop =

1

T
maxp(c̄cc1),...,p(c̄ccF)

F

∑
f =1

∫ ∞

−∞
. . .
∫ ∞

−∞
p(ȳyy|c̄cc f ) · · ·

p(c̄cc f )log2(
p(ȳyy|c̄cc f )

∑
F
g=1 p(ȳ̄ȳy|c̄ccg)p(c̄ccg)

)dȳyy (bits/symbol). (4.13)

4.2.3 Simulation Results and Discussion

Number of transmit antennas (NTx) 2,3,4

Number of receive antennas (NRx) 2,1

Number of time slots used per space-time block (T) 2,8

Number of symbols transmitted per space-time block (Ns) 1,2,3,4

Modulation Level (M) 2 (BPSK), 4 (QPSK)

Table 4.1: Simulation Parameters

Our simulation parameters are summarised in Table 4.1. The channels are assumed to be independent

Rayleigh fading both in time as well as space. In the following simulations, four different transmit

schemes are considered:

1. Scheme 1: Open-loop equal-power scheme as illustrated inFig. 4.8 (b), where the total transmit

power has been equally allocated over both time and space;

2. Scheme 2: Closed-loop eigen-beamforming scheme as illustrated in Fig. 4.8 (a), where waterfilling-

based power allocation is employed, and perfect CSI is assumed to be known by both the transmit-

ter and receiver;

3. Scheme 3: Closed-loop single-beam scheme, where the transmit power has been allocated to the

highest-power eigen-beam with perfect CSI;

4. Scheme 4: Closed-loop single-beam scheme using quantized CSIT, where the transmit power has

been allocated to the highest-power eigen-beam and the beamforming vector conveyed to the BS

with the aid of the MTs’ feedback using a Grassmannian line-packing quantizer.
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Figure 4.9: DCMC capacity of open-loop and closed-loop system employing LDC(2221)-QPSK,

LDC(2222)-QPSK, LDC(2223)-QPSK and LDC(2224)-QPSK schemes, respectively.

Fig. 4.9 illustrates the attainable DCMC capacity of the first three transmission schemes for systems

havingNTx = 2, NRx = 2 antennas and using QPSK modulation as well as four differentLDC schemes.

These three transmit schemes are represented in Fig. 4.9 by the line having no marker, the circle-marker

and by the star-marker, respectively. The four LDCs, namelyLDC(2221)-, (2222)-, (2223)-, and (2224)-

QPSK are employed and illustrated in Fig. 4.9. These resultsindicate that

1. At low SNRs, employing a closed-loop transmit scheme is capable of providing an approximately

3dB gain. For example, at -10dB, the closed-loop LDC(2224)-QPSK scheme achieves a capacity

of 0.438-bits/symbol. To achieve the same capacity value, -7dB is required for the open-loop

LDC(2224)-QPSK scheme.

2. For the LDC(2221)-QPSK, (2222)-QPSK and (2223)-QPSK schemes, the performance of employ-

ing closed-loop full eigen-beams and single-beam transmission are similar. For the LDC(2224)

scheme, the performances of the closed-loop full eigen-beamforming scheme and of the single-

beam scheme are almost identical, except for the range of 5dB-15dB where the single-beam sys-

tem’s DCMC capacity is slightly lower than the that of full eigen-beam system. As a result, single-

beam transmission allows us to reduce the complexity of power-allocation as well as the required

feedback overhead.

Fig. 4.10 illustrates the DCMC MIMO capacity for a (NTx = 3, NRx = 2)-antenna system using

the LDC(3224)-QPSK scheme. When using perfect CSIT, the closed-loop single eigen-beam scheme

achieves about 4dB gain over the open-loop scheme, and it performs similarly to the closed-loop full

eigen-beam scheme. When using a 3-bit instantaneous beamforming vector feedback generated by a

Grassmannian line-packing quantizer through an error-free and delay-free feeback channel as our CSIT,

the closed-loop single beam scheme achieves an approximately 2dB gain over the open-loop scheme.

Fig. 4.11 illustrates the achievable BER performance of thesame system combining URC [156],
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Figure 4.10: DCMC capacity of aNTx = 3, NRx = 2 system using LDC(3224)-QPSK and different

transmission schemes.

a half-rate RSC - RSC(2,1,5)- and a soft-input-soft-outputMaximum-Likelihood (ML) detector. The

number of detection iterations was set toIURC = 1 between the detector and the URC decoder and

IRSC = 5 between the detector and the RSC decoder. When assuming perfect CSIT, the closed-loop

full eigen-beam scheme and the closed-loop single eigen-beam scheme achieve error-free transmission at

about 0dB and 1dB, which are 4dB and 3dB lower than the SNR required by the corresponding open-loop

scheme, respectively. Using a 3-bit quantized closed-loopsingle-beam scheme, a 2dB gain is attainable

compared to the open-loop benchmark scheme.

4.3 Transmit Eigen-Beamforming for Video Transmission

The popularity of diverse video applications, such as for example video-phones, as well as YouTube- and

BBC iplayer-style video streaming stimulates further research on video data transmission. As a result,

the provision of high-quality video transmission becomes one of the major requirements imposed on

future wireless networks. Although advanced video coding techniques [157] are capable of achieving a

high compression ratio, the required bitrates are still typically higher compared to classic voice or text

applications. Consequently, employing multiple antennasfor video transmissions becomes an attractive

solution, since MIMO systems promise a substantial capacity increase without any extra bandwidth re-

quirement by employing spatial multiplexing [135] schemes. Most studies of video coding techniques

considered single-antenna aided systems [157]. Nonetheless, some video transmission studies were also

dedicated to MIMO systems, but most of them employed diversity-oriented techniques [98] to reduce the

SNR requirement, rather than to increase the achievable throughput.
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In this section, two spatial multiplexing schemes, namely BLAST-type spatial multiplexing [5] and

transmit eigen-beamforming aided spatial multiplexing [57], are investigated. We will demonstrate that

TxEBF-aided spatial multiplexing is more flexible in terms of providing the required Unequal Error Pro-

tection (UEP) for the video streams, hence it is capable of achieving an improved video performance.

More explicitly, a widely accepted concept in video streaming is that the source-coded video bits should

be unequally protected, where the bits representing more important information, such as the video frame

header information for example, should be better protected. By contrast, the bits representing less im-

portant information because they only affect a small fraction of a video frame and do not propagate to

other frames are capable of tolerating some errors. In the single antenna aided as well as in a BLAST-

type spatial multiplexing scenario, video bits having different error sensitivity are transmitted via the

same physical channel, exhibiting the same BER. Hence the most natural way to achieve UEP is to

employ different-rate channel codes. By contrast, the TxEBF-aided spatial multiplexing decomposes

the MIMO channel into orthogonal eigen-beams exhibiting unequal channel gains characterized by their

corresponding eigen-values. Consequently, the data transmitted via the different eigen-beams exhibits a

different BER. Hence TxEBF-aided UEP video transmission can be achieved in various ways, for exam-

ple by allocating different error sensitivity bits to different eigen-beams, or by appropriately allocating a

different transmit power to each eigen-beam, or classically, by employing different-rate channel codes.

In addition to flexible UEP, another advantage of the TxEBF-aided spatial multiplexing scheme is

the ability to simplify the detector compared to that of the BLAST-type spatial multiplexing scheme

under the assumption of experiencing a quasi-static or slowly fading channel. Since the eigen-beams

are orthogonal to each other, a simple single-stream matched-filter can be used to detect the received

signal, instead of employing a complex multi-stream detector. Naturally, the SVD computation has to
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be carried out at regular intervals, for example for each newtransmission frame, depending on how

rapidly the channels fluctuate. By contrast, in the case of the BLAST-type system, a complex multi-

stream detector [98] (ML/MMSE) is required to mitigate the inter-stream-interference. Hence, the overall

complexity of the TxEBF-aided spatial multiplexing may be derived to be lower than that of the BLAST-

type spatial multiplexing, provided that the channel fadesslowly. And hence the SVD does not have

to be repeated too often. However, a disadvantage of the TxEBF-aided spatial multiplexing is that in

the FDD system we considered, the CSI is not avaliable at the transmitter. More explicitly, the Right-

hand-side (RHS) singular matrix has to be known to the transmitter and updated, whenever the channel

changes. This side-information may occupy a non-negligible fraction of the bandwidth in the reverse

link, which otherwise could be used for data transmission. Fortunately, this problem may be solved by

employing the efficient RHS singular matrix quantization and feedback technique of Section 4.1, which

demonstrates that a low number of feedback bits is sufficientto achieve a performance approaching

that attained under the assumption of a perfectly error-free and unquantized feedback channel. In short,

we will demonstrate that for a low-Doppler indoor environment the TxEBF-aided spatial multiplexing

outperforms the BLAST-type spatial multiplexing.

4.3.1 Introduction to H.264/AVC Video Coding

The H.264/AVC video codec [157] has been employed in this section, which is the most recent block-

oriented motion-compensation-based codec standard developed by the ITU-T video coding experts group

together with the ISO/IEC moving picture experts group. This standard has been widely used in applica-

tions such as Blu-ray Discs, videos from YouTube and the iTunes Store, for terrestrial and satellite DVB

television services, for cable television services and forreal-time video conferencing.

The H.264/AVC codec constitutes an attractive candidate for wireless video streaming applications

owing to its high compression ratio [157]. The H.264/AVC codec employs various Variable Length

Coding (VLC) and predictive coding techniques to achieve a high compression efficiency. However,

these techniques also make the compressed bit-stream vulnerable to transmission errors. This is because

a single bit error in the video stream may render the correct decoding of future codewords impossible.

Furthermore, owing to predictive coding the effects of channel errors are likely to be propagated to

the neighboring video blocks. Therefore the limited bandwidth and the error-prone nature of wireless

transmission systems makes the transmission of compressedvideo a challenging task.

As a result, in addition to providing a high video compression, the H.264/AVC video codec employs

a range of techniques designed for achieving an enhanced error resilience. One of these features is Data

Partitioning (DP). In contrast to encoding all video parameters of a Macro-Block (MB) into a single

bit-string representing a single video slice, we may generate several bit-strings per slice referred to as

partitions, which represent different-sensitivity classes. This allows us to protect the different-sensitivity

bits based on their relative importance. In the context of the H.264/AVC scheme we may create three

different partitions, namely Partition A, B, and C.

1. Partition A contains the most vulnerable bits representing the slice header information, MB types,

quantisation parameters and motion vectors. The bits of an entire video slice, including Partitions

B and C are dropped, when Partition A is corrupted. In this scenario the entire slice is marked as

corrupted and the decoder will apply error concealment techniques using the corresponding video
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segment of the previously decoded frame.

2. Partition B typically contains intra-frame coded MB coefficients and intra-MB Coded Block Pat-

tern (CBP) bits, indicating which blocks within a MB containnon-zero transform coded coeffi-

cients. Recovery from error propagation can only be achieved after refreshing the corrupted image

regions in the intra-frame mode by switching off inter-frame prediction for certain MBs, when no

feedback channel is available. Typically a certain limitedfraction of the MBs is encoded in the

high-rate, but error-resilient intra-frame coding mode, hence Partition B typically hosts the lowest

number of bits in an encoded slice.

3. Partition C carries inter-frame CBP and inter-frame MCERbits for the particular MBs that were

encoded using motion compensated prediction. By contrast,when in the intra-frame mode, Par-

tition C carries the intra-frame CBP and intra-frame MCER bits for the MBs coded using the

H.264-specific intra-frame prediction mode.

Therefore, in the H.264 video stream, Partition A is the mostimportant one. The specific significance

of a Partition B and C is dependent on the importance of the associated Partition A, but they are not

decodable in the absence of Partition A. If Partition B of a slice is present along with A, the intra-frame

MB update is added to the reconstructed frame, while if Partition C is present, the MCER of a slice is

reconstructed and added to the motion compensated slice. Asa result, the data of Partition A has to

be protected with the highest priority, followed by Partition B and C. Similarly to the scheme proposed

for the wavelet video codec, in the TxEBF-aided spatial multiplexing based MIMO system, Partition A

should be transmitted via the eigen-beam having the highest-power, while Partition B and C should be

transmitted with the aid of the eigen-beams having lower power.

4.3.2 System Model

The BLAST-type spatial multiplexing scheme [5] transmitting independent data streams over different

transmit antennas is a widely used method. An attractive design alternative is constituted by the TxEBF-

aided spatial multiplexing scheme, provided that CSI is available at the transmitter side. Both system

structures are illustrated in Fig. 4.12.

In the BLAST-type spatial multiplexing system shown in Fig 4.12 (a), the video bits are first split

into three data streamsa1, a2 anda3, depending on their importance. For example, in the contextof the

H.264/AVC codec of Section 4.3.1,a1, a2 and a3 represent Partitions A, B and C. These data streams

are separately channel coded, jointly modulated and transmitted. At the receiver side, a multi-stream

detector [135] (e.g. ML/MMSE) is required for separating the different data streams. The BER can be

improved by carrying out turbo-detection iterations between the detector and the channel decoder. This

system exhibits a similar BER for all transmitted symbols. The classic technique of providing UEP for

the different video data streams is by employing different-rate channel codes [98].

In the TxEBF-aided spatial multiplexing system shown in Fig4.12 (b), the video bits are also split

according to their importance. However, the MIMO channel isdecomposed into eigen-beams upon mul-

tiplying the signal to be transmitted by the Right-Hand-Side (RHS) singular matrixVVV at the transmitter

and upon multiplying the received signal by the Left-Hand-Side (LHS) singular matrixUUUH at the re-

ceiver. The resultant eigen-beams are orthogonal to each other and exhibit different channel gains, which



4.3.3. Simulation Results 84

S/P P/S modulation S/P detector
decoder

channel

S/P P/S

video

video

(a)

(b)

rc2

rc3

rc1

rc3

rc2

rc1
modu1

modu2

modu3

demo1

demo2

demo3

rc1

rc2

rc3

HHH

UUUH

a1

a2

a1

a3

a2

a3

p1

√
λ1

√
λ4

VVV

HHH = UUUΛΛΛ
1

2VVV H

p2

p3

ŝ1

ŝ2
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Figure 4.12: System Structure a) BLAST-type spatial multiplexing; b) TxEBF-aided spatial multiplex-

ing.

are characterized by the corresponding eigen-values. As a result, the data transmitted via the different

eigen-beams exhibits unequal BERs. Hence UEP video transmission is achieved either by allocating

different error sensitivity bits to different eigen-beams, or by appropriately allocating the power to each

eigen-beam, or alternatively by employing different-ratechannel codes. In order words, the TxEBF-aided

spatial multiplexing system is more flexible in terms of providing UEP for the video stream.

4.3.3 Simulation Results

The H.264/AVC JM 13.2 reference codec operated atR f = 15 frames/s using the (176 × 144)-pixel

Quarter Common Intermediate Format (QCIF) “Akiyo” video sequence, encoded at a near-constant bi-

trate ofRb = 64kbit/s was transmitted through a MIMO system equipped withNTx = 4 transmit and

NRx = 4 receive antennas. The half-rate Recursive Systematic Code(RSC) RSC(215) was employed

in all system configurations in order to focus our investigations on the UEP performance provided by

the TxEBF-aided MIMO channel. Iterative decoding was employed at the receiver side and the number

of iterations was set toI = 2 for striking a good compromise between enhancing the achievable BER

performance and limiting the decoder’s complexity.

Let us now continue by addressing our design dilemmas, namely the design of the TxEBF-related

parameters for the sake of improving the attainable video performance. The Peak-Signal-to-Noise-

Ratio (PSNR) of the luminance (PSNR-Y) [157] is used as our video quality evaluation metric. The

video data are first split into two streams according to theirerror sensitivity. One streams consists of

the Partion A and B bits, while the other stream consists of the Partition C bits. The reason for combin-

ing the bits of Partion A and B is that on average the total number of Partition A and B bits is similar

to the number of Partion C bits. A further split might be needed according to the number of activated

eigen-beams. Three TxEBF-aided spatial multiplexing configurations were set up, as illustrated in Ta-

ble 4.2. Naturally, the more error sensitive bits are transmitted through the eigen-beams having higher

power in all configurations. The first two configurations of Table 4.2 activated the three highest-power

eigen-beams. However, the first configuration allocated more power to the stronger eigen-beam and less

to the weaker eigen-beam. By contrast, the second configuration of Table 4.2 allocated the power the

opposite way round. The third configuration activated only the two strongest eigen-beams and allocated
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Figure 4.13: PSNR-Y performance versus SNR of the TxEBF-aided spatial multiplexing based video

systems using Configurations 1, 2 and 3, as well as of the BLAST-type spatial multiplexing based video

system, respectively.

the transmission power to the activated beams equally. Different modulation schemes were employed in

the different configurations in a way to ensure that the transmission throughput remained 2 bits/symbol.

For comparison, we employed an identical-throughput BLAST-type spatial multiplexing scheme using

BPSK modulation, half-rate RSC coding and an MMSE detector as a benchmark. The source-coded

video stream was processed on a frame-by-frame basis. As a result, the transmission burst duration was

equal to1/R f = 66.7ms and the average number of bits per transmission burst wasRb/R f = 4266bits.

Our PSNR performance comparisons are shown in Fig. 4.13, while the BER performance comparisons

are illustrated in Fig. 4.14.

The simulation results demonstrated that:

1. As expected, an increased throughput is achieved by employing the proposed TxEBF-aided spatial

multiplexing scheme as a result of using multiple antennas.

2. The TxEBF-aided spatial multiplexing scheme provides UEP for the partitioned video bit-stream,

while the BLAST-type spatial multiplexing benchmark scheme provides Equal Error Protection

(EEP). As a result, observe in Fig. 4.13 that the TxEBF-aidedspatial multiplexing system achieved

a near-unimpaired video quality associated with PSNR-Y=40dB at 1dB lower SNR than the BLAST-

type spatial multiplexing benchmark scheme.

3. Focusing our attention on the PSNR-Y and BER performance of the TxEBF-aided spatial multi-

plexing system using Configuration 2 of Table 4.2 represented by the line marked by squares in

Fig. 4.13 and Fig. 4.14 respectively, it is clear that besides having a low BER (< 10−2) for the
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Two detection iterations were used for exchanging extrinsic information between the detector and the

channel decoder in the schematic of Fig. 4.12b.

Partion A and B bits, an acceptable BER performance (< 0.08) is required for Partition C for the

sake of reaching a decodable PSNR-Y level. Moreover, when the BER of all the bits is lower than

10−4, the video quality appears subjectively unimpaired and PSNR-Y≈42dB was obtained.

4. As a result, the TxEBF-related parameters should be designed for providing as strong a protection

for the sensitive video bits as possible, while maintainingan adequate transmission quality also for

the less error-sensitive bits.

Let us now briefly consider the effects of different transmission burst lengths on the achievable video

performance. The TxEBF-aided spatial multiplexing systemusing Configuration 2 of Table 4.2 was used.

The PSNR-Y performance of having a transmission burst length of 15 video frames was then evaluated

and compared to the results associated with using a single-video-frame transmission burst length. The

corresponding results are illustrated in Fig. 4.15. It is shown that the system associated with a longer

transmission burst length reaches a near-unimpaired average video performance of PSNR-Y≈42dB at

a channel SNR of about 1dB lower than the system having a single-video-frame burst length. This

gain accrues from the enhanced error correcting capabilityof the channel code achieved as a result of

its increased codeword length. The price paid for achievingthis gain is the 15-fold increased delay of

15 × 66.7ms = 1s, which would only be acceptable in a You-Tube-type non-iterative video-streaming.
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15-frame transmission burst length. The TxEBF-aided spatial multiplexing based video Configuration 2

of Table 4.2 was used.

Source Codec H.264

Number of transmit antennas (NTx) 4

Number of receive antennas (NRx) 4

Target coded bits transmission rate2bits/s

Number of Iteration 2

Interleaver length 1000 ∽ 3000

BLAST-type configuration BPSK

RSC(215)

MMSE detector

TxEBF-aided, configuration 1 λ1, QPSK, RSC(215),p1=0.25, Partition A and Partition B

(Configuration 1) λ2, BPSK, RSC(215),p2=0.25, Partition C

λ3, BPSK, RSC(215),p3=0.5, Partition C

λ1 > λ2 > λ3

TxEBF-aided, configuration 2 λ1,QPSK, RSC(215),p1=0.5, Partition A and Partition B

(Configuration 2) λ2,QPSK, RSC(215),p2=0.5, Partition C

TxEBF-aided, configuration 3 λ1, QPSK, RSC(215),p1=0.6, Partition A and Partition B

(Configuration 3) λ2, BPSK, RSC(215),p2=0.2, Partition C

λ3, BPSK, RSC(215),p3=0.2, Partition C

Table 4.2: Simulation Parameters
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4.4 Chapter Summary

Table 4.3: Simulation Results Summary
System Comparison DCMC Required SNR

Parameter Schemes at SNR=5dB when BER< 10−4

Number of antennas
(3,2)

Open-loop scheme 3 3.5 dB

(NTx, NRx) shown in Fig. 4.8b (bit/symbol)

LDC (3224)

(NTxNRxTNs)

Modulation QPSK LDC aided TxEBF 3.5 1.5 dB

Coding raterc 0.5 shown in Fig. 4.8a (bit/symbol)

Channel code URC using3 ∼ bits feedback

RSC(215) Grassmannian line-packing

Detector type ML quantiser in Section 2.3.3

Number of iteration
(1,5)

(IURC, IRSC)

System Comparison PSNR-Y BER at SNR=2dB

Parameter Schemes at SNR=2dB

Number of antennas
(4,4)

V-BLAST spatial multi- 24dB 4 · 10−2 for all three

(NTx, NRx) -plexing shown in Fig. 4.12a partition bits

Modulation QPSK

BPSK

Coding raterc 0.5 TxEBF aided spatial multi- 41.5dB < 10−5 for all three

Channel code RSC(215) -plexing shown in Fig. 4.12b partition bits

Detector type MMSE using configuration 3

Number of iterations
2

detailed in Table 4.2

(IRSC)

Video sequence “Akiyo”

Video codec H.264/AVC

In this chapter, we have studied the TxEBF aided closed-loopMIMO system shown in Fig. 3.1. In

Section 3.1 we have first evaluated the achievable ergodic CCMC capacity of a TxEBF aided closed-loop

system, where the situation of having perfect CSIR/CSIT andquantized CSIT were considered. Then,

we have proposed a novel closed-loop single-user MIMO system combining LDCs and transmit eigen-

beamforming in order to achieve a higher DCMC capacity than that of its open-loop counterpart. Our

simulation results illustrate that a modest feedback rate is capable of substantially improving the achiev-

able capacity gain. For example, having a 3-bit feedback is capable of approaching the performance of

perfect CSIT in the context of havingNTx = 3, NRx = 2 antennas. Moreover, the proposed scheme

reduced the complexity of adaptive transmissions at the transmitter side compared to traditional adaptive

modulation and coding schemes [2,158], and achieved the maximum attainable diversity as wll as multi-

plexing gain for arbitrary antenna configurations. Moreover in Section 4.3, we have compared the ability

of a BLAST-type spatial multiplexing based arrangement andthat of an TxEBF based MIMO system to

support video transmissions. The proposed TxEBF aided closed-loop scheme is more flexible in terms of

providing UEP for the source-coded video bits, which is achieved by mapping the bits having different

error sensitivity to different eigen-beams, or by appropriately a portioning the total transmission power
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to each eigen-beam, or naturally, by employing different-rate channel codes. As a result, the quality of

the video signal decoded at the receiver side can be substantially improved. The results shown in this

chapter characterized two typical systems having the parameters summarised in first two columns of Ta-

ble 4.3. The corresponding simulation results are also summarised in Table 4.3 and are categorised into

two groups of comparisons, which demonstrated the advantages of our proposed schemes.



Chapter5
Linear Multi-User Transmitter Aided

Closed-Loop SDMA Downlink

Invoking Spatial Division Multiple Access (SDMA) in the Down-Link (DL) has the potential of increas-

ing the achievable throughput with the aid of a linear Multi-User Transmitter (MUT), provided that the

CIRs of all antenna elements of all users are known at the DL transmitter. The family of linear MUT al-

gorithms, including Transmit Zero-Forcing (TxZF), Transmit Minimum Mean Square Error (TxMMSE)

and Transmit Block Diagonalization (TxBD) detailed in Section 2.2.2 is employed in this chapter. The

system model of the linear MUT aided closed-loop SDMA-DL is illustrated in Fig. 5.1. In contrast to the
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Figure 5.1: System model of a Linear MUT aided closed-loop DL SDMA system.

previous two chapters, where the feedback channel is assumed to be noise-free and delay free, the effects

of imperfect feedback channels are investigated in this chapter. The novel contributions of this chapter

are:

1. A novel concept, referred to as the EXIT-Chart Optimised CSI Quantizer (ECO-CQ) is proposed.

The ECO-CQ scheme assists the system in maintaining the lowest possible CSI feedback over-

head, while ensuring that an open EXIT-tunnel is still attainable, which implies maintaining an

infinitesimally low BER. Furthermore, we demonstrate that the proposed ECO-CQ may reduce

the normalised feedback overhead compared to the conventional Channel Quantizer (CQ). For in-

stance, the ECO-CQ aided iterative DL-SDMA system using an average ofb = 2.7 quantization

bits per CIR coefficient achieves a10% normalised overhead reduction atEb/N0 = 5dB, com-

pared to the conventional CQ aided benchmarker system.
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2. A soft decoding assisted MIMO CIR recovery scheme is proposed and its performance is evaluated

when using a TxZF/TxMMSE assisted MISO multi-user DL-SDMA system. We demonstrate that

the CIR reconstructed at the transmitter is constituted by alinear combination of the codebook

entries recovered from the error-contaminated received signal. More explicitly, this design does

not rely on the straightforward feedback of a specific CIR tap’s index or of an entire CIR’s index.

Our design minimises the distortion imposed by error-pronefeedback channels.

3. A periodically activated CIR update scheme is proposed, which employs a channel predictor at the

DL transmitter for predicting the CIR taps for each future symbol transmission instant and hence

to mitigate the performance degradation imposed by the associated signalling delays. Moreover,

a Predictive Vector Quantizer (PVQ) is used at the MTs for compressing the CIRs before their

uplink transmission. Compared to a conventional Vector Quantizer (VQ), the PVQ has significantly

reduced the CIR feedback bit rate. Hence, with the aid of the same fixed feedback bit rate, the new

PVQ scheme can provide more accurate CIR information or support a channel having a higher

Doppler frequency in comparison to a conventional VQ.

This chapter is organised as follows. The EXIT-Chart optimized CIR quantiser algorithm is introduced

in Section 5.1. The soft decoder assisted CIR recovery scheme is discussed in Section 5.2 in the context

of noise-contaminated feedback channels, while the channel prediction and PVQ regime designed for

realistic finite-delay feedback channels are detailed in Section 5.3. Finally, the chapter is summarized in

Section 5.4.

5.1 EXIT-Chart Optimized CIR Quantizer

In efficient wireless systems, it is essential to minimise the feedback overhead, since the feedback link is

often bandwidth limited. In this section, we propose an algorithm, which assists us in exploring the CIR

feedback overhead required for maintaining an open EXIT-tunnel for an iterative detection aided system.

Therefore, we refer to our CSI quantization algorithm as theEXIT-Chart Optimized CSI Quantizer (ECO-

CQ). Although our discussions in this section are concentrated on a TxBD-aided MIMO DL SDMA

system using the MMSE-based scalar quantizer introduced inSection 2.3.2, the design principle of the

proposed EXIT-Chart optimized CIR quantizer may also be applied for different MUT aided systems and

different types of channel quantisers. Below we commence our discourse by summarising the proposed

ECO-CQ algorithm in Section 5.1.1. In Section 5.1.2 we outline the system model used. Our EXIT chart

analysis is provided in Section 5.1.3, leading to the performance results of Section 5.1.4.

5.1.1 EXIT-Chart Optimized Channel Quantization

Consider the scenario when the BS periodically sends pilotsto the DL receivers, so that the MTs may es-

timate the CIRs and use the allocated feedback channels to periodically feed back the CIRs, as illustrated

in Fig. 5.2. The DL channel and the UL feedback channels of theMTs are typically allocated in different

bandwidths and the UL feedback information is assumed to be transmitted over the strongly protected

UL control channel. Additionally, the BS may avoid the latency involved in awaiting the current CIRs by

employing their predicted value generated by the CIR prediction [38] based on the previously received
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Figure 5.2: The pilot-aided CIR estimation and CIR feedback

quantized CIRs. In this study, we did not take the channel prediction error into account in order to focus

our attention on the investigation of the limited CIR feedback. Assuming that the channel prediction is

perfect, the CIR coefficients are contaminated by the quantization error only. Hence, at every symbol

interval we assume that the BS exploits the current CIR coefficients quantized by using the CQs. Conse-

quently, in our forthcoming discourse the inaccuracy of theCIR employed by the BS will be dominated

by the limited CIR feedback bit rate.

Let Tp denote the duration of a pilot symbol interval, which is typically identical to the data symbol

interval andTd denote the total duration of data-transmission symbol intervals between two pilots, as

seen in Fig. 5.2. Let us now consider two schemes. First, the MTs employb1 bit quantization for each

CIR tap to convey the CIR coefficients to the BS, which are subject to a feedback delay duration ofTb1
.

In the second scheme, the MTs employingb2-bit quantization to signal the CIR coefficients to the BS

and have the corresponding feedback delay duration ofTb2
. Then we definethe normalized overhead

reduction ratioηr associated with usingb2 instead ofb1 bits as

ηr =
b1 − b2

b1
, b2 < b1. (5.1)

In this section we propose an algorithm, which allows the system to use a different number of quantization

bits b in different symbol intervals. The goal is to minimize the average ofb over a number of symbol

intervals, while maintaining a certain target performance. Let us assume for example that there are 100

symbol intervals. The receiver quantizes the CIRs of 40 symbol intervals usingb = 2-bit quantization

and the rest of the CIRs of 60 symbol intervals using 3-bit quantization. Therefore during the observed

100 symbol intervals, the average number of feedback bits for each sampled CIR conveying both the

magnitude and phase isb = 2 · 0.4 + 3 · 0.6 = 2.6. The question is now, how to determine the required

number of quantization bitsb for the sampled CIRs.

In order to resolve this design dilemma, we adopt the design concept of irregular convolution codes

[159] and aim to minimize the average number of feedback bitsdenoted as̄b, while assuming that an

open EXIT-tunnel is still attainable for the iterative system at a givenEb/N0 values. More explicitly,

we exploit the fact that similarly to having different channel SNRs, the different amount of CIR quanti-
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zation noise imposed by varying the number of feedback bits allows us to shape the EXIT-curve of the

inner component of our DL-SDMA system. Assume that there areNts symbol intervals in an observed

transmission block and we employNQ different number of quantization bits to quantise the CIR. For

example, we haveb = {2, 3, 4, 5} for NQ = 4. The CIRs in the segment ofαjNts symbol intervals will

be quantized by using a specific number of quantization bitsbj, whereαj is a weight, controlling the size

of each segment. Then the weighting coefficientαj has to satisfy:

1 =
NQ

∑
j=1

αj, b̄ =
NQ

∑
j=1

αjbj, andαj ∈ [0, 1], ∀j. (5.2)

whereb̄ is an averaged value over the observed transmission block.

According to [159], the corresponding EXIT functionTI(Iin), which characterises the inner decoder’s

EXIT-curve in the system, is given by

TI(Iin) =
NQ

∑
j=1

αjTbj
(Iin), (5.3)

whereTbj
(Iin) denotes the EXIT function, when the CIRs are quantized by using bj-bit channel quanti-

zation.

5.1.2 System Model

In this section, we outline our system models for both the iterative DL-SDMA arrangement using conven-

tional CQ and for the proposed ECO-CQ. Assume that our systemequipped withNTx transmit antennas

at the BS for the sake of supportingK MTs, while each MT employsN(k)
Rx receive antennas. We have a

(N
(k)
Rx × NTx)-element channel matrixH(k), which is constituted by the sampled flat-fading CIRs of each

Antenna Element (AE) experienced by thek-th user. The elements[H (k)]i,j are i.i.d complex Gaussian

random variables with a distribution ofCN (0, 1), where we have1 ≤ i ≤ N
(k)
Rx and1 ≤ j ≤ NTx.

5.1.2.1 DL-SDMA MUT Using Conventional CQ and Iterative Detection

Based on the iterative-detection aided DL-SDMA system of [160] in Fig. 5.3, we depicted the architecture

of our system using a conventional CQ. The source bits are encoded by the channel encoder as well as

by the unity-rate coder1 [160] and are mapped to the modulated symbols. Lets(k) ∈ CN
(k)
s ×1 be a

complex-valued column vector, which denotes the data symbol vector to be transmitted to thek-th MT,

while N
(k)
s represents the number of independent data symbols contained in s(k). Furthermore, we utilise

the Transmit Block Diagonalisation (TxBD) preprocessing matrix P(k) ∈ CNTx×N
(k)
s of [160], which was

designed for the sake of eliminating the Multi-user Interference (MUI) by exploiting the knowledge of

channel state information at transmitter, as detailed in Section 2.2.2.3. In this thesis, we assume that

P(k) is generated based on the quantized CIR fed back from the DL receivers, which is indicated by the

notationP(k)(Hq), as shown in Fig. 5.3. After the processing of the TxBD, theK DL signals transmitted

to theK MTs will be superimposed and transmitted by theNTx transmit antennas.

1The reason for using an infinite-impulse response URC is because it was demonstrated by Divsalaret. al [156] and further

detailed in [2] that the employment of a URC allows the systemto operate at an infinitesimally low BER.



5.1.2. System Model 94

Mod.
Precoder

URC

Mod.
Precoder

URC

Mod.
TxBD

TxBD

TxBD

Precoder

URC

(1) (H q)

Binary Source
For User1 Channel

Encoder

(k) (H q)

Binary Source
For Userk Channel

Encoder

1

2

s(1)

s(K )

s(k)

Binary Source
For UserK Channel

Encoder (K ) (H q)

PPP

∑

PPP

NTx

Π1

Π1

Π1

Π2

Π2

Π2

PPP

Figure 5.3: The structure of the BS’s transmitter in the iterative DL-SDMA system using conventional

CQ

Decoded bitsChannel

Decoder
URC

MMSE

Detector

1

2
Π−1

1

Π1

Π−1

2

Π2

L
URC
ex

L
Dec
ex

L
Det
apr

L
Det
ex

N
(k)
Rx

Figure 5.4: The structure of the MT’s receiver in the iterative DL-SDMA system using conventional CQ

Fig. 5.4 depicts the structure of the MT’s receiver in the iterative DL-SDMA system using conven-

tional CQ. As seen in Fig. 5.4, the MMSE aided SDMA detector constitutes the first stage of the receiver.

The iterative decoding process is carried out between the MMSE detector, the URC decoder and the

channel decoder, as illustrated in Fig. 5.42.

Let y(k) andn(k) be theN
(k)
Rx -element received signal vector andN

(k)
Rx -element noise vector associated

with thek-th MT, respectively. If the TxBD matrixP(k) is generated based on perfect CIRs, the MUI can

be perfectly eliminated. The received signal vector associated with thek-th MT can be expressed in the

following form

y(k) = H(k)P(k)s(k) + n(k), (5.4)

where the(N
(k)
Rx × N

(k)
s )-dimensional matrixH(k)P(k) characterises theeffective channelcorresponding

to thek-th MT.

Naturally, when the TxBD matrixP(k) is generated based on imperfect CIR, the system becomes

unable to entirely eliminate the MUI and hence the resultantresidual MUI contaminates the received

signal of thek-th MT according to

y(k) = H (k)P(k)s(k) +
K

∑
i=1,i 6=k

H(k)P(i)s(i) + n(k), (5.5)

2LURC
ex denotes the extrinsic information, expressed by using the value of the Log Likelihood Ratio (LLR) [135], provided

by URC. Similarly,LDec
ex is the extrinsic information generated by the channel decoder. LDec

apr denotes thea prior information

provided by the detector.
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where the second term of Equation (5.5) represents the MUI experienced.

5.1.2.2 DL-SDMA MUT Using ECO-CQ and Iterative Detection
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Figure 5.5: The structure of the BS’s transmitter in the iterative DL-SDMA system using ECO-CQ
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Certain structural modifications are required by the iterative DL-SDMA system, when it employs

an ECO-CQ. Let us utilise four conventional CQs having different number of quantization bits, namely

b = 2, 3, 4 and5, to construct an ECO-CQ. As illustrated in Figure 5.5, the data bits encoded by the

channel encoder will be partitioned into four segments corresponding to the weighting coefficient vector

of α = [α1, α2, α3, α4]. Each of the four segments of the channel-encoded bits will also be encoded by

the URC encoder of Figure 5.5 before the modulation stage. For example, for a data block containingNc
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encoded bits, thej-th URC encoder encodesαjNc bits. Assuming thatm bits per modulated symbol are

used for transmission, we have a total ofαjNc/m transmitted symbols generated by thej-th modulator

of Fig. 5.5. Accordingly, as illustrated in Fig. 5.5, the TxBD matrix P(k) will be generated by using the

CIRs, which were quantized using four different number of quantization bits per CIR coefficient for the

four segments of transmitted symbols. The TxBD matrixP(k) generated by theb-bit quantized CIRs is

denoted byP(k)(Hb−bit
q ), as shown in Fig. 5.5.

Figure 5.6 shows the structure of the iterative DL-SDMA using ECO-CQ. First, the received signal

will be partitioned into four segments. Accordingly, for each segment of the received signals, the MMSE

detector will generate the soft-bits as the input of the URC decoder. The four segments of the extrinsic

information bits generated by the URC decoder will become the apriori information bits of the channel

decoder of Figure 5.6. As the iterative decoding process is carried out, the extrinsic information bits of

the channel decoder will be partitioned into four segments again in order to construct four segments of

apriori bits of the URC decoder. The four-segment output of the URC decoder will then be forwarded to

the MMSE detector for the next iteration of the decoding process.

Again, the specific partitioning of the bits or symbols into segments is carried out according to Equa-

tion (5.3), where the transfer functions represent the foursegments of soft-bits, i.e. Log Likelihood

Ratios (LLR).

5.1.3 EXIT Chart Analysis

In the following discussions, we provide the EXIT chart analysis of our iterative DL-SDMA systems

using conventional CQs and the proposed ECO-CQs.

5.1.3.1 Iterative DL-SDMA Systems Using Conventional CQ

Fig. 5.7 illustrates the EXIT chart of the iterative DL-SDMAsystems using the conventional CQs in

conjunction with different number of quantization bits,b, which is ranging fromb = 2, 3, 4 to 5. Observe

that by reducing the number of quantization bits, the inner EXIT-curves, which characterises the MMSE

detector and URC-decoder represented inner systems, are getting closer to the outer EXIT-curve, which

characterizes the employed RSC channel decoder, until the open tunnel disappears between them. Based

on this EXIT chart, we expect that the system will suffer froma high BER, when using 2-bit CQ at

Eb/N0 = 6dB. On the other hand, the system using a5-bit CQ performs close to the one benefiting from

perfect CIR.

5.1.3.2 Iterative DL-SDMA Systems Using ECO-CQ

In Fig. 5.7, we found that the systems using 2-bit CQ are unable to maintain an open EXIT-tunnel for

Eb/N0 = 6dB. Therefore, in order to assist the system in maintaining an open EXIT-tunnel atEb/N0 =

6dB, we have to increase the number of quantization bits tob = 3. However, the EXIT-tunnel of the

systems using 3-bit CQ is rather wide. With the aid of the algorithm proposed in Section 5.1.1, and given

a certain level ofEb/N0, we will be able to design the system for maintaining a narrowbut still open

EXIT-tunnel using an average of less thanb = 3 bit accuracy quantization. According to Equation (5.2),

we can design an ECO-CQ having a low value ofb corresponding to the weighting vectorα. Fig. 5.8(a)
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Figure 5.7: EXIT chart analysis of the iterative DL-SDMA system using ab-bit conventional CQ, where

b is ranging from2, 3, 4 to 5. The systems are operated atEb/N0 = 6dB. (a) shows the inner EXIT-curve

of the iterative DL-SDMA system using conventional CQ. (b) shows the recorded iterative decoding

trajectory of the iterative DL-SDMA system using conventional CQ. A rate-0.5 RSC[5,7] channel coder

is employed by the system. The channel model was an uncorrelated flat-fading MIMO channel and the

parameters of Table 5.1 were used.

shows the EXIT-curves of the iterative-detection aided DL-SDMA system using ECO-CQ andb = 2.6

as well asα = [0.4, 0.6, 0, 0]. More explicitly, the weight-vectorααα indicates that40% of the CIRs in

a transmission block were quantized by the 2 bit CQ, while60% of the CIRs were quantized with 3

bit CQ accuracy. In this way, we reduced the total number of bits to be fed back to the transmitters.

More quantitively, in this example, we reduced the number offeedback bits for each sampled CIR tap’s

magnitude and phase by0.4, which represents a reduction of0.13%(0.4/3) of the overall feedback-rate

according to Equation (5.1).

5.1.4 Performance Results

In the section we provide the corresponding BER performanceresults. The system parameters used are

listed in Table 5.1. Figure 5.9 characterizes the BER performance of the iterative DL-SDMA system

using a conventional CQ and an ECO-CQ. As illustrated in Fig.5.9, the iterative-detection aided DL-

SDMA systems using ECO-CQ in conjunction withb = 2.6 bit per CIR tap are capable of operating at

an infinitesimally low BER atEb/N0 = 6 dB. This confirms the accuracy of the EXIT chart analysis seen

in Fig. 5.8. Upon increasing the number of quantisation bitsb, we are able to achieve an infinitesimally

low BER at lowerEb/N0 values. The BER performance of the system using a perfect CIRis also

provided in Fig. 5.9 as a benchmark. Fig. 5.9 shows that the performance of the system using a 5 bit CQ
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Figure 5.8: EXIT chart analysis of the iterative DL-SDMA system using ECO-CQ in conjunction with

b = 2.6 and α = [0.4, 0.6, 0, 0] at Eb/N0 = 6dB. (a) shows the inner EXIT-curve of the iterative

DL-SDMA system using ECO-CQ. (b) shows the recorded iterative decoding trajectory of the iterative

DL-SDMA system using ECO-CQ. A rate-0.5 RSC[5,7] channel coder is employed for the system. The

channel model was an uncorrelated flat-fading MIMO channel and the parameters of Table 5.1 were used.

accuracy is close to the one benefiting from a perfect CIR. Compared tob = 5, we are able to save 1.5

quantization bits per CIR sample for both the magnitude and phase quantization by using our ECO-CQ

in conjunction withb = 3.5 at anEb/N0 loss of less than 0.5 dB.

In Table 5.2, we characterized the ECO-CQ aided iterative DL-SDMA system using the minimum

required number of quantization bitsb for both the magnitude and phase of each CIR coefficient, while

maintaining a target BER of10−5. In order to attain the target BER, the system employing conventional

CQ may be required to use a3-bit CQ to quantize the CIR, when we haveEb/N0 ≥ 4dB, as illustrated

in Figure 5.9. On the other hand, the ECO-CQ aided system may use a reduced value ofb to quantize the

CIR, such as 2.9, 2.8, 2.7, and 2.6, while maintaining the same target BER. The corresponding reduced

feedback overheads are listed in Table 5.2.
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Table 5.1: System Parameters

Channel Encoder rate-0.5 RSC code

Interleaver length 105 bits

Modulation 4QAM

Number of users K = 3

Number of transmit antennas NTx = 6

Dimension of transmitted

signal vector of each user N
(k)
s = 2, for k = 1, 2, 3.

Number of receive antennas of each MTN(k)
Rx = 2, for k = 1, 2, 3.

Table 5.2: Reduced feedback overhead of the ECO-CQ aided iterative DL-SDMA systems (extracted

from Fig. 5.9)

Eb/N0 [dB] 3.5 4.5 5 6

Conv. CQ
Min. requiredb-bit 3 3 3 3

Conv. CQ Min. requiredb-bit 3 3 3 3

Norm. FB overheadη 1.8% 1.8% 1.8% 1.8%

ECO-CQ
Min. requiredb-bit 3 2.8 2.7 2.6

ECO-CQ Min. requiredb-bit 3 2.8 2.7 2.6

Norm. FB overheadη 1.8% 1.68% 1.62% 1.56%

Norm. overhead reduction ratioηr 0 6.7% 10% 13%
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Figure 5.9: BER performance of the iterative DL-SDMA systems using ECO-CQ in conjunction with

different values ofb, where theα of the ECQ-CQ in association withb = 2.6, 2.7, 2.8, 2.9 and 3.5

areα = [0.4, 0.6, 0, 0], [0.3, 0.7, 0, 0], [0.2, 0.8, 0, 0], [0.1, 0.9, 0, 0] and [0, 0.5, 0.5, 0], respectively. The

number of decoding iteration isI = 12. A rate-0.5 RSC[5,7] channel coder is employed for the system.

The channel model was a flat-fading MIMO channel in associated with the normalized Doppler frequency

fdm−norm = 0.001 and the parameters of Table 5.1 were used.
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5.2 Soft-Decoding Assisted MIMO CIR Recovery

Although the feedback information is typically transmitted over the strongly protected UL control chan-

nel, it may still become contaminated by transmission errors because of the unavoidable AWGN noise

and fading in the wireless propagation environment. When the feedback channel is error-prone, it is

important to design efficient inverse quantisers in order toreconstruct the feedback information with the

minimum distortion. Hence, we proposed a soft-decoding assisted MIMO CIR recovery scheme and

evaluated its performance in a TxZF/TxMMSE assisted MISO multi-user DL-SDMA system. The sys-

tem model is described in Section 5.2.1. Our VQ soft decodingtechnique is outlined in Section 5.2.2.

Finally, our simulation results are provided in Section 5.2.3.

5.2.1 System Model

In this section, we consider the multi-user DL-SDMA system illustrated in Fig. 5.1. More explicitly,

the TxZF and TxMMSE algorithms detailed in Section 2.2.2.1 and 2.2.2.2 are employed as the MUT

algorithm at the BS, whereNTx transmit antennas are invoked. A single antenna is installed at all MTs,

i.e. we haveN
(k)
Rx = 1, ∀k. Moreover, the total number of usersK is assumed to be less than the

number of transmit antennasNTx. The system model of the feedback link is illustrated in Fig.5.10.

BS  

Detector

DecoderBPSKEncoder

k-th MT

...

1

2
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xxx = |ĥ̂ĥh(k)|
= ϕ̂̂ϕ̂ϕ(k)

Figure 5.10: System model of the feedback link.

The entire estimated CIR vectorĥhh
(k)

is fed into the quantiser. The channel envelope vector|ĥhh(k)| and

the channel phase vectorϕ̂ϕϕ(k) are quantized separately using the real-valued vector quantizer detailed

in Section 2.3.2. The quantiser’s output is one of the codewords qqqI from a pre-defined codebookQ.

The index of this codewordI is then encoded into a binary bit sequenceaaa( f ) and mapped to the BPSK

symbolssss( f ) (s
( f )
i = ±1). The superscript(·)( f ) indicates that it is a signal transmitted through the

feedback channel, which distinguishes it from the notations representing the DL signals. Assuming that

the codebook size is|Q| = 2b, a totalb BPSK modulated symbols are required to represent a quantizer

output. Assuming that the average energy required for feeding back a codeword isEs, the signalyyy( f )

received at thel-th transmission instant may be formulated as

y
( f )
l =

√
Es

b
h

( f )
l sl + n

( f )
l , l = 1, . . . , b, (5.6)

whereh
( f )
l represents the fading gain, whilen

( f )
l is the Gaussian noise. Furthermore, provided that the

phase associated with a specific fading gainh
( f )
l is known, after removing the effects of the phase using
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a matched filter detector, Equation (5.6) may be expressed as

r
( f )
l =

√
Es

b
|h( f )

l |sl + n
( f )
l , l = 1, . . . , b. (5.7)

Finally, the detected signal sequence inb time slotsrrr( f ) is represented as

rrr( f ) =
{

r
( f )
1 , r

( f )
2 , . . . , r

( f )
b

}
, (5.8)

which is then fed into the inverse VQ. The inverse VQ may also be termed as the VQ decoder that

produces the reconstructed signal denoted asx̃xx.

5.2.2 Hard and Soft VQ Decoder

Given the detected signal sequencerrr( f ), it is straightforward to estimate the encoded bit sequenceâaa( f ).

Then, it is possible to extract the estimated VQ indexÎ and to reconstruct the DL CIR vectorh̃hh
(k)

asqqq Î .

This decoding method will be referred to as the hard-output VQ decoder. Alternatively, the CIRs of the
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Figure 5.11: An example of soft VQ decoding, when we haveNTx = 2, Nrx = 1, |Q| = 4 and the

quantiser’s input vector is the CIR magnitude vector ofxxx = |hhh|.

DL MIMO channel signalled back to the MUT may be recovered at the BS with the aid of a soft decoder,

which may be carried out by a non-linear MMSE estimator [161]. Let the vectorrrr( f ) of Equation (5.8)

host theb observations corresponding toxxx. Then,xxx is reconstructed by the soft VQ decoder as [161]

x̃xx = ∑
|Q|
j=1 qqqjP

(
I = j|rrr( f )

)
, (5.9)
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whereqqqj, j = 1, . . . , |Q|, is the codeword or centroid of thejth VQ partition. In Equation (5.9)

P
(

I = j|rrr( f )
)

represents thea-posterioriprobability of the VQ codebook indexI = j, given the obser-

vation vector ofrrr( f ), which may be expressed as

P
(

I = j|rrr( f )
)

=
P [I = j] p

[
rrr( f ) | I = j

]

p
(
rrr( f )
) , (5.10)

whereP [I = j] is thea-priori probability of havingI = j, which can be found according to the specific

channel statistics encountered, whilep
[
rrr( f ) | I = j

]
is the Probability Density Function (PDF) of the

event, when the natural binary representation ofI = j is transmitted over the feedback channel. Assuming

that the feedback channel is memoryless, we may have

p
[
rrr( f ) | I = j

]
=

b

∏
l=1

p
[
r
( f )
l | s = sl

]
, (5.11)

wherep
[
r
( f )
l | sl

]
is the probability of receivingr( f )

l , given thatsl was transmitted, which may be ex-

pressed as

p
[
r
( f )
l | s = sl

]
=

1√
2πN0

exp



−

[
r
( f )
l − |h( f )

l |sl

]2

2N0



 , (5.12)

whereN0 is the variance of the Gaussian noise. Finally,p
(

rrr( f )
)

in Equation (5.10) is the probability of

receivingrrr( f ), which can be expressed as

p
(

rrr( f )
)

=
|Q|
∑
j=1

P [I = j] p
[
rrr( f ) | I = j

]
. (5.13)

The quantizer’s input vectorxxx may be reconstructed at the BS by substuiting Equation (5.12) into Equa-

tions (5.11) (5.13) and (5.10) and finally into Equation (5.9).

An example of soft VQ decoding is illustrated in Fig. 5.11, when we haveNTx = 2, Nrx = 1, |Q| =

4 and the quantiser’s input vectorxxx is the CIR magnitude vector|hhh|. The input vector represented by the

black dot is located in the third partition and consequentlyit is quantized asqqq4. The index I = 4

is then encoded asaaa( f ) = [1, 1] using b = 2 bits, which is the binary representation of(I − 1).

The modulated symbol sequence becomessss( f ) = [−1, − 1] when using BPSK modulation. After

transmission over an error-contaminated channel, the signal received at the output of the detector is given

by rrr( f ) = [−0.24 − 0.83]. Upon using the hard-ouput VQ decoder, the estimated bit sequenceâaa( f )

and the estimated index VQ̂I are [1, 1] and Î = 4, respectively. The resultant reconstructed vector

x̃xx is qqq4. By contrast, the soft-output VQ decoder calculates the four probabilitiesP
(

I = j|rrr( f )
)

based

on the received vectorrrr( f ) and reconstructs the quantized vector using Equation (5.9). The resultant

reconstructed vector̃xxx of this example is illustrated by a cross in Fig. 5.11, which has to be subjected to

hard-decision, in order to produce a legitimate codeword inthe codebook.

5.2.3 Simulation Results

In the simulations, we have employed a DL-SDMA system havingtwo transmit antennas at the BS, a

single receive antenna at the MTs, and two MTs communicated with the BS at the same time. The
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Figure 5.12: MSE between the quantiser’s inputxxx, which is the unquantized 2-dimensional channel

envelope vectorxxx = |hhh(k)|, and the decoder’s output, which is the corresponding reconstructed vector

x̃xx = |h̃hh(k)| for a) i.i.d. channel; b) for spatially correlated channel with a correlation coefficient of

ρ = 0.8.

TxZF and TxMMSE schemes of Section 2.2 were employed at the BSto pre-eliminate the inter-user

interference. The real-valued channel envelope and phase rotation vector quantisers are employed at the

MTs to feed back the channel magnitude vector|hhh(k)| and phase vectorϕϕϕ(k) separately. BPSK modulation

is used for both the DL data transmission as well as for the feed back CIR transmission. Two scenarios of

the feedback link are simulated, in the first one the feedbacklink is an AWGN channel. In other one the

feedback channel is a Rayleigh fading channel plus the ubiquitous AWGN noise. The simulated SNRs

of the feedback link varied from 0dB to 20dB.

Fig. 5.12 portrays the MSE between the quantiser’s inputxxx, which is the unquantized 2-dimensional

channel envelope vectorxxx = |hhh(k)|, and the decoder’s output, which is the corresponding reconstructed

vectorx̃xx = |h̃hh(k)|. The DL channelhhh(k) is either spatially independent as shown in Fig. 5.12(a), orspatial

correlated with a correlation coefficientρh1h2
= 0.8 as shown in Fig. 5.12(b). The feedback link is a

AWGN channel. Observed in the figures that a lower MSE is achieved by using the soft decoding algo-

rithm than that of the hard decoding scheme, especially whenthe feedback link’s SNR is poor. Moreover,

it is more sensible to employ a low feedback rate, for examplea 2-bit quantiser, when the feedback link’s

SNR is low, but to employ more feedback bits when the feedbacklink SNR is sufficiently high. Further-

more, a lower MSE is achieved for spatially correlated DL channels, when using the same number of

quantization bits. This is because vector quantisation becomes more efficient, when the elements of the

input vector to be quantized are correlated with each other,as explained in Section 2.1.3.

Fig. 5.13 characterizes the DL BER performance versus a) theDL SNR; and b) the feedback-link

SNR at a DL SNR of 14dB, when TxMMSE is employed. The DL channelis an i.i.d. Rayleigh fading

channel, while the feedback channel imposes only AWGN. Moreover, the DL channel’s phase vector
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Figure 5.13: TxMMSE: Down-link BER performance versus a) down-link SNR per bit;b) feedback-

link SNR per symbol when the down-link SNR is equal to 14dB fora MIMO channel using two transmit

antennas, two receive antennas and supporting two users, when communicating over i.i.d. Rayleigh

channels. The channel’s phase vectorϕϕϕ is assumed to be perfectly known, while the channel’s envelope

vector |hhh| is quantised, signalled and then reconstructed at the BS using both the hard and soft VQ

decoder.

ϕϕϕ(k) is assumed to be perfectly known. The channel’s envelope vector |hhh(k)| is quantised using 5 bits in

Fig. 5.13a, and using two, three and five bits in Fig. 5.13b. InFig. 5.13a, the BER performance asso-

ciated with perfect CSIT and5-bit quantised CSIT is also presented for comparison. It is demonstrated

in Fig. 5.13a that the benefits of using soft VQ decoding become more obvious, when the feedback-link

experiences a low SNR, but they become less obvious as the feedback-link’s quality improves. These

findings are consistent with the MSE results shown in Fig. 5.12. This is also demonstrated in Fig. 5.13b,

where the DL SNR is fixed to 14dB and the AWGN feedback-link SNRincreases from 0dB to 20dB.

Fig. 5.13 also demonstrated that the best DL performance maybe achieved by employing an adaptive

feedback scheme. More explicitly, it is beneficial to employa 2-bit quantiser combined with soft VQ

decoding, when the feedback-link SNR is below about 5dB, then switching to a3-bit quantiser com-

bined with soft decoding until the feedback-link SNR reaches 10dB. When the feedback-link SNR is

between 10dB and 15dB, using a5-bit quantiser combined with soft decoding is capable of providing a

slightly reduced DL BER compared to the one using hard VQ decoding. Once the feedback-link SNR

becomes higher than 15dB, the benefits of using soft decodingbecome marginal and hence employing

low-complexity hard decoding becomes more attractive owing to its reduced complexity.

Figs. 5.14 shows the BER performance of the same system -NTx = 2, N
(k)
Rx = 1, K = 2 -

while employing the soft VQ decoding aided CIR recovery for the TxZF based preprocessing schemes,

and communicating over correlated Rayleigh fading MIMO channels having a correlation coefficient of

ρh1h2
≈ 0.8. The results of Figs. 5.14 demonstrate that provided the AWGN feedback-link SNR becomes

higher than 5dB in the absence of fading, or becomes higher than 25dB in the presence of Rayleigh fading,
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Figure 5.14: TxZF: BER versus SNR per bit performance of a MIMO channel using two transmit

antennas, two receive antennas and supporting two users, when communicating over correlated Rayleigh

fading channels associated withρ ≈ 0.8, where a total of10-bit are used for quantising every CIR tap of

each user.

the performance degradation imposed by the error-contaminated feedback link is negligible compared to

the DL BER performance using quantised CSIT.

5.3 Channel Prediction and PVQ for a Realistic Finite-DelayFeedback

Channel

The CSI reconstructed at the BS is usually out-dated becauseof the propagation delay plus the signal

processing delay and the control protocol-induced delay asillustrated in Fig. 5.2 of Section 5.1.1. Nat-

urally, channel prediction techniques can be used to mitigate the effect of signalling delay by predicting

the channel’s envelope into the future [162]. We proposed a periodically operated CIR update scheme

employing a channel predictor at the BS, which mitigates theeffects of feedback delay. Furthermore, we

employed a Predictive Vector Quantizer (PVQ), which exploits both the spatial- and temporal-domain

correlation in order to that of significantly reduce the feedback bit rate compared to the conventional VQ.

The system model of a TxMMSE aided MISO DL SDMA system having arealistic feedback channel

is introduced in Section 5.15. The channel prediction and predictive vector quantization algorithms are

introduced in Section 5.3.2 and Section 5.3.3, respectively, while our simulation results are provided in

Section 5.3.4.
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Figure 5.15: Model of a TxMMSE aided MISO multi-user SDMA system using channel prediction and

predictive vector quantization for CIR feedback.

5.3.1 System Model

Let us consider a MISO multi-user system employing a total ofNTx DL transmit antennas and a single

receive antenna at each MT, as shown in Fig. 5.15. The system’s throughput may be increased by a factor

of K (K ≤ NTx) with the aid of a TxMMSE scheme. In order to provide the CIRs for the BS, the MTs’

CIRsh(k)h(k)h(k)[n] (NTx × 1) have to be sampled and estimated periodically, which are then forwarded to the

quantizer for digitisation. Instead of the quantized CIRĥ̂ĥh itself, the quantized CIR prediction erroreeeq is

represented as a PVQ codeword at the indexIi, which is then fed back to the BS. The PVQ codebook is

designed off-line and assumed to be known by both the MTs and BSs. As a result, the BS reconstructs

the CIR taph̃hh
(k)

[n] by inverse quantization. The most recentV number of reconstructed CIR taps are fed

into the channel predictor to predict the future CIRs taps. Then an interpolator is invoked to reconstruct

the CIR taps. The predicted and interpolated CIR taps will berestored and periodically updated in the

BS’s DL transmit buffer. This process, as seen in Fig. 5.15, provides the predicted CIRs, which are closer

to the actual CIRs than in the absence of prediction.

5.3.2 Channel Predictor

P PDD DD P DD DD

T
T

sample
s

BS DL channel

ĥ[n] ĥ[n + 1]

Figure 5.16: The pilot-aided CIR estimation

The DL channel’s complex-valued envelope is sampled with the aid of pilot symbols and estimated

at everyTsample seconds, and it is represented by a sequenceĥ[1], . . . , ĥ[n], . . . , ĥ[n + v], . . .. The

temporal correlation betweenh[n] andh[n + v] may be characterised by the zero-th order Bessel function
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J0(·) of the first kind, as discussed in Section 2.1.2.2. More explicitly, it is formulated as [93]

ρ(v) = J0(2π fdmvTsample), v = 1, 2, . . . , (5.14)

where fdm represents the maximum Doppler frequency shift in Hz. According to the Nyquist theo-

rem [163], the sampling ratefsample = 1
Tsample

must be in excess of2 fdm. In practice, the channel has

to be over-sampled. Hence we define the over-sampling factorβ. Then the relationship betweenfsample

and fdm is formulated asfsample = β fdm. Forthermore, we normalise the sampling ratefsample and the

maximum Doppler frequency shiftfdm to the data symbol rate, which result in

fdm−norm = fdmTs (5.15)

fsample−norm = fsampleTs

fsample−norm = β fdm−norm.

Then, Equation (5.14) may be rewritten as

ρ(v) = J0(2π
1

β
fdm−normv), v = 1, 2, . . . . (5.16)

It is evident that the correlation coefficientρ(v) will increase, when having an increased over-sampling

factor β.

According to the autocorrelation coefficient of Equation (5.16), the predicted CIR at then-th time

instantĥp[n] may be modelled by the Auto-Regressive (AR) process of [93]

hp[n] =
V

∑
v=1

a[v]ĥ[n − v] + n[v], (5.17)

whereV is the number of previously estimated CIRs,ĥ[n− v] represents the CIRs at time instant[n− v],

a[v] represents the AR predictor coefficients andn[v] represents the DL Gaussian noise having a variance

N0. The design ofa[v] is detailed below.

AR Predictor Coefficient Vector for a SISO Channel

Provided that both the normalised maximum Doppler frequency fdm−norm as well as the number of

previous channel tapsV and the over-sampling factorβ are known, the real-valued predictor coefficient

vectoraaa = (a[1], . . . , a[V]) can be derived as follows [93].

1. Calculate

ρ(v) = J0(2π
1

β
fdm−norm), v = 0, 1, . . . , V; (5.18)

2. Construct the autocorrelation matrix of the channel:

RRR =





ρ(0) ρ(1) . . . ρ(V − 1)

ρ(1) ρ(0) . . . ρ(V − 2)
...

...
. . .

...

ρ(V − 1) ρ(V − 2) . . . ρ(0)




; (5.19)
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3. Construct the autocorrelation vector of the channel

ρρρ =





ρ(1)

ρ(2)
...

ρ(V)




; (5.20)

4. Calculate the AR predictor coefficient vectoraaa

aaa = (a [1] , a [2] , . . . , a [V])T = R−1R−1R−1ρρρ. (5.21)

AR Predictor Coefficient Matrix for a MISO Channel

Provided thatfdm−norm, V, β are known, the AR coefficient matrixAAA[v], v = 1, 2, . . . .V can be de-

termined. The CIR vector̂hhh[n] sampled at time instantsn and havingNTx non-zero elements may be

predicted according to:

hhhp[n] =
V

∑
v=1

AAA[v]ĥhh[n − v] + nnn[v], (5.22)

whereAAA[v] is a real-valued(NTx × NTx) matrix.

1. Calculate

ρ(v) = J0(2π
1

β
fdm−normv), v = 0, 1, . . . , V; (5.23)

2. Construct

RRR[ij] = E[ĥhh[n − i]ĥhh[n − j]H ] = ρ(|i − j|)IIINTx
; (5.24)

3. AAA[v] may be calculated based on the equation:





RRR[11] RRR[12] . . . RRR[1V]

RRR[21] RRR[22] . . . RRR[2V]
...

...
. . .

...

RRR[V1] RRR[V2] . . . RRR[VV]









AAA[1]T

AAA[2]T

...

AAA[V]T




=





RRR[10]

RRR[20]
...

RRR[V0]




. (5.25)

The accuracy of the prediction is characterised by the MSE between the predicted CIRhhhp[n] and the

estimated CIR̂hhh[n], which is formulated as

ξp = E
[
‖hhhp[n] − ĥhh[n]‖2

]
. (5.26)

The prediction-accuracy is affected by the value ofV, by the over-sampling factorβ and by the accuracy

of the previous estimated CIRsĥhh[n − v].
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Figure 5.17: Structure of the Predictive Vector Quantizer.

5.3.3 Predictive Vector Quantizer

Fig. 5.17 shows the structure of a PVQ. Although in theory thechannel predictor’s orderp in (5.17) and

the PVQ’s predictor order in Fig. 5.17 can be chosen to be different, in our design both were fixed to

V. Hence the previousV number of quantized CIR taps (ĥ̂ĥh[n − 1], ĥ̂ĥh[n − 2], . . . , ĥ̂ĥh[n − V]) are used at

the MTs to predict the current estimated CIR tap. The predicted valuehhhp[n] is then subtracted from the

current estimated valuêhhh[n] and the resultant prediction erroreee[n] is quantized. The quantization result

êee[n] is then added to the prediction resulthhhp[n] to generate the quantized CIRhhhq[n] for future prediction.

The reason of using quantized CIRs instead of the unquantized CIRs at the MTs for channel prediction

is to avoid using different predictor inputs at the BS and MTs, since at the BS only the knowledge of

quantized CIRs is available. At the same time, the indexIi of the codebook representingeeeq[n] is fed

back to the BS. At the BS, as seen in Fig. 5.17, the PVQ decoder first converts the received codebook

index Ii to the corresponding codeword. Simultaneously, an identical predictor invokes the previously

reconstructed CIR taps to predict the current CIR taps. The predicted result is then added to the quantized

prediction error in order to reconstruct the current CIR tap.

The PVQ quantizes the CIR tap prediction error instead of thechannel’s envelope or phase vector.

It is clear that the former has a reduced input signal range. Based on the theorem stated in [91], the

overall reproduction errorE(‖ĥhh[n] − h̃hh[n]‖2) is equal toE(‖eee[n] − eeeq[n]‖2). Hence, given a certain

feedback rate, the CIR quantization error will be significantly reduced by the PVQ compared to that of

the conventional VQ.

The design of the PVQ scheme shown in Fig. 5.17 has already been described in Section 5.3.2. The

PVQ codebook used for quantising the prediction erroreee[n] can be generated using either the open-loop

or the closed-loop method. In the open-loop method, the estimated CIRŝhhh[n] are employed for channel

prediction. The resultant prediction error vectors are used as training data to generate the codebook

using the Linde-Buzo-Gray (LBG) algorithm described in Section 2.3.1. The closed-loop method is

based on the open-loop method, whose initial codebook is employed to generate the quantized CIRs.

The quantized CIRshhhq[n] will then be used for channel prediction, and generate new prediction error

vectors as updated training data. A updated closed-loop codebook is obtained using the LBG algorithm

and these updated new training data. After several such design iterations, an improved codebook will

be generated with the aid of the closed-loop design. When using a large PVQ codebook, the closed-

loop design provides only modest improvements, but in case of a less accurate quantizer, closed-loop
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design can substantially improve the accuracy of the PVQ. This is illustrated in Table 5.3, in terms of the

quantization error variance versus the number of design iterations using the over-sampling rateβ = 10,

the quantization bitsb = 5 andb = 10 bits, respectively. It shows that forb = 5bits, the quantization

error decreases upon employing the closed-loop design, butalmost no improvement is obtained, when

usingb = 10bits.

ξQ for b = 5 ξQ for b = 10

Open-loop design 0.3128 5.15 × 10−5

Closed-loop one iteration 0.0786 5.2 × 10−5

Closed-loop four iteration 0.0406 5.18 × 10−5

Table 5.3: Comparison of the quantization error variance for different number of design iterations, when

using fs = 10 fdm, N = 5 andN = 10 bits

5.3.4 Simulation Results and Discussion

Number of BS antennasNTx 2

Number of MT antennasN(k)
Rx 1

Number of usersK 2

Channel coderc Convolutional Code,rc = 1
2

DL Modulation scheme BPSK

MUT scheme TxMMSE

Predictor type Linear MMSE

Predictor orderV 2

Normalised Doppler Frequencyfdm−norm 0.01

Up-sampling rateβ 10

Table 5.4: System Parameters

The system parameters used in our simulations are summarised in Table 5.4. Moreover, the channels

are assumed to be spatially independent flat Rayleigh fading. The interpolation between the predicted

CIR taps is assumed to be perfect sinc-interpolation in order to focus our attention on the quantizer and

predictor design. The feedback link is also assumed to be error-free.

Fig. 5.18 illustrates the attainable BER versusEb/N0 performance. In this example the DL channel

estimation is assumed to be perfect and five specific scenarios were investigated concerning the knowl-

edge of the CIR used for transmit preprocessing. The first scenario assumes that the transmitter em-

ploys perfect CIR knowledge for preprocessing. The second investigation assumes finite-precision, but

zero-delay CIR knowledge provided by a VQ usingb = 8 bits, while the third one also assumes finite-

precision, zero-delay CIR knowledge, which is provided by aPVQ usingb = 6 bits. The over-sampling

factor β is set to 10. The last two scenarios assumed that the feedbackdelayτ was equal to the sampling

interval Tsample and that channel prediction was employed. A VQ usingb = 12 bits, and a PVQ using

b = 10 bits are employed in the fourth and the fifth scenarios, respectively. The simulation results of
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Figure 5.18: BER versusEb/N0 with perfect, quantized and predicted CIRs using PVQ or VQ, respec-

tively, assuming perfect DL channel estimation.

Fig. 5.18 indicated that firstly the BER versus SNR performance is about 1dB worse than that of the one

having instantaneous CSIT in the situation of having a non-zero feedback delay. Moreover, the perfor-

mance of PVQ is better than that of the VQ. For example, the BERperformance using ab = 10-bit PVQ

is about 0.8dB better than that usingb = 12-bit VQ, when having a feedback delay ofτ = Tsample.

5.4 Chapter Summary

In this chapter, we have studied the linear MUT-aided closed-loop DL SDMA system of Fig. 5.1. Sev-

eral different MUT algorithms, including the TxBD, TxZF andTxMMSE detailed in Section 2.2.2 are

employed in this chapter. Unlike in the previous two chapters, where the feedback channel was assumed

to be noise-free and delay-free, the effect of an imperfect AWGN-contanminated feedback channel was

investigated in this chapter. More explicitly, we have considered a feedback channel, which is bandwidth

limited, noise-contaminated and delayed. To mitigate the degradation caused by the imperfections of

the feedback channel, three algorithms were proposed in this chapter. Firstly, we proposed the ECO-CQ

scheme of Section 5.1 in order to assist the system in maintaining the lowest possible CSI feedback over-

head, while ensuring that an open EXIT-tunnel is still attainable, which implies maintaining an infinites-

imally low BER. Secondly, in Section 5.2 we proposed a soft decoding assisted MIMO-CIR recovery

scheme, which reconstructed the CIR at the transmitter as a linear combination of all codewords based

on the received error-contaminated signal, so as to minimise the distortion due to AWGN-contaminated,

error-prone feedback channels. Furthermore, in Section 5.3 we proposed a periodic CIR update scheme

employing a channel predictor at the DL transmitter and a PVQquantizer at the MTs, in order to miti-

gate the effects of feedback delay as well as to minimise the feedback overhead. The results provided in

this chapter characterize three typical systems, whose system parameters are summarised in the first two

columns of Table 4.3. The corresponding simulation resultsare also summarised in Table 4.3 and may

be categorised into three groups of comparisons, which demonstrated the advantages of our schemes.
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Table 5.5: Simulation Results Summary
System Comparison BER Number of Feedback

Parameter Schemes Bits b

Number of antennas
(2,2)

Conventional CQ 10−6 5

(NTx, N
(k)
Rx ) shown in Fig. 5.3 and 5.4 at SNR=3dB

Number of usersK 3

Interleaver length 105

Modulation 4QAM

Coding raterc 0.5 Proposed ECO-CQ 10−6 3.5

Channel code URC shown in Fig. 5.3 and 5.4 at SNR=3dB

RSC[5,7]

Preprocessing TxBD

Number of data
2

streamNs

Number of antennas
(2,1)

Hard Decoder 5 · 10−2 5 for vector|hhh(k)|
(NTx, N

(k)
Rx )

Number of usersK 2

Modulation BPSK

Feedback-link SNR 6dB

DL channel i.i.d. Soft Decoder 4 · 10−2 5 for vector|hhh(k)|
Rayleigh

Feedback-link AWGN

channel

Preprocessing TxMMSE

Number of antennas
(2,1)

Conventional VQ 2 · 10−3 12

(NTx, N
(k)
Rx ) with channel predictor at SNR=3.6dB

Number of usersK 2

Modulation BPSK

Coding raterc 0.5

Normalised Doppler 0.01

frequencyfdm−norm Proposed PVQ 2 · 10−3 10

Upsampling rateβ 10 with channel predictor at SNR=3dB

Predictor orderV 2

Feedback delayτ Tsample

Preprocessing TxMMSE



Chapter6
Spatial Modulation Aided Open-Loop and

Closed-Loop Single-User MIMO System

In this chapter, a single-user MIMO system using the recently proposed Spatial Modulation (SM) [27]

scheme will be investigated, which employs a Space Shift Keying (SSK) scheme [7]. The SSK modulated

information bits are conveyed by the indices of the transmitantenna by exploiting the relative indepen-

dence of the channel fading associated with different transmit antennas. According to the information

bits, only one transmit antenna is activated during each time slot, which reduces the complexity both at

the transmitter as well as at the receiver.

Mapper

SM

Encoder

SM

Detector Decoder

Feedback 

...

NRxNTx

1

...
HHH

1

Π
Channelaaa ccc Π(ccc)

Π(ĉ̂ĉc)
Π−1 Channel â̂âaĉ̂ĉc

xxx yyy

Figure 6.1: System model of a spatial modulation aided closed-loop single-user system.

Unlike in the previous chapters, both open-loop and closed-loop designs will be discussed. The novel

contributions of this chapter are:

1. An open-loop Space Time Space Shift Keying (ST-SSK) scheme is proposed for systems having

more than two transmit antennas in order to achieve transmitdiversity. This scheme is capable

of achieving a maximum transmit diversity order of(NTx − 1) when usingL = (NTx − 1) time

slots. Moreover, the proposed scheme is more robust to channel estimation errors than the original

SSK modulation [7].

2. A novel closed-loop feedback-aided phase rotation regime is proposed for systems having two

transmit antennas, which achieves the maximum attainable second-order transmit diversity and it

is resilient to both the spatial correlation of the channels, as well as to channel estimation errors.
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It also outperforms the original SSK modulation of [7] in thescenario of having Rician fading

channels.

3. A novel closed-loop feedback-aided power allocation regime is proposed, which achieves an addi-

tional transmit diversity gain, increases the Euclidean distance between the SSK modulated sym-

bols and enhances the robustness of SSK modulation both to the channel’s spatial correlations and

to channel estimation errors.

4. A novel diagonal linear dispersion code is proposed, which is capable of achieving the maximum

attainable transmit diversity gain or multiplexing gain, while obeying the usual diversity versus

multiplexing gain trade-off. Moreover, the proposed scheme eliminates the requirement of syn-

chronisation between transmit antennas and reduces the complexity of the receiver by activating

only a single transmit antenna during each transmission time slot.

This chapter is organised as follows. An overview of the spatial modulation scheme is provided in

Section 6.1. Then, three novel schemes, namely the open-loop ST-SSK designed for systems having more

than two transmit antennas, the closed-loop feedback-aided phase rotation conceived for systems having

two transmit antennas and the closed-loop feedback assisted power allocation are proposed in Section 6.2

in order to achieve a useful transmit diversity for SSK modulation. Moreover, transmit diversity assisted

spatial modulation is discussed in Section 6.3, where a novel scheme referred to as a diagonal linear

dispersion code is proposed and combined with the ST-SSK scheme. Finally, the summary of this chapter

is provided in Section 6.4.

6.1 Overview of Spatial Modulation

The main contributions on the subject of spatial modulationare summarised in Table 6.1. The concept

of SM may be traced back to [164], which has then been further developed in [165] and [166]. The term

of SM has been introduced in [27] by Mesleh and Haas. A comprehensive summary of the research

carried out by Mesleh and Haas [169–172] was provided in [28], where several important facets of

SM were detailed, including the detector’s design, the attainable BER and the receiver’s complexity in

comparison to other MIMO schemes. Besides Haas and his team,Jeganathanet al. [7,167,173] pointed

out the constraints of the detector schemes advocated in [27, 28], and proposed an optimal detector for

SM in [167], complemented by its closed-form BER analysis. Moreover, Jeganathanet al. [7, 167,

173] proposed a scheme termed as SSK in [7] and provided its comprehensive analysis, which may be

considered as a simplified or special case of SM. Based on the milestone contributions in [7, 28, 167],

further research has been dedicated to this scheme, leadingto more sophisticated SM schemes in [173–

178].

In this section, an overview of the SM scheme is provided. In Section 6.1.1, bit-to-symbol mapping

and the detection algorithms are detailed. Then in Section 6.1.2, a comparison of SSK modulation and

conventional Amplitude Phase Modulation (APM) is offered in order to provide further insights. Finally,

in Section 6.1.3, the performance evaluation of the SM scheme is offered.
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Table 6.1: Major contributions addressing spatial modulation.

Author(s) Contribution

[164] Chau and Yu 2001 proposed the idea of space shift keying and a corresponding

transceiver algorithm.

[165] Haaset al. 2002 proposed a Walsh matrix aided multiplexing scheme for a system

having four transmit antennas, which activated a single transmit

antenna each time and employed BPSK modulation.

[166] Meslehet al. 2005 extended the scheme proposed in [165] for QPSK

by exploiting the properties of the DFT matrix.

[27] Meslehet al. 2006 proposed the concept of spatial modulation.

[28] Meslehet al. 2008 characterized several important facets of spatial modulation, such

as its detector design, its BER and receiver complexity in

comparison to other MIMO schemes. The authors also considered

the effects of channel imperfections in both uncoded and coded

situations.

[167] Jeganathanet al. 2008 detailed the constraints imposed by the detector proposed

in [27,28], and conceived an optimal detector

in conjunction with its closed-form BER analysis.

[7] Jeganathanet al. 2009 restated the concept of space shift keying in conjunction with

comprehensive analysis, which is completely different from the

one in [164].

[168] Serafimovskiet al. 2010 proposed the concept of “fractional-bit encoded spatial

modulation”, which becomes applicable to an arbitrary number of

transmit antennas.

6.1.1 System Model

The general system model consists ofNTx transmit andNRx receive antennas, which is illustrated in

Fig. 6.2. A random sequence of independent bitsaaa = [a1, . . . , aNa ] enters the channel encoder, which

produces the vectorccc = [c1, . . . , cNc ], whereNa andNc represent the number of channel encoder input

and output bits, respectively. The resultant coding raterc becomesrc = Na
Nc

. The pseudo-randomly inter-

leaved encoded bitsΠ(ccc) then enter an SM bit-to-symbol mapper, where groups ofm = log2(MNTx)

bits are mapped to a constellation vector formulated as

xxx =




0 . . . 0

√
mEbsi 0 . . . 0

↑
j − th position





T

, (6.1)

whereEb represents the average energy of a single bit, andsi (1 ≤ i ≤ M) is the j-th element of the

transmitted vetorxxx hosting the modulated symbol usingM-level conventional Amplitude Phase Modula-

tion (APM) with unity power. Therefore, theNTx-element transmitted signal vectorxxx satisfies the power

constraint ofExxx[xxxHxxx] = mEb. The modulated signal is then transmitted over the(NRx × NTx)-element

wireless channelHHH, which is then contaminated by anNRx-dimensional additive white Gaussian noise
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vectornnn = [n1, . . . , nNRx
]T, nj ∼ CN (0, N0), whereN0 represents the noise variance. The received

signal is given byyyy = HHHxxx + nnn. At the receiver side, the SM detector estimates the transmitted bits using

the same mapping table as the one employed at the transmitter.

SM − mapping tableSM − mapping table

(s)(s)
ant.ant.

no.no. inputinput bitsbits
(j)(j)

transmit transmit symbolsymbol
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22
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.
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Encoder
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Channelaaa ccc Π(ccc)

Π(ĉ̂ĉc)
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xxx yyy

Figure 6.2: A SM aided MIMO system havingNTx transmit andNRx receiver antennas.

SM Mapping

Spatial modulation consists of a group ofm bits that are mapped to a vectorxxx having only a single non-

zero element
√

mEbsi. Hence, only thej-th transmit antenna will be activated to transmit the modulated

signalsi. The received signalyyy can be formulated as

yyy =
√

mEbhhhjsi + nnn, (6.2)

where1 ≤ j ≤ NTx, 1 ≤ i ≤ M, andhhhj represents thej-th column of the channel matrixHHH. Assuming

NTx = 4 and that BPSK is employed, the SM mapping rules are illustrated in Table 6.2. When the input

bits are “011” for example, the second transmit antenna willbe activated, and the transmit symbol is “+1”.

More generally, the index of the activated transmit antennais determined by the first two input bits, while

the transmitted BPSK symbol depends on the third bit. We may conclude hence that SM essentially

divides the input data stream into two sub-streams. The information in one of the sub-streams consists of

m1 = log2 NTx bits/symbol and it is conveyed by the indices of the activated transmit antennas, hence it is

SSK modulated [7]. Employing SSK modulation is evidently the key feature of SM, which distinguishes

SM from any other MIMO schemes. The other information streamconsists ofm2 = log2 M bits/symbol

which are conveyed using the conventional APM scheme and aretransmitted through a(1 × NRx)-

element SIMO channel.

SM Detection

The detection of the APM symbols depends on the detection of the SSK modulated symbols, since

the activated(1 × NRx)-element SIMO channel is determined by the SSK modulated symbols. This is

different from the transmit eigen-beamforming scheme discussed in Chapter 4, where the MIMO channel

is decomposed into independent orthogonal subchannels andthe BER performances of the subchannels

(eigen-beams) are independent of each other. Therefore, the optimal detection algorithm jointly detects

the APM symbols and the SSK modulated symbols using the Maximum Likelihood (ML) criterion [167].
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Input bits Activated antenna index Transmit Symbol

000 1 -1

001 1 +1

010 2 -1

011 2 +1

100 3 -1

101 3 +1

110 4 -1

111 4 +1

Table 6.2: SM Mapping table for a system havingNTx = 4 transmit antenna, using BPSK modulation

and transmit 3 bits per symbol.

Assuming that the channel matrixHHH is perfectly known, the index of the activated antennaĵ and the index

of the modulated symbol̂i is jointly determined by [167]

[ ĵ, î] = arg min
j, i

(
||yyy −

√
mEbhhh jsi||2

)
(6.3)

= arg max
j, i

(
2
√

mEbℜ
((

hhhjsi

)H
yyy
)
− mEb||hhhisi||2

)
.

Following SM detection, the signal is demodulated, deinterleaved and decoded correspondingly.

6.1.2 Comparison of SSK Modulation and APM

Understanding the SSK modulation philosophy is the key to the understanding of SM, since the for-

mer one is the key component of the latter one. Hence, in this section we compare theM-level SSK

modulation scheme to the corresponding conventionalM-level APM arrangement from three different

perspectives, namely their constellation diagrams, the Euclidean distances between any two modulated

symbols and their BER performances. For the sake of their fair comparison, we assumed that the energy

of the modulated symbolEs is unity. Moreover, the APM modulated symbols are transmitted through a

(1 × NRx)-element SIMO fading channelhhh j, while theNTx-level SSK modulated symbols activates one

out of NTx transmit antennas, and also transmitted through a1 × NRx-element SIMO fading channel,

whose power is normalised by a factor of1NRx
.

For SSK modulation, the modulated symbols are faded according to the different transmit antennas’

CIRs denoted ashhhj(1 ≤ j ≤ NTx). For example, the constellation diagram of the SSK modulated

symbols is portrayed in Fig. 6.3a, when we haveNTx = 4, NRx = 1 andhhh = [0.51 + 0.19i, 0.03 −
0.06i, − 0.39 − 0.69i, 0.27 − 0.43i]. The constellation diagram of the 4QAM constellation is also

portrayed in Fig. 6.3b for comparison. It is evident that thetransmitted constellation points of APM are

independent of the channel and are time-invariant, while the transmitted signal constellation points of

SSK modulation are channel dependent.

Besides the constellation diagrams, we are also interestedin two types of Euclidean distances, namely

in the Euclidean distance of the modulated symbols before transmission denoted asdTx, and in the Eu-

clidean distance of the modulated symbols after transmission over a noise-free fading channel denoted

asdRx. The Euclidean distancesdTx using APM may be formulated asdAPM
Tx = |si − sj|, which is illus-
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Figure 6.3: Constellation diagrams of a) SSK modulation when we haveNTx = 4, NRx = 1 andhhh =

[0.51 + 0.19i, 0.03− 0.06i, − 0.39 − 0.69i, 0.27− 0.43i]; and b) 4QAM modulation, respectively.

trated in Fig. 6.3b. By contrast, there is no modulated symbol for SSK modulation before transmission.

Hence, the distancedSSK
Tx does not exist. Moreover, the Euclidean distancedRx using APM over a noise-

free SIMO fading channel after RxMF-based detection is formulated asdAPM
Rx = |hhhj|dAPM

Tx . By contrast,

the Euclidean distancedRx using SSK modulation over a noise-free SIMO fading channel is defined as

dSSK
Rx = |hhhi − hhhj|(i 6= j). It is evident that bothdAPM

Rx anddSSK
Rx are fading-dependent. However, these

two distances are quite different, as detailed below.

• The average Euclidean distance between thei-th APM symbol and thej-th APM symbol after

detection is denoted asEhhh[d
APM
Rx (i, j)], which tends to increase upon increasing the number of

receive antennasNRx. The value ofEhhh[d
APM
Rx (i, j)] will converge todAPM

Tx (i, j), if the value ofNRx

increases to infinity and the power of the channel is normalised by a factor of 1
NRx

. Similarly, the

corresponding average Euclidian distanceEhhh[d
SSK
Rx (i, j)] using SSK modulation will also increase

upon increasing the number of receive antennasNRx. However, the value ofEhhh[d
SSK
Rx (i, j)] will

converge to
√

2 for any pair of(i, j) when the value ofNRx increases to infinity. This is because

the CIR vectorshhhi become orthogonal tohhh j, when having an infinite number of dimensions.

• The minimum average Euclidean distance of APM denoted is given by

d̄APM
min−Rx = min

(i,j)
Ehhh[d

APM
Rx (i, j)], (6.4)

which decreases when the number of modulation levelsM increases from4 towards infinity. By

contrast, the corresponding minimum average Euclidean distance using SSK denoted asd̄SSK
min−Rx

may not decrease, when the number of modulation levelsM increases. For example, when having

an infinite number of receive antennas, the value ofd̄SSK
min−Rx remains

√
2 for any value ofM, which

is similar to the related property of Frequency Shift Keying(FSK) modulation [163].

• For APM, increasing the channels’ spatial correlation willincrease the variance of the modulated

signal constellation’s distancedAPM
Rx (i, j), but does not affect its mean value. By contrast, for
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SSK modulation, increasing the channels’ spatial correlation will decrease both the variance and

the mean value of the constellation’s distancedSSK
Rx (i, j) between any two symboli and j. For

example,dSSK
Rx will tend to 0 with a probability of one, if we havehhhi = hhhj at any instant.
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Figure 6.4: BER performance versusEb/N0 when using 4QAM, 16QAM, 64QAM, 4-SSK,16-SSK and

64-SSK. The number of receive antennas wasNRx = 100, and the SIMO CIRshhhj are normalised by a

power scaling factor of 1
NRx

The uncoded BER performance can be characterized as a function of the Euclidean distance [163].

Hence, based on the associated Euclidean distance properties, the BER performance of the conventional

APM and of the SSK modulation scheme exhibits the following characteristics:

• The BER performance of the conventional APM is proportionalto the channel quality quantified

in terms of the CIR taps|hhh j|. By contrast, the BER performance of the SSK modulation is pro-

portional to the difference between the CIR taps associatedwith the different transmit antennas,

namely to|hhhi − hhhj|(i 6= j);

• The BER performance of the conventional APM improves upon increasing the number of receive

antennas, gradually tending to the performance curve of theAWGN channel. Similar BER trends

are also observed for SSK modulation. However, the performance of SSK modulation will tend to-

wards to that of the FSK modulation under the asymptotic conditions of having an infinite number

of receive antennas. This is demonstrated in Fig. 6.4 for thescenario of having 100 receive an-

tennas1 each subjected to independently fading, where the BER performances of 4QAM, 4-SSK,

16QAM, 16-SSK, 64QAM and 64-SSK are compared. Fig. 6.4 explicitly demonstrated that the

SSK modulation has similar properties to FSK modulation, both of which may be deemed to be

energy efficient schemes, provided that the number of receive antennas is sufficiently high;

1Naturally, this assumption is unrealistic for practical scenarios, but assists us in characterizing the upper-bound performance

of the system.
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• The BER performance of BPSK is better than that of 2-SSK, since the former has a higher Euclidian

distance ofdAPM
Rx = 2 than themax(dSSK

Rx ) =
√

2 value of the latter one. For the same reason, the

BER performance of QPSK or 4QAM is better than that of 4-SSK, when we haveNRx < +∞;

• TheM-level SSK modulation scheme is capable of outperforming the correspondingM-level APM

modulation scheme forM > 8 andNRx > 1.

In summary,exploiting the independence of the complex-valued fading of the different antennas

is the intrinsic feature of SSK modulation, which constitutes an energy-efficient modulation scheme.

Its BER performance is commensurate with the difference between the CIR taps characterizing the fading

associated with the different transmit antennas. SSK may outperform the conventional APM scheme,

when the number of modulation levelsM becomes higher than eight and the number of receive antennas

is higher than one.

6.1.3 Performance Evaluations

The family of SM scheme has a number of advantages. First of all, the uncoded SM scheme is capable

of achieving the maximum attainable receivediversity order of NRx [7, 28]. Secondly, random trans-

mit diversity is attainable for a coded SM system, since the specific selection of the transmit antenna to

be activated at each time instant is random [28]. Moreover, abeneficial receive antennaarray gain is

achieved, despite employing a low-complexity single-stream ML detector. Furthermore, the transmit-

ter’s complexity is reduced, since the synchronization of transmit antennasis avoided. The receiver’s

complexity is also reduced, since the Inter Channel Interference (ICI) is completely avoided. Last but

not least, the SSK modulation scheme isrobust to channel estimation errors [7, 175]. This is partially

owing to the reason that the channel estimation error is moreinfluential in determing the actual channel

realization encountered than the technique of distinguishing the distance between two columns of the

CIR matrixHHH.

Despite the above-mentioned benefits, the SM scheme described in Section 6.1.1 also has a number of

disadvantages. First of all, the uncoded SM scheme achievesno transmit diversity [7,28] and the random

transmit diversity-induced gain achieved by the coded SM isquite limited. Secondly, no transmitter

array gain is achieved at all. Moreover, the achievablethroughput is R = log2 NTx + log2 M, which

increases logarithmically with the number of transmit antennas, and this constitutes an inefficient way of

exploiting the available transmit antennas.

In order to mitigate or eliminate these disadvantages, moresophisticated SM schemes have also been

proposed in the literature [173–178]. For example, a novel scheme termed as time-orthogonal signal

design assisted SM was proposed in [178] in order to achieve transmit diversity. The authors of [174]

proposed a scheme, which selects a specific beamforming vector instead of activating a particular transmit

antenna to convey information. This regime is capable of achieving a valuable fraction of the maximum

attainable transmit array gain. In order to increase the achievable throughput, a generalised SSK scheme

was proposed in [173], wherent out of NTx number of transmit antennas are activated simultaneously in

order to represent the information symbols to be transmitted. As a result, the achievable throughput using

the generalised SSK scheme increases fromlog2 NTx to log2 ( nt
NTx

), towards the maximum attainable

throughput oflog2 (NTx/2
NTx

). An algorithm optimising the number of simultaneously activated transmit

antennas was proposed in [173] in order to minimise the BER.
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Naturally, the SSK/SM scheme is not the ultimate winner, when compared to other MIMO schemes

in terms of the achievable BER performance. However, it is capable of outperforming other MIMO

schemes in certain scenarios. This conclusion may be inferred from the BER performance comparison

of SSK and AMP modulation provided in Section 6.1.2. More specifically, in Section 6.1.2, the SSK

modulation is equipped withNTx > 1 transmit antennas, while the APM scheme has a single transmit

antenna. If they are both equipped with the same number of transmit antennas, the APM arrangement

can either achieve a transmit diversity by exploiting the STBC philosophy, or attain a multiplexing gain

by creating a V-BLAST scheme, or indeed exploit both the diversity and multiplexing gain using the

family of LDC schemes [2]. Here, two design examples are provided, in which the SSK/SM scheme

outperforms the STBC scheme and the V-BLAST scheme, respectively.

• Example 1 (SSK versus STBC): Let us assume that we haveNTx = 8, NRx = 8, a target

throughput ofR = 3 bits/symbol, and investigate an 8-SSK versus a half-rate Orthogonal STBC

scheme using 64QAM modulation.

Analysis: Since the receive diversity order is as high as eight, the benefit of achieving a further

transmit diversity gain improvement using the STBC scheme remains limited. The BER perfor-

mance of 8-SSK having a receive diversity order of eight is expected to be better than that of

64-QAM for transmission over an AWGN channel. As a result, the BER performance of SSK

modulation is better than that of the diversity-aided STBC scheme in this scenario.

• Example 2 (SM versus V-BLAST):Let us now assume havingNTx = 4, NRx = 2, and a target

throughput ofR = 4 bits/symbol. One of the schemes employed 4-SSK combined with 4QAM,

and used the SM scheme’s low-complexity ML detector. The other arrangement employed the

V-BLAST scheme, which transmits two independent 4QAM data streams and invoked an MMSE

detector at the receiver. The reason for employing the MMSE detector is to ensure that the receiver

complexity of these two schemes remained comparable.

Analysis: The V-BLAST scheme transmits two independent 4QAM symbols.The achievable

diversity order of the V-BLAST scheme using the MMSE detector is one. The SM scheme employs

4-SSK as well as 4QAM, and achieves a diversity order of two for both the SSK modulated and

4QAM symbols. As a result, the BER performance of the SM scheme is expected to be better than

that of the V-BLAST scheme.

Furthermore, the SM/SSK scheme has some unique features, such as for example exhibiting a robustness

to channel estimation errors, hence it is capable of outperforming the other MIMO schemes considered.

In summary, the SM scheme is constituted by a combination of SSK modulation and of a(1× NRx)-

element SIMO system using the conventional APM. The intrinsic feature of SSK modulation is that

it exploits the independent fading of the different transmit antennas’ signals, which allows the system

to dispense with transmit antenna synchronisation, while exhibiting a robustness to channel estimation

errors. As a result, SM schemes exhibit certain advantages over other MIMO schemes and hence they

will be further investigated.



6.2. Transmit Diversity Assisted Space Shift Keying 123

6.2 Transmit Diversity Assisted Space Shift Keying

As discussed in Section 6.1.3, the family of uncoded SSK modulation schemes achieve no transmit

diversity. Although employing channel coding is capable ofproviding some time-diversity gain and

space diversity gain owing to the bit-based interleaving, the achievable gain may remain limited. The

authors of [178] proposed a novel scheme referred to as time-orthogonal signal design aided SM in order

to achieve transmit diversity. However, this scheme is onlyapplicable to systems having two transmit

antennas.

Against this background, we intend to design a more diverse range of transmit diversity assisted SSK

schemes. Following the philosophy of STBCs, in Section 6.2.1 we first propose an open-loop ST-SSK

scheme for scenarios having more than two transmit antennas, which employs multiple transmit time

slots for achieving transmit diversity. The unique features of the proposed ST-SSK scheme and its design

are discussed. Then in Section 6.2.2, we propose a feedback-aided phase rotation scheme, when relying

on two transmit antennas. Moreover, another closed-loop scheme using feedback-aided power allocation

is proposed in Section 6.2.3 for systems having an arbitrarynumber of transmit antennas. Our simulation

results are discussed in Section 6.2.4, where the i.i.d. Rayleigh fading channel, the spatial correlated

channel, the Rician channel as well as the effects of channelestimation errors are considered. Without

any loss of generality, we assume havingNRx = 1 throughout this section in order to simplify our

discussions.

6.2.1 Open-Loop: Space Time Space Shift Keying forNTx > 2

Following the well-established philosophy of STBCs, we propose a ST-SSK modulation scheme, which

usesL time slots to transmitm1 = log2 NTx bit sequencebbbi. During each time slot, one out ofNTx

antennas is activated according to the bit-to-antenna mapping function of f (tl , bbbi) (1 ≤ f (tl , bbbi) ≤ NTx).

Hence, whenbbbi is transmitted, the signal received during theL time slots is formulated as





yt1

...

ytl

...

ytL





=

√
mEb

L





h f (t1,bbbi)
...

h f (tl ,bbbi)
...

h f (tL ,bbbi)





+





nt1

...

ntl

...

ntL





, (6.5)

where we have1 ≤ l ≤ L, 1 ≤ f (tl , bbbi) ≤ NTx. Upon definingyyy = [yt1 , . . . , ytL ]T andhhh fff (bbbi) =

[h f (t1 ,bbbi), . . . , h f (tL,bbbi)]
T, the transmitted sequenceb̂̂b̂bi is determined at the receiver side according to

b̂̂b̂bi = arg min
bbbi

‖yyy −
√

mEb

L
hhh fff (bbbi)‖2

2 (6.6)

= arg min
bbbi

L

∑
l

|ytl
−
√

mEb

L
h f (tl ,bbbi)|2.

Before considering the design of the bit-to-antenna mapping function, let us first prove the following two

propositions.

Proposition 1: For a (NTx × 1) ST-SSK modulation aided system usingL time slots, the transmit
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diversity order ofL is achieved if and only if for any two bit sequencesbbbi andbbbj (i 6= j), and for any two

time instancesl andn (l 6= n), we have

1. the indices of the antennas activated for signalling the bit sequencebbbi andbbbj are different from

each other at any time slotl, which is formulated asf (tl , bbbi) 6= f (tl , bbbj);

2. when transmittingbbbi andbbbj, the difference between the activated channels’ CIR taps atthe l-th

time slot denoted by∆htl
= h f (tl ,bbbi) − h f (tl ,bbbj) must be a random variable, which is independent of

the one during then-th time slot represented as∆htn = h f (tn,bbbi) − h f (tn ,bbbj).

Proof: Transmitting the bit sequencesbbbi andbbbj (i 6= j), the Euclidean distance between the corre-

sponding received signals without noise is formulated as

d =

√
mEb

L
‖hhh fff (bbbi) − hhh fff (bbbj)‖F (6.7)

=

√√√√mEb

L

L

∑
l

|h f (tl ,bbbi) − h f (tl ,bbbj)|2

=

√√√√mEb

L

L

∑
l

|∆htl
|2.

A diversity order ofL is achieved if and only if∆htl
, l ∈ [1, L] are independent complex-valued

Gaussian variables. As a result,∀i 6= j, l 6= n, i, j ∈ [1, NTx], l, n ∈ [1, L], we havef (tl , bbbi) 6=
f (tl , bbbj) and|h f (tl ,bbbi) − h f (tl ,bbbj)| must be independent of|h f (tn,bbbi) − h f (tm,bbbj)|.

Proposition 2:For a (NTx × 1) ST-SSK modulation aided system, the maximum achievable transmit

diversity order cannot be higher than (NTx − 1).

Proof: Assume that we haveL = NTx, when a transmit diversity order ofNTx is achieved. Ac-

cording to Proposition 1, the Euclidean distanced betweenbbbi andbbbj is a sum ofNTx independent∆htl

values. However, forNTx transmit antennas there are at most (NTx − 1) independent∆h values. Hence,

achieving a diversity order higher than (NTx − 1) becomes impossible.

Let us now consider the design of the bit-to-antenna mappingfunction. We propose a shift-mapping

function fs(tl, bbbi) for the scenarios having an even number of transmit antennas; and propose what we

refer to as a shift-swap-mapping functionfs−w(tl , bbbi) for the scenarios having an odd number of transmit

antennas. More explicitly, the algorithms are described asfollows.

1. fs(tl , bbbi) whenNTx > 2 andNTx is an even number:

• setvvv = [1, 2, . . . , NTx];

• set[ f (tl , bbb1), f (tl , bbb2), . . . , f (tl , bbbNTx
)] = Shift(vvv, l − 1), where Shift(vvv, l − 1) represents

a left circular shift of (l − 1) positions.

2. fs−w(tl , bbbi) whenNTx > 2 andNTx is an odd number:

• Create a shift-mapping function following the above-mentioned steps;

• Randomly group the lastNTx
2 bit sequences(bbb NTx

2 +1
, . . . , bbbNTx

) into NTx
4 pairs;
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• Within each pairs, for examplebbb NTx
2 +1

and bbb NTx
2 +2

grouped as a pair, swap the mapping

results off (tl , bbb NTx
2 +1

) and f (tl , bbb NTx
2 +2

) for all l ≤ NTx
2 .

The examples of the activated transmit antenna index forNTx = 3 using the shift-mapping offs(tl , bbbi),

and for NTx = 4 using the shift-swap bit-to-antenna mapping offs−w(tl , bbbi) are shown in Table 6.3,

respectively. The shift-mapping results forNTx = 4 are also shown in Table 6.3 within the brackets.

Input bitsbbbi Activated antenna indexfs(tl , bbbi)

t1 t2

0 1 2

1 2 3

(a)

Input bitsbbbi Activated antenna indexfs−w(tl , bbbi) ( fs(tl , bbbi))

t1 t2 t3

00 1 (1) 2 (2) 3 (3)

01 2 (2) 3 (3) 4 (4)

10 4 (3) 1 (4) 1 (1)

11 3 (4) 4 (1) 2 (2)

(b)

Table 6.3: Example of the activated transmit antenna when a)NTx = 3, NRx = 1 using shift bits-to-

antenna mappingfs(l, bbbi); b) NTx = 4, NRx = 1 using shift-swap bits-to-antenna mappingfs−w(l, bbbi)

and the shift-mappingfs(l, bbbi).

The proposed bit-to-antenna mapping functions have guaranteed that the transmit diversity order of

L is achieved if we haveL ≤ (NTx − 1), which was shown in Proposition 1. More explicitly, since

there is no identical value in the vectorvvv, the first requirement stated in Proposition 1, namely that we

have∀ i 6= j, f (tl , bbbi) 6= f (tl , bbbj), is satisfied. This is demonstrated by Table 6.3, where the activated

indices in the same column of thel-th time slot are different from each other. Moreover, the proposed

mapping function has also guaranteed that∀ l 6= n, ∆htl
is independent of∆htn , which satisfies the

second requirement stated in Proposition 1. As a result, when L ≤ (NTx − 1), a transmit diversity order

of L is achieved using the proposed mapping functions.

There are two disadvantages of the proposed ST-SSK scheme. Firstly, the receiver’s complexity using

the single-stream ML detection method will be increased by afactor ofL. The other disadvantage is that

the achievable throughput is reduced by a factor ofL. Since the benefit of increasing the transmit diversity

order from one to infinity is the most substantial for low values ofL, but becomes more modest for large

L, it is worth employing the proposed ST-SSK scheme for low values ofL.
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6.2.2 Closed-Loop: Feedback-aided Phase Rotation forNTx = 2

Based on Proposition 2, it is plausible now that using the open-loop ST-SSK modulation scheme proposed

in Section 6.2.1 we can only achieve a transmit diversity order of one forNTx = 2, since there is only

NTx − 1 = 1 independent∆h value. In this section, we propose a scheme specifically forNTx = 2,

which feeds back a phase valueθ from the receiver to the transmitter so as to maximise the Euclidean

distancedmin = d =
√

Eb‖hhh1 − hhh2‖ and hence to achieve transmit diversity. The objective function

used for our design may be written as

arg max
θ

d2
min = arg max

θ
‖h1 − h2ejθ‖2 (6.8)

= arg max
θ

‖h1‖2 + ‖h2‖2 − 2ℜ
(

hH
1 h2ejθ

)

= arg min
θ

ℜ
(

hH
1 h2ejθ

)

= arg min
θ

ℜ
(
|hH

1 h2|ej(θ+φ)
)

,

where we havehH
1 h2 = |hH

1 h2|ejφ. Explicitly, the minimum of Equation (6.8) is achieved for

θ + φ = (2k + 1)π, k ∈ Z . (6.9)

As a result, the Euclidean distance becomesd =
√

Eb(|h1| + |h2|) owing to having two indepen-

dent channel gains. Hence, a transmit diversity order of twois achieved. In fact, as long as we have

ℜ(hH
1 h2ejθ) > 0, a diversity order of two can be guaranteed. The objective function of Equation (6.8)

achieves the minimum BER, in addition to achieving an increased diversity gain. Moreover, sinceφ is

a random variable uniformly distributed in[0, 2π], θ2 is expected to have the same uniform distribution

between0 and 2π. A scalar quantizer having uniformly distributed quantization levels constitutes an

adequate quantizer design.

For the scenario of having more than two transmit antennas, this scheme requires the feedback of

the phase vectorθθθ = [θ1, . . . , θNTx
] satisfyingℜ(hH

i hpejθi+θp) > 0, ∀i 6= p. This optimisation process

is computationally demanding and the existence of the solution is not guaranteed. Hence, this feedback

scheme is not applicable for scenarios havingNTx > 2.

6.2.3 Closed-Loop: Feedback-aided Power Allocation

In this section, we proposed another closed-loop scheme, which exploits the limited feedback information

for power allocation. The basic idea is to allocate more power to the specific transmit antenna associated

with a higher channel gain, and less power to the transmit antenna associated with a lower channel gain.

As a result, the BER performance after power allocation willbe improved because the distances between

channel’s fading coefficients associated with the different transmit antennas are enhanced.

Our proposed feedback-aided power allocation scheme is detailed as follows. First of all, the chan-

nel’s fading coefficients|hhh j| associated with different transmit antennas are estimatedat the receiver side.

Secondly, the transmit antenna having the lowest channel gain is identified at the receiver, and its index

is fed back to the transmitter usinglog2 NTx bits. For example, two bits[0 0] will be fed back to the

transmitter, if we have|h1| < |h2| < |h3| < |h4| for a system having four transmit antennas and a single

receive antenna. Upon receiving the feedback information,the transmitter will allocate zero power to the
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antenna having the lowest channel gain, and increase the power allocated to other antennas from a value

of mEb to mEb + mEb
NTx−1 . Using the aforementioned example, the power allocated to the first transmit

antenna is zero, and the power allocated to the second, thirdand fourth antennas are increased from2Eb

to (2 + 2
3)Eb.

The proposed scheme achieves a certain degree of transmit diversity in a way similar to the conven-

tional antenna selection. The conventional antenna selection activates the transmit antenna associated

with the highest channel gain using full transmit power. Theresultant effective channels becomemaxj hj

instead ofhj, which has a higher mean and a lower variance value. Similarly, the proposed scheme

deactivates the transmit antenna associated with the lowest channel gain, and allocates the total trans-

mit power equally to the other transmit antennas, which willalso change the statistical properties of the

resultant effective channels. Unlike the conventional antenna selection, the performance of a system2

using the SSK modulation is more dependent on the differencebetween the resultant effective channel

∆h = |hi − hj| than in the resultant effective channel itself such asmax hj. The reason is that the BER

performance of the SSK modulation is proportional to the value of ∆h rather than to|h|. For a system

having two transmit antennas, the proposed scheme is capable of achieving a diversity order of two, since

we have∆h =
√

2Eb max(|h1|, |h2|), whereh1 andh2 represent the two CIRs. For systems having more

than two transmit antennas, the determination of the achievable diversity order remains an open problem.

The proposed scheme is capable of improving the attainable BER performance compared to the

original SSK modulation scheme described in Section 6.1. A particular reason for this is that a higher

transmit diversity order is achieved based on the aforementioned analysis. Another reason is that( 2
NTx−1)

out of( 2
NTx

) Euclidean distances of the SSK modulated symbols at the output of detector becomes higher,

when employing the proposed feedback-aided power allocation. Assuming that the channel associated

with the k-th transmit antenna has the lowest channel gain, the Euclidean distance ofdSSK
Rx between the

i-th and j-th SSK modulated symbols, which activate thei-th and j-th transmit antennas respectively

(i 6= j 6= k), is increased fromdSSK
Rx =

√
mEb|hi − hj| to dSSK

Rx =
√

(m1 + m1
NTx−1)Eb|hi − hj|, when

using the feedback-aided power allocation. Although the Euclidian distancesdSSK
Rx associated with thek-

th antenna, and correspondingly thek-th SSK modulated symbol, do not necessarily increase, the overall

BER performance will be improved since the majority of the Euclidean distancesdSSK
Rx are increased by

using the proposed feedback-aided power allocation.

The advantages of the proposed scheme are its low complexityand low feedback overhead. Only

low-complexity channel estimation and channel gain comparison are required at the receiver. The trans-

mit power after power allocation is fixed to either(m1 + m1
NTx

)Eb or to zero. The number of feedback bits

is as low aslog2 NTx. The disadvantages of the proposed scheme manifest themselves in two aspects.

Firstly, the proposed scheme might not be the optimal one, and does not achieve the maximum attain-

able transmit diversity. Moreover, the transmit power after power allocation fluctuates over time, which

may impose strong interference on other systems. Hence, theproposed feedback-aided power allocation

scheme may suffer from a serious performance degradation inan interference-limited scenario. Nonethe-

less, the proposed closed-loop feedback-aided power allocation constitutes an effective low complexity

scheme, which is capable of achieving a certian degree of transmit diversity, hence improving the BER

performance compared to the original open-loop SSK modulation scheme. The BER performance of the

2∆h, hi andhj are scalar values, since having a single receive antenna associated withNRx = 1 is assumed, as stated at the

beginning of this section.
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proposed scheme operating in a single-user noise-limited scenario is characterized in Section 6.2.4.

6.2.4 Simulation Results

Number of antennas(NTx, NRx) (4,1),(2,1)

Channel Code Convolutional code

Channel code’s constraint length 7

Coding Raterc
1
3

Interleaver Length 1500

Modulation 2-SSK, 4-SSK

ST-SSK Time Slot L = 1, 2, 3

Channel Spatial Correlation ρhihj
= 0, 0.05, . . . , 0.95

Rician Factor A = 0, 0.5, . . . , 2

Channel Estimation Error he = 0, 0.05, . . . , 0.2

Table 6.4: Simulation Parameters

In this section, the achievable performance of the three proposed schemes, namely that of the open-

loop ST-SSK scheme of Section 6.2.1, of the closed-loop feedback-aided phase rotation regime invoked

for NTx = 2 and detailed in Section 6.2.2, as well as the closed-loop feedback-aided power allocation

arrangement described in Section 6.2.3, is characterized and compared to that of the original SSK mod-

ulation scheme described in Section 6.1. The communicationchannels are initially assumed to be i.i.d

Rayleigh fading. Then the effects of spatial correlation, Rician channels, and of realistic imperfect chan-

nel estimation are discussed, respectively. Both uncoded and coded systems are simulated, where a rate

rc = 1
3 convolutional code having a constraint length of seven is employed. The length of the interleaver

is set to 1500 bits. The simulation parameters are summarised in Table 6.4.

The uncoded BER versusEb
N0

performance of a system havingNTx = 4, NRx = 1 antennas and

using the proposed open-loop ST-SSK modulation scheme discussed in Section 6.2.1 is characterized

in Fig. 6.5a. When the transmission time durationL increases from 1 to 3, the achievable throughput

decreases from 2 (bits/sym) to23 (bits/sym). At the same time, the achievable transmit diversity order

increases from one to three, which is illustrated in Fig. 6.5a by the increased slope of the BER curves.

Moreover, when the number of time slots increases toL = 4, the slope of the BER curves remains

the same as that ofL = 3, which demonstrated that the maximum achievable diversityorder of a ST-

SSK modulation aided system is three(NTx − 1 = 3). Further BER improvements can be achieved

upon combining the ST-SSK scheme with the feedback-aided power allocation of Section 6.2.3. Similar

observations are also valid for the coded system, as illustrated in Fig. 6.5b.

Fig. 6.6a characterises the uncoded BER versusEb
N0

performance for a throughput ofR = 1 (bits/sym)

and NTx = 2, NRx = 1. The scenarios of a) perfect phase feedback; b)1-bit feedback-aided phase

rotation; c)1−bit feedback-aided power allocation; and d) the original open-loop 2-SSK modulation

are compared. A diversity order of two results in an approximately 8dB power gain achieved using

the first three type of closed-loop schemes of a BER of10−2. Moreover, using1−bit to quantise the

feedback phase information imposes a modest performance degradation of about1−dB. The achievable

BER performances recorded, when using a1−bit feedback for either the phase information or for power
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Figure 6.5: Uncoded and coded BER versusEN0
for NTx = 4, NRx = 1 for 1) ST-SSK scheme using

L = 1/2/3, respectively, and using the shift-swap bits-to-antenna mapping fs−w shown in Table 6.3b;

2) ST-SSK scheme combined with feedback-aided power allocation; and 3) the original SSK modulation.

All other system parameters are summarized in Table 6.4.

allocation are almost the same. For the coded system characterised in Fig. 6.6b, about 2dB power gain is

achieved using the proposed closed-loop schemes at a BER of10−3.

The attainable performance of the proposed schemes is also investigated when the wireless channels

are not i.i.d. Rayleigh fading channels. More explicitly, we investigate the achievable BER versus the

channel’s spatial correlation coefficientρhihj
, as well as versus the Rician fading factorA and versus the

variance of the channel estimation errorhe at a certain SNR per bit value. We opted for recording the

SNR per bit value, where a BER of10−3 is achieved for transmission over i.i.d. channels.

The algorithm of generating spatially correlated channelsis detailed in Section 2.1.2.1. The format

of the transmitter’s covariance matrixRRRTx employed in our simulations is illustrated in Fig. 6.7a and b

for NTx = 2 andNTx = 4, respectively. The transmitter’s covariance matrix shownin Fig. 6.7b may be

deemed to be representative of the antenna arrangement shown in Fig. 6.7c. More explicitly, the first and

third antenna are located sufficiently far away from the second and the fourth antenna to ensure that the

channels between them are independent. Moreover, the thirdand the fourth antenna are gradually moved

towards the first and the second antenna, respectively. Hence, the correlation between the CIRsh1 and

h3, as well as betweenh2 andh4 increases accordingly.

The BER performance versus the spatial correlation coefficient recorded for various transmission

schemes are illustrated in Fig. 6.8. It is demonstrated in Fig. 6.8 a and b that when we haveNTx = 2,

the original open-loop SSK scheme is very sensitive to spatial correlation, especially for a channel coded

system. The proposed closed-loop scheme using both feedback-aided phase rotation and feedback-aided

power allocation performs better in spatial correlated scenarios. Moreover, the coded BER performance

using1-bit feedback-aided phase rotation is better than that using 1bit feedback-aided power allocation,
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Figure 6.6: Uncoded and coded BER versusEb
N0

for NTx = 2, NRx = 1 using perfect phase feedback,

1-bit quantized phase feedback and1-bit power allocation feedback-aided SSK modulation, respectively.

The performance of the original open-loop SSK modulation isalso included for comparison. All other

system parameters are summarized in Table 6.4.

when the spatial correlation coefficient becomes higher than 0.5. These observations may be explained

with reference to their associated Euclidean distance∆h. The expression of the Euclidean distance∆h for

the original SSK modulation, for the feedback-aided phase rotation scheme and for the feedback-aided

power allocation scheme are
√

Eb|h1 − h2|,
√

Eb(|h1| + |h2|) and
√

2Eb max(|h1|, |h2|), respectively.

The latter two values will less dramatically decrease if theCIRs h1 andh2 are correlated to each other

due to spatial correlation. As a result, it is evident that the two closed-loop systems are less sensitive to

spatial correlations than the original SSK modulation scheme.

It is also demonstrated in Fig. 6.8c and d that the ST-SSK scheme advocated is sensitive to the spatial

correlation, which shows a very similar slope to the uncodedBER curve of the original SSK scheme. For

the convolutionally coded system, the sensitivity of the proposed ST-SSK scheme to spatial correlation

is slightly less pronounced than that of the original SSK scheme, when the spatial correlation coefficient

becomes higher than 0.8. Furthermore, the employment of theproposed feedback-aided power allocation

is capable of reducing the system’s sensitivity to spatial correlations. The beneficial effect of power

allocation is clear for uncoded systems, but becomes less pronounced for coded systems. Again, the

reasons for these observations lie in the effect of the resultant CIR tap difference∆h. The value of∆h

may be expressed in a common format as for all three schemes as
√

xEb|hhhi − hhh j|, wherehhhi andhhhj are

L-element vectors for the ST-SSK scheme, while they are scalars for the other two schemes. This∆h

quantity is affected by the spatial correlation, regardless whether we use feedback-aided power allocation,

whethere we increase the dimension ofhi by using the ST-SSK scheme.

The Rician fading MIMO channel matrix may be modeled as the sum of the matrix representing the
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Figure 6.7: The transmit covariance matrixRRRTx for a) NTx = 2 and b)NTx = 4. An example of the

antenna arrangements corresponding to the transmit covariance b) are also plotted in c).

LOS component and a Rayleigh fading channel matrix as follows [163]:

hhhRician =

√
A

1 + A
hhhmean +

√
1

1 + A
hhh, (6.10)

where theNTx-element vectorhhhmean host the mean values of the CIR taps of theNTx-element MISO

channel,
√

A
1+Ahhhmean is the LOS component,

√
1

1+Ahhh is the fading component andA is the Rician

factor. The Rician factorA is defined as the ratio of the LOS and the scatterred power components. Upon

increasing the Rician factorA, the channel’s spatial correlation increases accordingly, and the channel

will eventually tend to an AWGN channel. The LOS componenthhhmean was set to a matrix constituted by

unity values in our simulation for simplicity.

The BER performance versus the Rician factorA recorded for the various transmission schemes is

illustrated in Fig. 6.9. More explicitly, it is demonstrated in Fig. 6.9a and b that forNTx = 2, the original

open-loop SSK scheme is quite sensitive to the Rician factorA, since the resultant channelsh1 and

h2 become correlated with each other. By contrast, the BER performance of the proposed closed-loop

scheme using either feedback-aided phase rotation or feedback-aided power allocation improves upon

increasing the value ofA. It is plausible that∆h of the proposed closed-loop schemes formulated as√
Eb(|h1| + |h2|) and

√
2Eb max(|h1|, |h2|) is increased, when having a strong LOS signal. Moreover,

the convolutional coded BER performance using1-bit feedback-aided phase rotation is seen to be better

than that using1-bit feedback-aided power allocation. It is also demonstrated in Fig. 6.9 c and d that the

proposed ST-SSK scheme is sensitive to the Rician factor’s value, yielding a steeper slope for the uncoded

system’s BER curve than for the original SSK scheme. Moreover, the employment of the proposed

feedback-aided power allocation scheme is capable of reducing the system’s sensitivity to the Rician

factor A.

Recall that we have discussed the pilot-assisted channel estimation regime in Section 3.2.1. The

resultant channel estimation error may be formulated as

ĥhh =
√

heggg + hhh, (6.11)

wherehe represents the variance of the channel estimation error, the vectorggg is constituted byNTx-

dimensional random Gaussian variables having a zero mean and unit variance, while theNTx-element

vectorhhh represents the i.i.d. Rayleigh fading channel.
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The BER performance versus the variancehe of the channel estimation error recorded for the various

transmission schemes is illustrated in Fig. 6.10. It is demonstrated in Fig. 6.10 a and b that forNTx =

2 the original open-loop SSK scheme is sensitive to channel estimation errors. The proposed closed-

loop scheme using the phase information and the feedback-aided power allocation regimes are both less

sensitive to small channel estimation errors, for example to he < 0.05. However, the sensitivity to high

channel estimation errors becomes similar for all three schemes. It is also demonstrated in Fig. 6.10 c and

d that for small channel estimation errors, the proposed ST-SSK scheme is significantly less sensitive than

the original SSK scheme. Moreover, the employment of the proposed feedback-aided power allocation

is capable of reducing the sensitivity to channel estimation errors provided that these errors are confined

to relatively small values. However, the sensitivity to high channel estimation errors becomes similar for

all three schemes. The resaon for these obervation is that the value of∆h has been increased by using the

proposed schemes. As a result, the proposed schemes became robust to small channel estimation errors.
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Figure 6.8: Uncoded and coded BER performance versus the spatial correlation coefficientρhih j
at a

fixed SNR per bit value using 1) the original open-loop SSK modulation; 2) the proposed closed-loop

scheme using perfect and quantized phase feedback forNTx = 2; 3) the proposed feedback-aided power

allocation scheme forNTx = 2; 4) the proposed open-loop ST-SSK scheme forNTx = 4; and 5) a

combination of ST-SSK and feedback-aided power allocationfor NTx = 4. All other system parameters

are summarized in Table 6.4.
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Figure 6.9: Uncoded and coded BER performance versus the Rician factorA at a fixed SNR per bit

value using 1) the original open-loop SSK modulation; 2) theproposed closed-loop scheme using perfect

and quantized phase feedback forNTx = 2; 3) the proposed feedback-aided power allocation scheme for

NTx = 2; 4) the proposed open-loop ST-SSK scheme forNTx = 4; and 5) a combination of ST-SSK and

feedback-aided power allocation forNTx = 4. All other system parameters are summarized in Table 6.4.
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Figure 6.10: Uncoded and coded BER performance versus the variance of thechannel estimation error

he at a fixed SNR per bit value using 1) the original open-loop SSKmodulation; 2) the proposed closed-

loop scheme using perfect and quantized phase feedback forNTx = 2; 3) the proposed feedback-aided

power allocation scheme forNTx = 2; 4) the proposed open-loop ST-SSK scheme forNTx = 4; and 5) a

combination of ST-SSK and feedback-aided power allocationfor NTx = 4. All other system parameters

are summarized in Table 6.4.
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6.3 Transmit Diversity Assisted Spatial Modulation

In Section 6.2, we proposed an open-loop scheme and two closed-loop schemes in order to achieve trans-

mit diversity for a system using SSK modulation. In this section, we propose a transmit diversity aided

spatial modulation scheme, which is a combination of the ST-SSK scheme and of the diagonal LDC

scheme proposed in Section 6.3.1. The diagonal LDC is capable of achieving the maximum attainable

transmit diversity, while activating only a single transmit antenna each time, and hence using a low-

complexity single-stream detector. In Section 6.3.2, the diagonal LDC is combined with the ST-SSK

schemes proposed in Section 6.2.1, which compensates the throughput loss imposed by the employment

of ST-SSK scheme, while providing a flexible transmission arrangement, as demonstrated by the simu-

lation results of Figs. 6.12 and 6.13. For simplicity, the wireless channel considered in this section is an

i.i.d. Rayleigh fading channel.

6.3.1 Diagonal LDC

As discussed in Section 6.1.3, one of the major benefits of theSSK/SM modulation is its low complexity.

However, the benefit of having a low complexity is not an explicit benefit of the SM scheme, it is rather

a result of activating less transmit antennas at each transmission instant. The diagonal LDC scheme

proposed in this section is a low-complexity MIMO scheme using the conventional APM, which activates

a single transmit antennas at each transmission instant. Wewill demonstrate that this scheme is capable

of achieving the maximum attainable diversity gain as well as multiplexing gain at the same time.

Assuming thatM-level QAM modulation is employed, theL-element transmit symbol vectorxxx radi-

ated duringL consecutive time slots using the proposed diagonal LDC is formulated as

xxx =
Ns

∑
i=1

√
m2Ebgggisi, i = 1, . . . , Ns, (6.12)

wherem2 = log2 M, ggg represents aL-element unitary vector,si represents the QAM modulated symbol

having a normalised power, andNs is the number of multiplexed modulated symbols. Similar to the

conventional LDC detailed in Section 4.2.1, the diagonal LDC is defined by its Dispersion Character

Matrix χχχdiag−LDC, which is a(L × Ns)-element complex-valued matrix formulated as

χχχdiag−LDC = [ggg1 ggg2 . . . gggNs ]. (6.13)

Using this matrix, theL-element transmit symbol vectorxxx may be expressed in a more compact matrix

format as

xxx = χχχdiag−LDCsss, (6.14)

wheresss is aNs-element vector that consists ofNs modulated symbols. There are a total ofMNs legitimate

combinations ofsss whenM-level QAM is employed.

The L elements in the transmit vectorxxx are transmitted one by one usingL time slots. A different
transmit antenna is activated in each time slot, whose indexis denoted asf (tl), (1 ≤ f (tl) ≤ NTx, 1 ≤
tl ≤ L) and f (tl) 6= f (tn), (l 6= n). Consequently, for a system havingNTx transmit antennas and a
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single receive antenna, theL-element received signal vectoryyy of theL time slots may be expressed as





yt1

...

ytl

...

ytL


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√
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L
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0
. . .
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. . . 0

0 . . . 0 h f (tL)
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+


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nt1

...

ntl

...

ntL





.

(6.15)

The maximum attainable transmit diversityNTx is achieved if we haveL = NTx. More generally, for a

system havingNRx receive antennas, the received signalyyy of the L time slots is formulated as


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
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(6.16)

Alternatively, this transmission regime may be characterised in a more compact format as

ȳyy =

√
m2Eb

L
H̄HHχχχdiag−LDCsss + n̄nn, (6.17)

where the received signalȳ̄ȳy is a (NRx L × 1)-element vector, the equivalent channelH̄̄H̄H is a (NRx L ×
L)-element matrix, the diagonal LDC’s dispersion character matrix χχχdiag−LDC is a (L × Ns)-element

complex-valued matrix, the signal vectorsss is a Ns-element vector havingMNs legitimate values and the

equivalent noisēn̄n̄n is aNRx L-element Gaussian variable.

At the receiver, the symbol detection using the ML detector consideringMNs legitimate values may

be formulated as

ŝ̂ŝs = arg min
i

‖ȳyy − H̄HHχχχdiag−LDCsssi‖2. (6.18)

If the conventional LDC detailed in Section 4.2.1 is employed, its dispersion character matrixχχχconv−LDC

has a larger size of(NTxL × Ns), and the corresponding equivalent channelH̄HH also has a larger size of

(NRx L × NTxL) elements. As a result, the complexity of the ML detector using the proposed diagonal

LDC is only1/NTx of that using the conventional LDC. Moreover, the synchronisation between transmit

antennas is also avoided by using the diagonal LDC structure, since only a single transmit antenna is

activated in each time slot.

The optimization of the dispersion character matrix is essential for both the conventional LDCs [179],

as well as for the proposed diagonal LDC. A simple optimisation technique is to generate a large num-

ber ofχχχdiag−LDC matrices consisting of unitary vectors and then choose the particular one offering the
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Figure 6.11:BER versusEb/N0 for a system having two transmit antennas and a single receive antenna,

for the LDC2121-QPSK, LDC2122-QPSK, diagonal LDC2121-4QAM and diagonal LDC2122-4QAM

schemes, respectively.

best BER performance at a high SNR value using full search. Two optimal dispersion character ma-

trices have to be derived using this method for a system having two transmit antennas as well as a

single receive antenna and transmitting one or two QPSK/4QAM modulated symbols within two time

slots. In order to facilitate our further discussion, we refer to the different diagonal LDCs as the “di-

agonal LDCNTxNRxLNs-modulation”, similarly to Section 4.2.1 related to conventional LDCs. Hence,

the resultant pair of optimal diagonal LDCs are termed as thediagonal LDC2121-4QAM and diagonal

LDC2122-4QAM. Their uncoded BER performances are comparedto the corresponding conventional

LDCs. It is demonstrated in Fig. 6.11 that the diagonal LDC achieves exactly the same uncoded BER

performance as the conventional LDCs of Section 4.2.1.

6.3.2 Combination of the ST-SSK and the Diagonal LDC

It is a natural choice to combine the ST-SSK scheme proposed in Section 6.2.1 and the diagonal LDC

scheme detailed in Section 6.3.1, so that a transmit diversity gain is achieved for both the SSK as well as

the APM and diagonal LDC schemes. Another benefit is that the throughput loss imposed by the ST-SSK

scheme might be compensated by increasing the number of modulation levels or the multiplexing order

Ns of the diagonal LDC employed.

However, this combination cannot guarantee that a transmitdiversity order ofL(L < NTx) is

achieved for both the SSK modulated and for the diagonal LDC coded information symbols. The in-

dex of the activated transmit antennas has to be different from each other for each of theL time slots for

the diagonal LDC coded information symbols in order to achieve the maximum attainable theL-th order

transmit diversity. By contrast, the same transmit antennamight have to be activated more than once in

each of theL time slots for creatingL independent∆h values, so that the SSK modulated information

symbols benefit from a diversity order ofL. For example, the first antenna may be activated in the second
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and third time slot, when the bits sequence[0 1] is transmitted using the ST-SSK scheme, as shown in

Table 6.3b. of Section 6.2.1. By appropriately choosing theactivated transmit antennas for each of theL

times slots, it is possible to enhance either the SSK modulated or the diagonal LDC coded information

symbols.

Configuration NTx NRx L m1 m2 Ns ggg ML detector complexity

a 8 1 - 3 - - - 4NTxNRx = 32

b 8 1 2 3 3 1
√

1
L [1, . . . , 1]T 4NTxNRx ML = 512

c 8 1 3 3 6 1
√

1
L [1, . . . , 1]T 4NTxNRx ML = 6144

d 4 1 2 2 2 2 [0, . . . , 0, 1q, 0, . . . , 0]T 4NTxNRx ML = 126

e 4 1 2 2 2 2 unitary vector 4NTxNRx MNs L = 512

f 4 1 2 - 3 2 unitary vector 4NRx MNs L = 256

g 4 2 2 2 2 2 unitary vector 4NTxNRx MNs L = 1024

h 4 2 2 - 3 2 unitary vector 4NRx MNs L = 512

i 8 2 3 3 6 (64) 1
√

1
L [1, . . . , 1]T 4NTxNRx ML = 12288

Table 6.5: Computational complexity of the various MIMO systems achieving a thoughput ofR = 3

(bits/sym), form1 = log2 NTx andm2 = log2 M.
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Figure 6.12: BER versusεb
N0

for a system havingNRx = 1, 2 and a throughput ofR = 3 (bits/sym)

using the various configurations listed in Table 6.5

In Fig. 6.12 and 6.13, the uncoded and coded BER performance of the original SSK scheme, of

the diagonal LDC scheme and of the combination of the LDC and ST-SSK schemes is compared. The

parameters of eight different configurations are listed in Table 6.5 in conjunction with their complexity

when using the ML detector. Each of them achieves a throughput of 3 (bit/symbol). The uncoded BER

performances of these eight configurations are characterized in Fig. 6.12, and the corresponding coded
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Figure 6.13: BER versus εb
N0

for a coded system havingNRx = 1, 2 and a throughput ofR = 1

(bits/sym) using1
3 convolutional codes and the various configurations listed in Table 6.5

BER performance of theR = 1 (bits/sym) scheme using a13 -rate convolutional code is illustrated in

Fig. 6.13. Configuration (a) utilisedNTx = 8 transmit antennas,NRx = 1 receive antenna and the

conventional SSK modulation scheme, in order to achieve a throughput ofR = 3 (bits/sym) and a di-

versity order of one. Configuration (b) uses two time slots for transmission, and employedNs = 1, as

well as M = 8-QAM to compensate for the throughput loss. Its uncoded BER performance is worse

than that of Configuration (a) at low SNRs because of the increased number of modulation levels, but

it becomes better at high SNRs because of the increase in its achievable transmit diversity order. How-

ever, the coded performance of Configuration (b) is about 4dBworse than that of Configuration (a) at

a BER of10−3. Configuration (c) further increased the value ofL to three, and employed 64QAM for

throughput compensation. When achieving a transmit diversity order of three, both the uncoded and

coded BER performance improved compared to that of Configuration (a). However, the complexity of

the detector has also dramatically increased. Configuration (d) employedNTx = 4, NRx = 1 anten-

nas,4-SSK modulation and two time slots to separately transmit two 4-QAM modulated symbols. The

achievable uncoded BER performance of Configuration (d) at low and medium SNRs is almost the same

as that of Configuration (c), but at a significantly reduced complexity. At high SNRs, the uncoded BER

performance of Configuration (d) is worse than that of Configuration (c) because the 4QAM symbols of

Configuration (d) benefit from a transmit diversity order of one only. If these two 4QAM symbols are dis-

persed to two time slots by two complex-valued dispersion vectors, as in Configuration (e), the uncoded

BER performance improves at high SNRs at the cost of slightlyincreasing of the detector’s complexity.

Nevertheless, the coded BER performance of Configurations (c) (d) and (e) is almost identical since their

uncoded BER performances are similar at low and medium SNRs.If the SSK modulation scheme is not

employed, as in Configuration (f), the uncoded BER performance improves at low SNRs between -4dB

and 5dB, since no error propagation is imposed by the SSK modulated symbols. However, the uncoded
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BER performance of Configuration (f) recorded at high SNRs isworse than that of Configuration (c) (d)

and (e) because QAM is not a power-efficient scheme. Similar trends may also be observed for the coded

scenario. The benefits of using SSK modulation are further demonstrated by comparing the performance

of Configuration (g) and (h), whereNRx = 2, ST-SM and ST are employed, respectively. As discussed

in Section 6.1, the minimum Euclidean distance of the symbols using SSK modulation improves, when

NRx is increased. Hence, the benefits of employing the ST-SM scheme, as in Configuration (g) over the

pure STBC scheme of Configuration (h) becomes more substantial.

6.4 Chapter Summary

In this chapter, we have studied various SM aided open-loop and closed-loop MIMO systems obeying the

architecture of Fig. 6.1. In Section 6.1, we have first provided an overview of the SM scheme, where the

corresponding modulation and detection algorithms were detailed, and a comparison between the SSK

and the conventional APM scheme was given. Then, in Section 6.2, we have proposed a novel open-

loop scheme termed as ST-SSK and two closed-loop schemes, namely the feedback-aided phase rotation

and feedback-aided power allocation regimes designed for achieving transmit diversity for a system using

SSK modulation. The simulation results extracted from Fig.6.5 to Fig. 6.10 demonstrated that in addition

to achieving transmit diversity, the proposed scheme also enhances the robustness of the system to chan-

nel effects, such as spatial correlation and channel estimation errors. The advocated schemes performe

better than the original SSK modulation in the scenario of having Rician fading channels. Moreover, in

Section 6.3 a diagonal LDC scheme was proposed, which is capable of striking a flexible trade-off be-

tween the maximum attainable diversity as well as multiplexing gain. By activating only a single transmit

antenna in each transmission time slot, the proposed diagonal LDC scheme is also capable of dispensing

with the synchronization between transmit antennas, as well as reducing the complexity of the receiver

by using a single-stream ML detector. Furthermore, a combination of the diagonal LDC and the ST-SSK

scheme was proposed in Section 6.3, which provides a transmit diversity gain for both the SSK modu-

lated and LDC coded information bits. The scenarios considered in this chapter may be streamlined into

six typical systems, whose parameters are summarised in Table 6.6. The corresponding simulation results

are protrayed in Table 6.7, which considers three groups of comparisons quantifying the advantages of

the proposed schemes.
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Table 6.6: Simulation Parameters
Channel Code Convolutional code

Coding Raterc
1
3

Interleaver Length 1500

Channel Spatial Correlationρhi hj
ρhihj

= 0, 0.05, . . . , 0.95

Rician FactorA A = 0, 0.5, . . . , 2

Channel Estimation Errorhe he = 0, 0.05, . . . , 0.2

System 1
Number of antennas ((NTx, NRx)) (2,1)

Modulation 2-SSK

Quantization bitsb 1

System 2
Number of antennas ((NTx, NRx)) (4,1)

Modulation 4-SSK

Quantization bitsb 2

System 3

Number of antennas ((NTx, NRx)) (4,1)

Modulation 4-SSK

ST-SSK Time SlotL 3

Quantization bitsb 2

System 4
Number of antennas ((NTx, NRx)) (8,1)

Modulation 8-SSK

System 5
Number of antennas ((NTx, NRx)) (4,1)

LDC diagonal LDC4122-8QAM

System 6
Number of antennas ((NTx, NRx)) (4,1)

LDC diagonal LDC4122-4QAM

SSK 4-SSK

ST-SSK Time SlotT 2
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Table 6.7: Performance Summary
System Comparison BER Performance (uncoded/coded) R Detector

Parameter Schemes SNR=15dB ρ = 0.8 A = 2 herror = 0.1 (bits com-

SNR=4dB /sym) -plexity

System 1 in Conventional 1.5 · 10−2 4 · 10−3 2 · 10−3 5 · 10−2 1 8

Table 6.6 SSK 4 · 10−2 2 · 10−1 5 · 10−2 1.5 · 10−2 1
3 8

Feedback-aided 10−3 3 · 10−3 4 · 10−4 1.5 · 10−2 1 8

Phase rotation 3 · 10−3 4 · 10−3 10−4 10−2 1
3 8

Feedback-aided 10−3 3 · 10−3 4 · 10−4 2 · 10−2 1 8

Power allocation 3 · 10−3 10−2 3 · 10−4 10−2 1
3 8

System 2 in Conventional 1.5 · 10−2 1.5 · 10−3 1.5 · 10−3 8 · 1−−2 2 16

Table 6.6 SSK 3 · 10−2 1.5 · 10−1 10−1 4 · 10−2 1
3 16

Feedback-aided 5 · 10−3 10−3 10−3 7 · 10−2 2 16

Power allocation 4 · 10−3 8 · 10−2 3 · 10−2 2 · 10−2 1
3 16

System 3 in ST-SSK 4 · 10−4 4 · 10−3 8 · 10−2 7 · 10−3 2
3 48

Table 6.6 2 · 10−4 9 · 10−2 3 · 10−1 6 · 10−3 2
9 48

ST-SSK+ 10−4 3 · 10−3 2 · 10−2 6 · 10−3 2
3 48

power allocation 2 · 10−5 4 · 10−2 4 · 10−2 5 · 10−3 2
9 48

System 4 in Conventional 2 · 10−2 - - - 3 32

Table 6.6 SSK 3 · 10−1 - - - 1 32

System 5 in Diagonal LDC 3 · 10−3 - - - 3 256

Table 6.6 10−1 - - - 1 256

System 6 in Diagonal LDC 3 · 10−3 - - - 3 512

Table 6.6 + ST-SSK 3 · 10−2 - - - 1 512



Chapter7
Conclusions and Future Work

In this treatise, closed-loop multiple antenna aided wireless communications systems using limited feed-

back is studied, with the goal of improving the efficiency of the CSIT acquisition and exploitation. Four

particular applications of closed-loop based MIMO schemesare investigated in this thesis, namely the

TxMF aided single-user MISO system of Chapter 3, the TxEBF aided single-user MIMO system of

Chapter 4, the linear MUT aided multi-user SDMA downlink discussed in Chapter 5 and the spatial

modulation aided single-user MIMO system detailed in Chapter 6. This chapter summarises the key

contents and contributions of each chapter and presents their most salient conclusions. Then some de-

sign guidlines for closed-loop MIMO system using limited feedback are provided in Section 7.2. Our

suggestions for future research are outlined thereafter.

7.1 Chapter Summaries

7.1.1 Chapter 1

Chapter 1 constitutes the general background of our studiesthroughout this thesis. More specifically, a

brief review of MIMO techniques, especially closed-loop MIMO techniques was provided in Section 1.1.

Then the scope of this thesis was specified in Section 1.2. Moreover, Section 1.3 outlines the focus of

each chapter. Finally, the novel contributions were described in Section 1.4.

7.1.2 Chapter 2

Chapter 2 discussed three key topics in closed-loop MIMO communication, namely the channel model

in Section 2.1, the linear transmit preprocessing philosophy in Section 2.2 and the CSI quantisation

in Section 2.3. This chapter is the foundation of the entire thesis. The algorithms described in this

chapter, including the channel modelling algorithms, the transmit preprocessing algorithms and the CSI

quantisation codebook generation algorithms were extensively used in the following four main chapters.

More explicitly, Section 2.1 commenced with a general description of wireless channels in Sec-

tion 2.1.1, where slow frequency-flat/narrow-band Rayleigh fading channels were considerred. Then the

algorithms of MIMO channel modelling were introduced in Section 2.1.2, where the modelling of the
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spatial- and of temporal-domain proporties were presentedin Section 2.1.2.1 and 2.1.2.2, respectively.

Using these modelling algorithms, an example of a MIMO channel having two transmit antennas and a

single receive antenna was portrayed in Section 2.1.3. The simulation results shown in Figs. 2.6 and 2.7

demonstrated that the joint distributions of the two channel envelopes and channel phases are different

from each other, and vary with the spatial correlation coefficient. Hence, two different CSI quantisers

specifically designed for the channel envelope and channel phase vectors were required.

Moreover, Section 2.2 introduced five linear transmit preprocessing algorithms, which are classified

into algorithms designed for single-user scenarios, including the Transmit Matched filter (TxMF) and

the Transmit Eigen-Beamforming (TxEBF) detailed in Section 2.2.1, as well as the Multi-user Transmit-

ter (MUT) algorithms conceived for multi-user scenarios, including the Transmit Zero-Forcing (TxZF),

Transmit Minimum Mean Square Error (TxMMSE) and Transmit Block Diagonalization (TxBD) dis-

cussed in Section 2.2.2. Four aspects were highlighted for each transmit preprocessing algorithm, which

are the algorithms’ derivation, their benefits, constraints and the required feedback information. A sum-

mary of these transmit preprocessing schemes was provided in Table 2.3 of Section 2.2.3. The specific

type of the required CSI was classified into six categories, which are explicitly listed in Section 2.2.3.

Furthermore, the design of CSI quantisers was presented in Section 2.3. A general introduction to

quantization was provided in Section 2.3.1, along with the Linde-Buzo-Gray (LBG) codebook genera-

tion algorithm. Then three types of quantisers were introduced, which were classified according to the

distance metrics employed for measuring the quantisation error between the unquantised and the cor-

responding quantised data points. More explicitly, quantisers using the Euclidean distance metric were

discussed in Section 2.3.2, which is applicable for arbitrary quantizers such as scalar, vector, matrix,

real-valued and complex-valued schemes. The LBG algorithmwas employed for generating codebooks

having an arbitrary size. The averaged quantisation error versus the number of quantisation bits for

2-dimensional Rayleigh distributed real-value vectors was illustrated in Fig. 2.11. The second type of

quantisers using the chordal distance was detailed in Section 2.3.3, which was designed for unitary vec-

tors. The codebook generation using the LBG algorithm was detailed in Section 2.3.3, and the averaged

quantization error versus the number of quantization bits was illustrated in Fig. 2.12 for 2-dimensional

unitary vectors. The third type of quantisers using the Fubini-Study distance was detailed in Section 2.3.4,

which is used for unitary matrices. The corresponding codebook was constructed either using the Grass-

mannian subspace-packing results available in the open literature [133] or was randomly generated. The

averaged quantisation error versus the number of quantisation bits for a(4 × 2)-element unitary matrix

was illustrated in Fig. 2.13.

7.1.3 Chapter 3

Chapter 3 investigated the design of the TxMF aided closed-loop single-user MISO system illustrated in

Fig. 3.1. First of all, Section 3.1 commenced with the investigation of the achievable ergodic channel

capacity using quantised CSI. Four different quantisers were compared in Section 3.1.1, and the results

illustrated in Fig. 3.3 demonstrated that the achievable ergodic channel capacity is maximized by using

the Grassmannian line-packing quantiser detailed in Section 2.3.3 and by feeding back the unitary prepro-

cessing vectorhhh|hhh| . The performance of the Grassmannian line-packing quantiser was further investigated

in Section 3.1.2, where both spatially independent and spatially correlated channels were considered.

The simulation results portrayed in Fig. 3.4 and 3.5 demonstrated that the achievable ergodic channel
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capacity of a TxMF aided closed-loop MISO system using even asingle1-bit quantized CSIT is always

higher than that of its open-loop counterpart. The achievable channel capacity gain versus the number of

feedback bits initially increases rapidly, but the improvements become more modest, when the value of

feedback bits becomes higher.

Moreover, Section 3.2 investigated the achievable ergodicchannel capacity in a more realistic sce-

nario, where the channel estimation error, the pilot symbols’ signalling overhead, the CSI quantisation

error as well as the CSI feedback signalling overhead were all considered. The basic pilot-assisted chan-

nel estimation algorithm described in Section 3.2.1 was employed for simplicity. Using the closed-form

capacity formula of Equations (3.5) and (3.8) derived in Section 3.2.2, the achievable ergodic capacity

of an open-loop and of a TxMF aided closed-loop MISO system are compared in Section 3.2.3 using

Mounte-Carlo simulation. The simulation results shown in Figs. 3.7, 3.8 and 3.9 demonstrated that the

potential capacity improvements of using a closed-loop design and an increased number of transmit an-

tennas are indeed achieveable for slowly fading channels, but erode for relatively rapidly fading channels.

The main reason for this observation is that a large proportion of the channel capacity has to be sacrificed

for pilot signalling, especially for systems having a high number of transmit antennas. The feedback

overhead also imposes a capacity degradation, but this is less substantial than the effects of the pilot

signalling overhead.

Since the investigations of Section 3.2 illustrated that the pilot signalling overhead imposed a seri-

ous performance degradation, a novel pilot overhead reduction scheme was proposed in Section 3.4 for

rapidly fading channels. The philosophy of our proposed scheme is that the pilot symbols were mul-

tiplied with the unitary preprocessing vectors contained in the pre-defined codebook, so as to replace

the consecutive transmission of pilots by their simultaneous transmission. The corresponding new frame

structure was shown in Fig. 3.10. The main difference in comparison to that of Fig. 3.6 is that the number

of the pilot symbols becomes independent of the number of transmit antennas, instead, it is related to the

codebook size|QQQ|. This will dramatically reduce the capacity loss caused by pilot symbols, especially

when the number of transmit antennas is high, while the codebook size is limited. The simulation results

shown in Fig. 3.11 demonstrated that a significant improvement was achieved using the proposed pilot

signalling algorithm. For example, if we have a normalised Doppler frequency offdm−norm = 0.1, five

transmit antennas, a single receiver antenna and a codebookwith two entries, using the conventional

pilot signalling scheme of Fig. 3.6,50% of the channel capacity loss is imposed by the insertion of pilot

symbols. By contrast, using the proposed scheme shown in Fig. 3.10, only20% of the effective capacity

is used for pilot invoked for channel estimation.

Furthermore, another novel technique referred to as Pilot Symbol Assisted Rateless (PSAR) coding

was proposed in Section 3.4. After briefly introducing the rateless coding philosophy in Section 3.4.1,

the system model was presented in Section 3.4.2, where the feedback CSI was used not only for TxBF

preprocessing, but also for channel encoding. The philosophy of our proposed PSAR scheme is that

a predetermined fraction of binary pilot symbols is interspersed with the channel-coded bits before the

channel coding stage, instead of multiplexing the pilots with the data symbols after the FEC stage but

before the modulation stage, as in classic Pilot Symbol Assisted Modulation (PSAM) used in previous

sections. As a result, the PSAR code-aided transmit preprocessing scheme succeeds in gleaning more

beneficial knowledge from the inserted pilots, because the pilot bits are not only useful for estimating the

channel at the receiver, but they are also beneficial in termsof significantly reducing the computational
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complexity of the rateless channel decoder. The detailed design of the proposed PSAR scheme, including

the transmit distribution selector, the encoding process,the transmission and the decoding process were

explicitly discussed in Sections 3.4.2.1 to 3.4.2.4. The simulation results shown in Fig. 3.18 demonstrated

that a more than30% decoder complexity reduction can be attained by the proposed system, when com-

pared to the corresponding benchmarker scheme having the same pilot overhead but using the classic

PSAM technique.

7.1.4 Chapter 4

Chapter 4 investigated the design of the TxEBF aided closed-loop single-user MISO system. First of

all, relying to Section 3.1, where the achievable ergodic capacity of a TxMF aided closed-loop single-

user MISO system was analysed, the achievable ergodic capacity of a TxEBF aided closed-loop single-

user MIMO system was detailed in Section 3.1. More explicitly, the CCMC capacity achieved with

the aid of perfect CSIR/CSIT was detailed in Section 3.1.1, where the upper-bound of the achievable

ergodic capacity was provided and illustrated in Fig. 4.2. Then the CCMC capacity associated with

perfect CSIR in combination with quantized CSIT was discussed in Section 4.1.2. The required feedback

information, namely the power allocation vector and the activated eigen-beam vector, were discussed in

Section 4.1.2. The simulation results portrayed in Fig. 4.6illustrated the achievable ergodic capacity gain

versus the number of quantization bits, which demonstratedthat the achievable capacity gain may indeed

be attained, when using a sufficiently high number of quantization bits.

Given the CSIT, the novel Linear Dispersion Code (LDC) aidedTxEBF scheme of Section 4.2 may

be invoked. After providing a brief introduction to LDCs in Section 4.2.1, our proposed algorithm of

Fig. 4.8 was detailed in Section 4.2.2, along with the derivation of the achievable capacity of the proposed

scheme. The philosophy of the scheme advocated is that the modulated symbols are first LDC encoded

before preprocessing by the TxEBF weighting vectors. Armedwith the LDCs, the proposed scheme

is capable of achieving the maximum attainable diversity gain and of approaching the Discrete-Input-

Continuous-Output Memoryless Channel’s (DCMC) capacity for an arbitrary number of transmit and

receive antennas. The simulation results of Figs. 4.9, 4.10and 4.11 were interpreted in Section 4.2.3 and

demonstrated the advantages of the proposed scheme in termsof the achievable DCMC capacity as well

as the attainable BER performance.

In contrast to the LDC aided TxEBF scheme discussed in Section 4.2, where the LDCs were em-

ployed to eleminate the difference between the decomposed orthogonal eigen-beams, the algorithm pro-

posed in Section 4.3 exploited the different channel quality of the orthogonal eigen-beams for unequal-

protection video transmission. A brief introduction to theH.264/AVC video codec was provided in

Section 4.3.1, which illustrated that the information bitsrepresenting a compressed video source signal

have unequal error sensitivity. The philosophy of the proposed scheme is to transmit the more sensitive

video bits through the eigen-beam having a higher eigen-value, while transmitting the less sensitive video

bits through the eigen-beams corresponding to a lower eigen-value. The system model was detailed in

Section 4.3.2. The simulation results of Figs. 4.13 and 4.14in Section 4.3.3 demonstrated that improved

video transmission quality was achieved using the proposedscheme.
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7.1.5 Chapter 5

Chapter 5 investigated the design of the linear MUT aided closed-loop SDMA downlink. In contrast

to the previous two chapters, where the feedback channel wasassumed to be noise-free and delay free,

the detrimental effects of imperfect feedback channels were investigated in this chapter. More explic-

itly, three scenarios of imperfect feedback channels were considered, namely bandwidth-limited, error-

contaminated and delayed feedback channel. Three novel feedback schemes were proposed correspond-

ing to the aforementioned three types of imperfect feedbackchannel.

First of all, the novel concept, of Exit-Chart Optimized CSIQuantization (ECO-CQ) was proposed

in Section 5.1. After briefly reviewing the pilot-aided CIR estimation and CIR feedback illustrated in

Fig. 5.2, the philosophy of the proposed scheme was detailedin Section 5.1.1, explicitly the ECO-CQ

assists the system in maintaining the lowest possible CSI feedback overhead, while ensuring that an open

EXIT-tunnel is still attainable so as to achieve an infinitesimally low BER. The proposed scheme was

applied in a TxBD aided SDMA downlink system, whose system model was detailed in Section 5.1.2

and the related EXIT-Chart analysis was provided in Section5.1.3. The simulation results of Fig. 5.9 in

Section 5.1.4 demonstrated that the proposed ECO-CQ may reduce the normalised feedback overhead

compared to the conventional Channel Quantizer (CQ). For instance, as summarised in Table 5.2, the

ECO-CQ aided iterative downlink SDMA system using an average of 2.7 quantization bits per CIR co-

efficient achieves a10% normalised overhead reduction atEb/N0 = 5dB, compared to the conventional

CQ aided benchmark system.

Moreover, a soft decoding assisted MIMO CIR recovery schemewas proposed in Section 5.2, which

is capable of minimising the distortion imposed by error-prone feedback channels. The proposed scheme

was applied in a TxMMSE assisted MISO multi-user SDMA system, which is illustrated by Fig. 5.10 in

Section 5.2.1. The soft decoding algorithm was detailed in Section 5.2.2. More explicitly, the CIR recon-

structed at the transmitter using the proposed soft VQ decoder is constituted by a linear combination of

the codebook entries recovered from the error-contaminated received signal. As a result, this design does

not rely on the straightforward feedback of a specific CIR tap’s index or of an entire CIR’s index. A visu-

alisation of the proposed algorithm was offerred by Fig. 5.11. The simulation results of Figs. 5.12, 5.13

and 5.14 Section 5.2.3 demonstrated that both the average reconstruction error and the achievable BER

performance were improved using the proposed soft VQ decoder.

Furthermore, a periodically activated CIR update scheme employing a channel predictor at the DL

transmitter for predicting the CIR taps for each future symbol transmission instant was proposed in Sec-

tion 5.3. Hence this scheme mitigates the performance degradation imposed by the associated signalling

delays. The design of long-term channel prediction including both the scalar and vector quantiser was

introduced in Section 5.3.1. Then a Predictive Vector Quantizer (PVQ) of Fig. 5.17 was discussed in

Section 5.3.2. The simulation results were illustrated in Section 5.3.4. Compared to a conventional Vec-

tor Quantizer (VQ), the PVQ has significantly reduced the CIRfeedback bit rate. Hence, the new PVQ

scheme was capable of providing more accurate CIR information or of supporting a channel having a

higher Doppler frequency in comparison to a conventional VQwhile using a fixed feedback bit rate.
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7.1.6 Chapter 6

Chapter 6 investigated the design of the Spatial Modulation(SM) aided open-loop and closed-loop single-

user MIMO. Section 6.1 commenced with a literature review ofSM schemes, along with the detailed

portrayal of the SM algorithm, and its comparison to the conventional Amplitude and Phase Modulation

(APM). It was demonstrated in this section that the SM is constituted by a combination of Space Shift

Keying (SSK) modulation and a SIMO system using the conventional APM. The intrinsic feature of

the SSK modulation is that it exploits the independent fading of the different transmit antennas signals,

which allows the system to dispense with transmit antenna synchronisation, while exhibiting a robustness

to channel estimation errors. As a result, the SM scheme exhibit certain advantages over other MIMO

schemes.

Moreover, three novel schemes, namely the open-loop Space Time Space Shift Keying (ST-SSK) de-

signed for systems having more than two transmit antennas, the closed-loop feedback aided phase rotation

conceived for systems having two transmit antennas and the closed-loop feedback assisted power allo-

cation were proposed in Section 6.2 in order to achieve a useful transmit diversity for SSK modulation.

More explicitly, following the philosophy of STBC, the ST-SSK scheme was proposed in Section 6.2.1

for scenarios having more than two transmit antennas, whichemploys multiple transmit time slots for

achieving transmit diversity. Then, in Section 6.2.2, the feedback aided phase rotation scheme was dis-

cussed, when relying on two transmit antennas. Another closed-loop scheme using feedback aided power

allocation was proposed in Section 6.2.3 for systems havingan arbitrary number of transmit antennas.

Our simulation results were discussed in Section 6.2.4 using the parameters listed in Table 6.4. The pro-

posed schemes were capable of significantly improving the achievable uncoded BER performance over

i.i.d. Rayleigh fading channels as well as over Riacian fading channels, as illustrated in Figs. 6.5, 6.6

and 6.9, respectively. Additionally, the robustness to thespatial correlation and channel estimation errors

was also improved by employing the proposed scheme, as illustrated in Figs. 6.8 and 6.10.

Furthermore, a novel transmit diversity aided spatial modulation scheme was proposed in Section 6.3,

which is a combination of the ST-SSK scheme and of the novel diagonal LDC scheme. The diagonal

LDC detailed in Section 6.3.1 is capable of achieving the maximum attainable transmit diversity, activat-

ing only a single transmit antenna at each symbol instant, and reducing the complexity of the detector.

Then in Section 6.3.2, the novel diagonal LDC was combined with the ST-SSK schemes proposed in Sec-

tion 6.2.1, which compensate the throughput loss caused by the employment of ST-SSK scheme. This

scheme provided a more flexible transmission arrangement, as demonstrated by the simulation results of

Fig. 6.12 and 6.13.

7.2 Design Guidelines

Our guidelines conceived for the design of closed-loop MIMOsystems using limited feedback are sum-

marised in this section as illustrated in Fig. 7.1 by examining the various schemes investigated throughout

Chapter 3 to Chapter 6. More explicitly, we may formulate thefollowing general design steps in order to

acquire and exploit the CSIT, and hence to maximise the benefits of using closed-loop schemes.

1. Step 1:Design appropriate transmit preprocessing schemes under the assumption of having perfect

CSIT.
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Figure 7.1: Flow chart of the five-steps design procedure.

Example:The transmit preprocessing algorithms detailed in Section2.2 and employed throughout

Chapter 3 to Chapter 5 were derived assuming that perfect CSIT was available. The benefits of

these schemes were quantified for example in Fig. 3.2 of Section 3.1 and Fig. 4.2 of Section 4.1.1.

The feedback-aided phase rotation scheme of Chapter 6 was also designed assuming the availability

of perfect CSIT as illustrated by Equation (6.8).

2. Step 2: Determine the specific type of the required feedback information, whose entropy has to be

as low as possible.

Example:It was demonstrated in Fig. 3.3 of Section 3.1.1 that feedingback the unitary beamform-

ing vector is more efficient than that of the entire CIR vectorfor a TxMF aided closed-loop MISO

system, since the former one exhibits a lower entropy than the latter one.

3. Step 3: Design an efficient quantiser based on the statistical properties of the required feedback

information. The distortion metric of the quantiser may be the conventional MSE metric, but the

employment of a direct data-link performance related metric is preferable.

Example: The different statistical properties of the channel phase vector and channel envelope

vector were characterized in Figs. 2.6 and 2.7 of Section 2.1.3, which illustrated the importance

of considering the statistical properties of the quantity to be quantized during the quantiser design.

The quantisers employed in this thesis included the MSE-based vector quantiser of Section 2.3.2,

the Grassmannian quantiser of Section 2.3.3 and 2.3.4 etc. All of the quantisers were designed

following this principle. The employment of the MSE metric described in Section 2.3.2 is straight-

forward, which relies on the employment of the LGB algorithmfor codebook generation. However,

the chordal distance described in Section 2.3.3 and the Fubini-Study distance of Section 2.3.4 are

more favourable, since they are capable of maximizing the data-link’s received SNR and achievable

mutual capacity, respectively.

4. Step 4: Improve the efficiency and robustness of the quantiser by employing conventional source

compression.

Example:The PVQ scheme proposed in Section 5.3 enhanced the efficiency of the quantiser by

exploiting the temporal correlation of the MIMO channel. The soft decoding algorithm discussed

in Section 5.2 minimised the distortion imposed by the feedback channel. These two approaches

are commonly employed in the design of source encoders [91,92].

5. Step 5: Joint optimisation of the data transmission link and the CSIfeedback link based on the

ultimate target performance metric.

Example:The ECO-CQ scheme of Section 5.1.1 provided a framework for minimising the feed-

back overhead based on a specific target BER performance (e.g. an open EXIT-Chart tunnel) of

the data-link.
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7.3 Future Work

It appears promsing to extend our work reported in this thesis in the following directions.

1. In Chapter 3, we investigated the capacity loss imposed bypilot-assisted channel estimation. It

would be interesting to identify the capacity loss imposed by more accurate channel estimation

schemes, such as decision-feedback channel estimation [180], in order to minimise the effects of

the estimation errors. Alternatively, it would be beneficial to investigate the capacity loss, when

using semi-blind [31, 32] or entirely blind [33] channel estimation, where the signalling overhead

associated with channel estimation is minimised.

2. In Chapter 4, we demonstrated that the TxEBF is capable of providing unequal error protection

to the video stream, hence it is capable of enhancing the video transmission quality. It would be

interesting to investigate the optimal combination of the TxEBF and the channel codes for the sake

of achieving various Quality of Service (Qos) requirements. This work may also be extended to

audio system and 3D video.

3. In Chapter 5, the problem of minimising feedback overhead, minimising the reconstruction error

imposed by the error-contaminated feedback channel and of mitigating the feedback delay were

treated separately in three distinctive sections. It wouldbe interesting to design a robust system

jointly considering all these three aspects, and to evaluate its performance.

4. In Chapter 6, the throughput of SSK modulation increased logarithmically with the number of

transmit antennas, which is inefficient. It would be interesting to combine our proposed schemes

with the generalised SSK modulation scheme proposed in [173] in order to increase its throughput.

Moreover, it would be beneficial to investigate the application of spatial modulation in a multi-

user scenario. Since less transmit antennas are activated simultaneously at each symbol interval,

the resultant inter-user interference might become quite different from that of the system using

traditional MIMO schemes.

5. Scheduling algorithms [51] were not considered in our study. It would be necessary to combine

the algorithms proposed in the thesis with user scheduling algorithms operating in multi-user or

multi-cell scenarios.
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3GPP 3rd Generation Partnership Project

ACF auto-correlation function

AE Antenna Element

AOA Angle of Arrival

AOD Angle of Departure

APM Amplitude Phase Modulation

AR Auto-Regressive

BER Bit-Error-Ratio

BS Base Station

CBP Coded Block Pattern

CCMC Continuous-input Continuous-output Memoryless Channel’s

CIR Channel Impulse Responses

CND Check Node Decoder

CQ Channel Quantizer

CSI Channel State Information

CSIT CSI at the Transmitter

DCM Dispersion Character Matrix

DCMC Discrete-input Continuous-output Memoryless Channel’s

DDS Degree Distribution Selector

DFT Discrete Fourier Tansform

DL Down-Link

DP Data Partitioning

DSS Degree Distribution Selector

ECO-CQ EXIT-Chart Optimised CSI Quantizer

EXIT Extrinsic Information Transfer
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FDD Frequency Division Duplex

FEC Forward Error Correction

FSK Frequency Shift Keying

GSCM Geometry-based Stochastic Channel Model

i.i.d. independent and identically-distributed

ICI Inter Channel Interference

LBG Linde-Buzo-Gray

LDC Linear Dispersion Code

LDPC Low-Density Parity-Check

LHS Left-Hand-Side

LLRs Log-likelihood Ratio

LOS Line-Of-Sight

LT Luby Transform

LTE Long-Term-Evolution

MB Macro-Block

MIMO Multiple-Input-Multiple-Output

MISO Multiple-Input-Single-Output

ML Maximum-Likelihood

MMSE Minimum Mean Square Error

MSE Mean Square Error

MT Mobile Terminal

MUD Multi-User Detectors

MUT Multi-User Transmitters

NLOS Non-Line-Of-Sight

NSTS Non-Separable Transmit Symbols

OFDMA Orthogonal-Frequency-Division-Multiplexing-Access

PSAM Pilot Symbol Assisted Modulation

PSAR Pilot Symbol Assisted Rateless

PSD Power Spectral Density

PSNR Peak-Signal-to-Noise-Ratio

PVQ Predictive Vector Quantizer

RHS Right-Hand-Side

RSC Recursive Systematic Convolutional

SCM Spatial Channel Model
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SDMA Space-Division Multiple Access

SIMO Single-Input Multiple-Output

SISO Single-Input Single-Output

SISTER Single Interaction ScatTEring Reflecting

SM Spatial Modulation

SSK Space Shift Keying

ST-SSK Space Time Space Shift Keying

SVD Singular Value Decomposition

TDD Time Division Duplex

TxBD Transmit Block Diagonalization

TxEBF Transmit Eigen-Beamforming

TxMF Transmit Matched Filter

TxMMSE Transmit Minimum Mean Square Error

TxZF Transmit Zero-Forcing

UEP Unequal Error Protection

UL Up-Link

ULAs Uniform Linear Arrays

URC Unit-Rate Codes

V-BLAST Vertical Bell-Labs Layered Space-Time Architecture

VLC Variable Length Coding

VND Variable Node Decoder

VQ Vector Quantizer

WLANs Wireless Local Area Networks



Bibliography

[1] E. T. Ar and I. E. Telatar, “Capacity of multi-antenna Gaussian channels,”European Transactions

on Telecommunications, vol. 10, pp. 585–595, 1999.

[2] L. Hanzo, O. lamri, M. El-Hajjar, and N. Wu,Near-Capacity Multi-Functional MIMO Systems :

Sphere-Packing, Iterative Detection and Cooperation. Wiley-IEEE Press, May 2009.

[3] D. J. Love, R. Heath, V. Lau, D. Gesbert, B. D. Rao, and M. Andrews, “An overview of limited

feedback in wireless communication systems,”IEEE Journal on Selected Areas in Communica-

tions, vol. 26, pp. 1341–1365, Oct. 2008.

[4] S. Sesia, I. Toufik, and M. Baker,LTE: The UMTS Long Term Evolution from Theory to Practice.

John Wiley and Sons Ltd, 2009.

[5] G. J. Foschini, “Layered space-time architecture for wireless communication in fading environ-

ments when using multiple antennas,”Bell Labs Technical Journal, vol. 2, pp. 41–59, 1996.

[6] A. Goldsmith, S. A. Jafar, N. Jindal, and S. Vishwanath, “Capacity limits of MIMO channels,”

IEEE Journal on Selected Areas in Communications, vol. 21, pp. 684–702, June 2003.

[7] J. Jeganathan, A. Ghrayeb, L. Szczecinski, and A. Ceron,“Space shift keying modulation for

MIMO channels,”IEEE Transactions on Wireless Communications, vol. 8, pp. 3692–3703, July

2009.

[8] A. Nosratinia, T. E. Hunter, and A. Hedayat, “Cooperative communication in wireless networks,”

IEEE Communications Magazine, vol. 42, pp. 74–80, Oct. 2004.

[9] Y. Fan and J. Thompson, “MIMO configurations for relay channels: Theory and practice,”IEEE

Transactions on Wireless Communications, vol. 6, pp. 1774–1786, 2007.

[10] C. Li, G. Yue, M. A. Khojastepour, X. Wang, and M. Mohammad, “LDPC-coded cooperative relay

systems: performance analysis and code design,”IEEE Transaction on Communications, vol. 56,

pp. 485–496, 2008.

[11] M. Vu and A. Paulraj, “MIMO wireless linear precoding,”IEEE Signal Processing Magazine,

vol. 24, pp. 86–105, Sept. 2007.



BIBLIOGRAPHY 156

[12] Q. H. Spencer, C. B. Peel, A. L. Swindlehurst, and M. Haardt, “An introduction to the multi-user

MIMO downlink,” IEEE Communications Magazine, vol. 42, pp. 60–67, Oct. 2004.

[13] S. Jing, D. N. C. Tse, J. B. Soriaga, J. Hou, J. E. Smee, andR. Padovani, “Multicell downlink

capacity with coordinated processing,”EURASIP Journal on Wireless Communications and Net-

working, vol. 10, pp. 1–19, 2008.

[14] S. M. Alamouti, “A simple transmit diversity techniquefor wireless communications,”IEEE Jour-

nal on Selected Areas in Communications, vol. 16, pp. 1451–1458, Oct 1998.

[15] J. S. Blogh and L. Hanzo,Third Generation Systems and Intelligent Wireless Networking - Smart

Antennas and Adaptive Modulation. John Wiley and IEEE Press, 2002.

[16] S. D. Blostein and H. Leib, “Multiple antenna systems: their role and impact in future wireless

access,”IEEE Communications Magazine, vol. 41, pp. 94–101, July 2003.

[17] D. P. Palomar, J. M. Cioffi, and M. A. Lagunas, “Joint Tx-Rx beamforming design for multicarrier

MIMO channels: a unified framework for convex optimization,” IEEE Transactions on Signal

Processing,, vol. 51, pp. 2381–2401, Sept. 2003.

[18] B. Suard, G. Xu, H. Liu, and T. Kailath, “Uplink channel capacity of space-division-multiple-

access schemes,”IEEE Transactions on Information Theory, vol. 44, pp. 1468–1476, July 1998.

[19] X. Wang and H. V. Poor, “Iterative (Turbo) soft interference cancellation and decoding for coded

CDMA,” IEEE Transactions on Communications, vol. 47, pp. 1046–1060, 1999.

[20] A. Tarable, G. Montorsi, and S. Benedetto, “A linear front end for iterative soft interference can-

cellation and decoding in coded CDMA,”IEEE Transactions on Wireless Communications, vol. 4,

pp. 507–518, 2005.

[21] S. Chen, N. N. Ahmad, and L. Hanzo, “Adaptive minimum biterror rate beamforming,”IEEE

Transactions on Wireless Communications, vol. 4, pp. 341–348, 2005.

[22] C. Xu, B. Hu, L. L. Yang, and L. Hanzo, “Ant-colony-basedmultiuser detection for multi-

functional antenna array assisted MC DS-CDMA systems,”IEEE Transactions on Vehicular Tech-

nology, vol. 57, pp. 658–663, 2008.

[23] A. Callard, A. Khandani, and A. Saleh, “Trellis precoding for the multi-user environment,” inThe

40th Annual Conference on Information Sciences and Systems, (Princeton, NJ), pp. 414–419, Mar.

2006.

[24] N. Jindal and A. Goldsmith, “Dirty-paper coding versusTDMA for MIMO broadcast channels,”

IEEE Transactions on Information Theory, vol. 51, pp. 1783–1794, May 2005.

[25] C. B. Peel, B. M. Hochwald, and A. L. Swindlehurst, “A vector-perturbation technique for near-

capacity multiantenna multiuser communication-part I: channel inversion and regularization,”

IEEE Transactions on Communications, vol. 53, pp. 195–202, Jan. 2005.

[26] M. Joham, M. Utschick, and J. A. Nossek, “Linear transmit processing in MIMO communications

systems,”IEEE Transaction on Signal Processing, vol. 53, no. 8, pp. 2700–2712, 2005.



BIBLIOGRAPHY 157

[27] R. Mesleh, H. Haas, C. W. Ahn, and S. Yun, “Spatial modulation - a new low complexity spec-

tral efficiency enhancing technique,” inFirst International Conference on Communications and

Networking in China, (Beijing), pp. 1–5, Oct. 2006.

[28] R. Y. Mesleh, H. Haas, S. Sinanovic, C. W. Ahn, and S. Yun,“Spatial modulation,”IEEE Trans-

actions on Vehicular Technology, vol. 57, pp. 2228–2241, July 2008.

[29] B. Hassibi and B. M. Hochwald, “High-rate codes that arelinear in space and time,”IEEE Trans-

actions on Information Theory, vol. 48, pp. 1804–1824, 2002.

[30] D. Samardzija and N. Mandayam, “Pilot-assisted estimation of MIMO fading channel response

and achievable data rates,”IEEE Transactions on Signal Processing, vol. 51, pp. 2882–2890, Nov.

2003.

[31] C. Shin, R. W. Heath, and E. J. Powers, “Non-redundant precoding-based blind and semi-blind

channel estimation for MIMO block transmission with a cyclic prefix,” IEEE Transactions on

Signal Processing, vol. 56, no. 6, pp. 2509–2523, 2008.

[32] H. A. Cirpan and M. K. Tsatsanis, “Stochastic maximum likelihood methods for semi-blind chan-

nel estimation,”IEEE Signal Processing Letters, vol. 5, no. 1, pp. 21–24, 1998.

[33] J. K. Tugnait, “Blind spatio-temporal equalization and impulse response estimation for MIMO

channels using a Godard cost function,”IEEE Transactions on Signal Processing, vol. 45, no. 1,

pp. 268–271, 1997.

[34] B. L. Hughes, “Differential space-time modulation,”IEEE Transactions on Information Theory,

vol. 46, pp. 2567–2578, 2000.

[35] A. L. Moustakas, S. H. Simon, and T. L. Marzetta, “Capacity of differential versus nondifferential

unitary space-time modulation for MIMO channels,”IEEE Transactions on Information Theory,

vol. 52, pp. 3622–3634, Aug. 2006.

[36] L. Hanzo, L. L. Yang, E. L. Kuan, and K. Yen,Single- and Multi-Carrier DS-CDMA: Multi-User

Dection, Space-Time Spreding, Synchronisation, Standards and Networking. John Wiley and IEEE

Press, 2003.

[37] L. Wang, O. Alamri, and L. Hanzo, “Sphere packing modulation in the SDMA uplink using K

-best sphere detection,”IEEE Signal Processing Letters, vol. 16, no. 4, pp. 291–294, 2009.

[38] S. Zhou and G. B. Giannakis, “How accurate channel prediction needs to be for transmit-

beamforming with adaptive modulation over rayleigh MIMO channels?,”IEEE Transactions on

Wireless Communications, vol. 3, pp. 1285–1294, July 2004.

[39] D. Avidor, J. Ling, and C. Papadias, “Jointly opportunistic beamforming and scheduling (JOBS)

for downlink packet access,” inCommunications, 2004 IEEE International Conference on, vol. 5,

pp. 2959–2964, June 2004.

[40] P. Svedman, E. A. Jorswiec, and B. Ottersten, “Reduced feedback SDMA based on subspace

packings,”IEEE Transactions on Wireless Communications, vol. 8, pp. 1329–1339, Mar. 2009.



BIBLIOGRAPHY 158

[41] C. Lin, V. Raghavan, and V. V. Veeravalli, “To code or notto code across time: space-time coding

with feedback,”IEEE Journal on Selected Areas in Communications, vol. 26, pp. 1588–1598, Oct.

2008.

[42] Y. Zhang, “Approaching V-BLAST capacity with adaptivemodulation and LDPC encoding,”IEEE

Transactions on Communications, vol. 55, pp. 2261–2269, Dec. 2007.

[43] D. J. Love, R. W. Heath, W. Santipach, and M. L. Honig, “What is the value of limited feedback

for MIMO channels?,”IEEE Communications Magazine, vol. 42, pp. 54–59, Oct. 2004.

[44] C. E. Shannon, “The zero error capacity of a noisy channel,” IRE Transcaction Information Theory,

vol. 2, pp. 8–19, 1956.

[45] C. E. Shannon, “Channels with side information at the transmitter,”IBM Journal Research and

Development, vol. 2, pp. 289–293, 1958.

[46] L. Hanzo, S. X. Ng, T. Keller, and W. Webb,Quadrature Amplitude Modulation: Single and

Multicarrier Quadrature Amplitude Modulation in Turbo-Coded, Turbo-Equalised and Space-

Time Coded TDMA, CDMA and OFDM Systems: From Basics to Adaptive Trellis Coded, Turbo

Equalised and Space Time Coded OFDM, CDMA and MC CDMA Systems. John Wiley and Sons

Ltd, 2004.

[47] A. J. Goldsmith and P. P. Varaiya, “Capacity of fading channels with channel side information,”

IEEE Transactions on Information Theory, vol. 43, pp. 1986–1992, Nov. 1997.

[48] H. Zhang and H. Dai, “Cochannel interference mitigation and cooperative processing in down-

link multicell multiuser MIMO networks,”EURASIP Jounal on Wireless Communications and

Networking, vol. 2, pp. 222–235, 2004.

[49] W. Zhang and K. B. Letaief, “MIMO broadcast scheduling with limited feedback,”IEEE Journal

on Selected Areas in Communications, vol. 25, pp. 1457–1467, Sept. 2007.

[50] O. Somekh, O. Simeone, Y. Bar-Ness, A. M. Haimovich, andS. Shamai, “Cooperative multi-

cell zero-forcing beamforming in cellular downlink channels,” IEEE Transactions on Information

Theory, vol. 55, pp. 3206–3219, July 2009.

[51] W. Ajib and D. Haccoun, “An overview of scheduling algorithms in MIMO-based fourth-

generation wireless systems,”IEEE Network, vol. 19, pp. 43–48, 2005.

[52] D. Tse and P. Viswanath,Fundamentals of Wireless Communication. Cambridge University Press,

2005.

[53] D. Y. Zeng and R. F. Song, “Elimination of interference non-reciprocity in TDD MIMO-OFDM

systems,” inInternational Conference on Wireless Communications, Networking and Mobile Com-

puting, (Shanghai), pp. 105–108, Sept. 2007.

[54] L. P. Wither, R. M. Taylor, and D. M. Warme, “Echo-MIMO: Atwo-way channel training method

for matched cooperative beamforming,”IEEE Transactions on Signal Processing, vol. 56, no. 9,

pp. 4419–4432, 2008.



BIBLIOGRAPHY 159

[55] G. Caire, N. Jindal, and M. Kobayashi, “Achievable rates of MIMO downlink beamforming with

non-perfect CSI: a comparison between quantized and analogfeedback,” inFortieth Asilomar

Conference on Signals, Systems and Computers, (Pacific Grove, CA), pp. 354–358, Oct. 2006.

[56] C. Farsakh and J. A. Nossek, “Spatial covariance based downlink beamforming in an SDMA

mobile radio system,”IEEE Transactions on Communications, vol. 46, pp. 1497–1506, 1998.

[57] D. J. Love and R. W. Heath, “Limited feedback unitary precoding for spatial multiplexing sys-

tems,”IEEE Transactions on Information Theory, vol. 51, pp. 2967–2976, Aug. 2005.

[58] J. H. Sung and J. R. Barry, “Approaching the zero-outagecapacity of MIMO-OFDM without

instantaneous water-filling,”IEEE Transactions on Information Theory, vol. 54, pp. 1423–1436,

Apr. 2008.

[59] S. Jafar, “Capacity with causal and noncausal side information: A unified view,”IEEE Transac-

tions on Information Theory, vol. 52, pp. 5468–5474, Dec. 2006.

[60] M. Costa, “Writing on dirty paper,”IEEE Transactions on Information Theory, vol. 29, pp. 439–

441, May 1983.

[61] R. Negi, A. M. Tehrani, and J. M. Cioffi, “Adaptive antennas for space-time codes in outdoor

channels,”IEEE Transactions on Communications, vol. 50, pp. 1918–1925, 2002.

[62] H. Zhuang, L. Dai, S. Zhou, and Y. Yao, “Low complexity per-antenna rate and power control

approach for closed-loop V-BLAST,”IEEE Transactions on Communications, vol. 51, pp. 1783–

1787, Nov. 2003.

[63] A. F. Molisch and M. Z. Win, “MIMO systems with antenna selection,” IEEE Microwave Maga-

zine, vol. 5, pp. 46–56, Mar. 2004.

[64] L. U. Choi and R. D. Murch, “A transmit preprocessing technique for multiuser MIMO systems

using a decomposition approach,”IEEE Transactions on Wireless Communications, vol. 3, pp. 20–

24, Jan. 2004.

[65] B. M. Hochwald, C. B. Peel, and A. L. Swindlehurst, “A vector-perturbation technique for

near-capacity multiantenna multiuser communication-part II: perturbation,” IEEE Transactions

on Communications, vol. 53, pp. 537–544, Mar. 2005.

[66] M. E. Celebi, S. Sahin, and U. Aygolu, “Balanced space-time block coding: an efficient way to

increase diversity with feedback,”IEE Processings Communications, vol. 153, pp. 519–524, 2006.

[67] A. Santoso, Y. Li, J. K. A. Allan, and B. Vucetic, “Dynamic transmit power allocation in space-

time trellis coded systems,”IEEE Transactions on Wireless Communications, vol. 7, pp. 3079–

3089, Aug. 2008.

[68] H. K. Bizaki and A. Falahati, “Tomlinson-Harashima precoding with imperfect channel state in-

formation,” IET Communications, vol. 2, pp. 151–158, Jan. 2008.

[69] R. Y. Chang, Z. Tao, J. Zhang, and C.-C. J. Kao, “Multicell OFDMA downlink resource allocation

using a graphic framework,”IEEE Transactions on Vehicular Technology, vol. 58, pp. 3494–3507,

Sept. 2009.



BIBLIOGRAPHY 160

[70] F. Z. Merli, X. Wang, and G. M. Vitetta, “Low-rate-feedback-assisted beamforming and power

control for MIMO-OFDM system,”IEEE Transactions on Vehicular Technology, vol. 59, pp. 225–

234, 2010.

[71] Y. Huang, L. Yang, M. Bengtsson, and B. Ottersten, “A limited feedback joint precoding for

amplify-and-forward relaying,”IEEE Transactions on Signal Processing, vol. 58, pp. 1347–1357,

2010.

[72] R. T. Derryberry, S. D. Gray, D. M. Ionescu, G. Mandyam, and B. Raghothaman, “Transmit diver-

sity in 3G CDMA systems,”IEEE Communications Magazine, vol. 40, pp. 68–75, Apr. 2002.
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