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UNIVERSITY OF SOUTHAMPTON
ABSTRACT
Faculty of Engineering, Science and Mathematics
School of Electronics and Computer Science
A thesis submitted in partial fulfilment of the
requirements for the award of Doctor of Philosophy
Closed-Loop Multiple Antenna Aided Wireless Communicatios Using Limited Feedback
by Du YANG

The aim of this thesis is to study the design of closed-loojtipte antenna aided wireless communi-
cations relying on limited feedback. Multiple antennas rhayemployed either/both at the transmitter
or/and at the receiver, where the latter periodically fdmaisk some information about the time-varying
wireless channel using a limited number of bits. Furtheemtite transmitter then pre-processes the sig-
nals to be transmitted according to the received feedbdoknmation. This closed-loop multiple antenna
aided communication scheme is capable of significantly avipg the attainable system performance in
terms of increasing the transmission rate or enhancingamsrission integrity.

The goal of our research is the efficient acquisition andatqilon of the Channel State Information
at the Transmitter (CSIT), with the aid of different transprieprocessing algorithms. The transmission
schemes investigated in this thesis include the Transmitihda Filter (TXMF), the Transmit Eigen-
Beamformer (TXEBF), the linear Multi-User Transmitter (MJand a recently proposed MIMO scheme
called Spatial Modulation (SM).

The entire process of CSIT acquisition is investigated imtthesis, which includes pilot assisted CSI
estimation, CSI quantisation at the receiver, as well asr€&instruction at the transmitter. A number
of novel designs are proposed in order to increase the CSiisation efficiency. A range of different
CSI quantisers are detailed in Chapter 2, and their perfocesmare evaluated throughout Chapter 3 to
Chapter 6. Moreover, a pilot overhead reduction schemeoiggzed for pilot assisted CSI estimation
in Chapter 3 for rapidly fading channels. A pilot symbol as=il rateless code is also proposed in
Chapter 3, which exploits the available pilot symbols ndydor channel estimation but also for channel
decoding. Furthermore, an Extrinsic Information TrangteXIT) Chart optimised Channel Impulse
Response (CIR) Quantizer is proposed in Chapter 5, whidhtaghe system in maintaining the lowest
possible CSl feedback overhead, while ensuring that an BEé&Rtunnel is still attainable for the sake of
achieving an infinitesimally low BER. A soft decoding assisMIMO CIR recovery scheme is proposed
in Chapter 5, which minimises the CIRs’ reconstruction eatthe transmitter for noise contaminated
feedback. Last but not least, a CSI feedback scheme usintheharediction and predictive vector
guantization is also proposed in Chapter 5 for delayed f@eldbhannels.

Given feedback CSIT, a number of algorithms are proposedderao efficiently exploit it. In
Chapter 4 a novel Linear Dispersion Code (LDC) aided TXEB#eBte is proposed, which is capable
of striking the required trade-off between the maximumia#tble diversity gain and the capacity for an
arbitrary number of transmit and receive antennas. In theeszhapter, an application example using a
novel scheme referred to as a TXEBF aided video transmissibame is proposed, where the encoded
video source bits are transmitted through different eigeams according to their error sensitivity, so as
to improve the decoded video quality at the receiver by egipépunequal error protection. Moreover, a
feedback-aided phase rotation and a feedback-aided pdweation scheme are proposed in Chapter 6,



which achieves beneficial transmit diversity and enhanteesdbustness of a SM aided MIMO system.

By examining the various schemes investigated throughdwsp@r 3 to Chapter 6, our five-step
guidelines conceived for the design of closed-loop MIMOteys using limited feedback are sum-
marised as follows. The first step is to design appropriaastnit preprocessing schemes under the
assumption of having perfect CSIT. Then, the second stepdstermine the specific type of the required
feedback information, whose entropy has to be as low aslgessNext we design an efficient quan-
tiser based on the statistical properties of the requiredifack information. The distortion metric of the
guantiser may be the conventional MSE metric, but the enmpdoyt of a direct data-link-performance
related metric is preferable. Moreover, the fourth step isriprove the efficiency and robustness of the
quantiser by employing conventional source compressioralll, the fifth step is the joint optimisation
of the data transmission link and the CSI feedback link basetthe ultimate target performance metric.

This thesis is concentrated on a Frequency Division Dugf®) cellular communication scenario
using digitalized feedback information, where the Mobirinals (MTs) estimate the Down-Link (DL)
channel, quantise and feed back the required informatidhead@ase Station (BS) using a bandwidth-
limited feedback link, and the BS reconstructs the recefU&d feedback information for the sake of
throughput or integrity improving the DL transmission. Mover, the wireless channels are assumed to
be slow frequency-flat/narrow-band Rayleigh fading ch&mn€hey are mostly assumed to be spatially
independent. The scenario of having spatial correlati@hlame Of Sight (LOS) transmissions are also
considered. Furthermore, both the achievable capacityrenBER performance are evaluated. Iterative
decoding is employed in conjunction with channel codingritieo to approach the achievable capacity
and improve the BER performance.
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Chapter

Introduction

Multiple-Input-Multiple-Output (MIMO) systems facilita a linear increase of the achievable transmis-
sion rate with the minimum of the number of transmit and nez@intennas [1]. They also enhance the
link’s reliability and improve the cellular coverage [2].dvkover, the closed-loop MIMO system, where

the transmitter adapts the transmitted signal accorditigg@valiable Channel State Information (CSI),

may yield further potential improvements [3]. Closed-lddfMOs are entering next generation cellular

products [4] with the promise of widespread adoption in tharrfuture.

In this introduction, a brief review of MIMO techniques isoprded in Section 1.1, with special
emphasis on closed-loop MIMO techniques. Then the scopheofhtesis is specified in Section 1.2,
while Section 1.3 outlines the focus of each chapter. Rin#ifle novel contribution of the thesis are
described in Section 1.4.

1.1 Historical Overview

1.1.1 MIMO Techniques

A major technological breakthrough in improving the trarssion reliability of wireless links was facili-
tated by the employment of multiple antennas at the tratsnand receiver. Typically, wireless systems
equipped with multiple antennas at both sides are refeorad MIMO systems in contrast to Single-Input
Single-Output (SISO) systems, where the latter rely on glsittansmit and receive antenna. The con-
cept of employing multiple antenna was first proposed in][Wwhich demonstrated a significant increase
of the achievable capacity without requiring any extra lweidth or power. Compared to SISO systems,
MIMO systems are capable of combating the deleterious tsfiecmultipath fading, which is one of
the main challenges in the design of wireless communicaystems. They outperform single-antenna
aided systems both in terms of their system capacity [6] atiéBor-Ratio (BER) performance.

MIMO systems may be classified into different groups acewdo a range of different criteria.
Based on the number of antennas employed, a system havimgi@sansmit antenna and several receive
antennas is referred to as a Single-Input Multiple-Out@IMQO) system, while having several transmit
antennas and a single receive antenna results in a Multiplg-Single-Output (MISO) system. The



1.1.1. MIMO Techniques 2

MIMO system is the most general construction, which subsugi80, SIMO, MISO systems as special
cases. Moreover, MIMO systems may be also divided into catkd [1, 5-7] and distributed [8—10]
MIMO systems. In a co-located MIMO system, the transmit aive antennas are a part of an antenna
array, which are colocated for example of a Base Station (B&j a single Mobile Terminal (MT). By
contrast, in a distributed MIMO system, the transmit/reeeintenna elements of a virtual MIMO may be
installed in different equipment and distributed to formidual antenna array. Furthermore, according
to the system scale, MIMO arrangements may be categorisediimle-user [11], multi-user [12] and
multi-cell [13] MIMO systems, whose communication modebkes from point-to-point (e.g. a single
MT communicates with a single BS), to point-to-multipoietd. a single BS broadcasting to multiple
MTs through the Down-Link (DL) channel) and multipointp@int (e.g. multiple MTs transmitting
signals to one BS using the Up-Link (UL) channel), and finglynultipoint-to-multipoint (e.g. multiple
MTs communicating with multiple BSs).

It is essential to employ MIMO techniques both at the trattemiand the receiver for any of the
aformentioned MIMO systems to exploit the benefits of hawimgjtiple antennas. MIMO techniques
may be classified into the following five categories accaydmtheir functions.

e Spatial Multiplexing
N; independent information data streams are transmittedthétiid of N7, (Ns < Nr,) transmit
antennas simultaneously, without requiring any extra tédhth or power, hence the overall data
rate becomedV; times the data rate of using a single transmit antenna. A#y@ipplication of
spatial multiplexing is constituted by the Vertical Belddhs Layered Space-Time Architecture (V-
BLAST) [5].

e Spatial Diversity
In contrast to spatial multiplexing, spatial diversity sofes transmit replicas of the same data
stream ovelNT, transmit antennas. The attainable diversity gain dependseosimilarity of these
channels. If these channels are correlated, i.e. fadehegéhe achievable diversity gain becomes
zero. However, if they are independent of each other, thersity gain becomehir, Nk, , where
Ngy represents the number of receive antennas. The achievablsity gain in practice is usually
between these two values. This transmission scheme haducid some redundancy in the spatial
domain, which is similar to the effects of channel coding.p&dfic algorithm which exploits the
spatial diversity is constituted by Space-Time Coding (¥[14].

e Beamforming
Beamforming exploits the CSI at the transmitter/receiveorider to form an angularly selective
beam pattern, which steers the transmit/receive beam irtarceesired direction, and suppresses
the signal in other directions. It may be viewed as a kind afigpsignal processing scheme, which
is applicable for both spatially independent and correlateannels. The research of beamforming
schemes is characterized for example in [15-17].

e Space-Division Multiple Access (SDMA)
SDMA techniques take advantage of the unique user-spedifim@| Impulse Responses (CIR)
of the MIMO elements, in order to pre-cancel/cancel therinter interference at the transmit-
ter/receiver, so as to enable multiple users to communioatige same time- or frequency-slots,
provided that their CIRs are known at the transmitter/seeiThe key challenge of SDMA system
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is the design of Multi-User Detectors (MUD) [18-22] and of BiHWser Transmitters (MUT) [12,
23-26].

e Spatial Modulation (SM)

Spatial modulation activates a single transmit antenneeayeransmission instant according to the
input information. More explicitly, the information bitseaconveyed by the indices of the transmit
antenna by exploiting the relative independence of themlaading associated with the different
transmit antennas. Although the achievable throughputases only logarithmically with the
number of transmit antennas, spatial modulation is capafhieducing the complexity of both the
transmitter and receiver, as well as achieving a high eneffigiency with the aid of a sufficient
high number of antennas. Research ideas on spatial magutzan be perused in [7,27,28].

MIMO techniques have been designed for achieving one of &lnoentioned functions. For instance,
the Alamouti scheme [14] was designed for achieving trandimérsity. However, sophisticated MIMO
techniques are capable of supporting more than one fusctieor example, the Linear Dispersion Code
(LDC) proposed in [29] is capable of achieving both a spatailtiplexing gain as well as a spatial
diversity gain. Another example is the multi-functional MDD detailed in [2], where a combination
of the MIMO techniques is employed based on exploiting thevalient channel properties and system
requirements.

Alternatively, the MIMO techniques may divided into thelfaling two categories, nhamely open-
loop and closed-loop MIMOs, based on the availability of @& at the Transmitter (CSIT).

e Open-loop MIMOs: CSIT is not available

In an open-loop MIMO system, the transmitter has no channelledge. The CSI may be ex-
tracted at the receiver with the aide of pilot-assisted,[86mi-blind [31, 32] or totally blind [33]
channel estimation techniques. Alternatively, the chhiesémation may be avoided at the re-
ceiver with the aid of differential detection techniqued,[35]. In this case, non-coherent MIMO
techniques are available for achieving a spatial multipigxgain [5], transmit diversity gain [14],
receive diversity gain [36] and receive beamforming gabl.[The open-loop SDMA uplink [37]
and open-loop spatial modulation are also implementable.

e Closed-loop MIMOs: CSIT is available
In a closed-loop MIMO system, the CSl is known both by thedraitter and the receiver. Aided
with CSIT, it becomes possible to achieve a transmit beamifay gain [38, 39] and to construct
a SDMA DL system [12, 40]. Moreover, the performance of therefpop MIMO schemes [41],
such as spatial multiplexing using the V-BLAST arrangenweititbe improved by taking the CSIT
into design consideration [42].

It is evident that in the presence of perfect CSIT, the cldsed MIMO arrangement achieves a better
performance than open-loop arrangements in terms of alatiggtrformance metrics [3,43]. Motivated
by the potential benefits, substantial research efforte baen dedicated to the design of efficient closed-
loop MIMO schemes, which will be reviewed in Section 1.1.2.
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1.1.2 Closed-loop MIMO Techniques

The history of closed-loop communication system design beatyaced back to Shannon [44,45]. A typ-
ical example of closed-loop design is constituted by agtlaptiodulation [46] invoked for SISO systems,
where the number of modulation levels or the Forward Erraré€tion (FEC) code rate may be varied
based upon the instantaneous channel quality. With thef amdibiple antenna, another signal dimension
- namely the spatial dimension - can be exploited by adagiyealling, which results in further perfor-
mance improvements [6,47]. In this section, the classifinatf closed-loop MIMO systems is provided
first, followed by the literature review of transmit prepessing techniques, the CSI quantization design,
and the CSI reconstruction.

antenna arrangement systemscale CSITacqusitionmethod CSltype
e co-located e single—user e reciprocity (TDD) e non-causal
e distributed e multi-user * feedback (FDD) e causal
e with scheduling ¢ analog FB
* no scheduling e digital FB
e multi—cell (limited)

Figure 1.1: The classification o€losed-loop MIMO systems according to 1) antenna arrangen®
system scale; 3) CSIT acquisition method; and 4) CSl type.

Following the classification of MIMO systems, closed-loopMD systems may also be classified
into co-located [11] and distributed [48] closed-loop MIM@stems based on the antenna arrangements.
Alternatively, they may be categorised into the followihgee groups, namely single-user [41], multi-
user [49] and multi-cell [50] closed-loop MIMO systems. Taenily of multi-user closed-loop MIMO
systems may be further categorised into two types, depgratiwwhether the scheduling techniques [51]
are employed for the sake of achieving multi-user dive&B]. Moreover, closed-loop MIMO systems
have their own unique classifications. For example, cldseg-MIMO systems may be categorized
according to their CSIT acquisition methods. More exgiicithe CSIT may be obtained by exploiting
the reciprocity [53, 54] of the UL and DL channel in a Time Bigin Duplex (TDD) system, where the
UL and DL channel occupy the same frequency band and henceadaytogether in the absence of
frequency-selective fading. Otherwise, the CSIT may baiobtl from a specific feedback channel [3]
from the receiver to the transmitter in a Frequency Dividiuplex (FDD) system, where the UL and
DL channel occupy different frequency band and hence areatep to have different CIRs. For the
class of systems using feedback information, the CSI magthdéck using an analog signal [55]. For
example, in [55] the signal received by the MTs was directysmitted back to the BSs. Alternatively,
the CSI may be estimated at the receiver, quantised, eneodkithen fed back to the BS, which is termed
as digital feedback or limited feedback [3]. Another clfisation of the closed-loop MIMO system is
based on the CSI types including non-causal CSI [56] andat& 8l [57]. Non-causal CSI refers to the
long-term statistical channel information, such as the @i%’ mean value and covariance matrix. This
type of information is usually measured once before trassiom and does not require frequent updates
after the initial signalling. By contrast, causal CSI refes the instantaneous channel information [58],
for example the instantaneous CIRs. This kind of infornmatotime-variant and has to be periodically
fed back to the transmitter. Employing causal CSI generatlyieves a better performance than non-
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causal information, but also imposes a higher signallingrlowad and signal processing complexity [59].
In addition,we define the terminology CSI as any information related to bth statistical as well as

to instantaneous channel stateswhich includes not only the CIRs, but also the channel'sacaence
matrix, the transmit beamforming vector, the appropriatedulation scheme according to the current
channel quality, etc.

The benefits of having CSIT is exploited by the transmit ppepssing techniques. A succinct litera-
ture review of transmit preprocessing techniques is ilaistl in Table 1.1. Based on the algorithm itself,
the transmit preprocessing techniques may be categonsedinear and non-linear ones. Transmit an-
tenna selection [72], Tansmit Eigen-Beamforming (TXEBFR3][ Transmit Zero Forcing (TxZF), Trans-
mit Minimum Mean Square Error (TXMMSE) [26] and Transmit BkeDiagonalization (TxBD) [64]
belong to the linear transmit preprocessing techniquescdsiyrast, Dirty Paper Coding (DPC) [24, 74],
Vector Precoding (VP) [65] etc. belong to the class of noedr transmission arrangements. Linear
transmit preprocessing techniques have a lower compngtammplexity than the non-linear ones, but
the former ones are inferior to the non-linear ones in teritheir achievable throughput and BER
performance. However, recent research of multi-user syst@emonstrated that in conjunction with
beneficial scheduling schemes, the performance of lin@asmnit preprocessing may approach that of
the non-linear ones [75]. Moreover, when relying on the MINM@ctions listed in Section 1.1.1, the
transmit preprocessing techniques may also be classifiemtding to their functions, which includes
transmit preprocessing schemes designed for improvingghgal multiplexing [42, 76], the spatial di-
versity [66, 77], the transmit beamforming gain [78], for 8B DL system [40], and for improving the
performance of spatial modulation schemes, as detailethapter 6.

In addition to the transmit preprocessing techniques,handtey component of a closed-loop MIMO
system using limited back is the CSI quantizer. The liteateview of CSI quantisers is provided in Ta-
ble 1.2. The design principles of conventional source dsard, such as speech/audio/video codec may
be applied to the design of CSI quantisers. For example widely recognized that an efficient audio
guantiser must be designed by exploiting the statisticgpgnties of the audio source signal [91]. Sim-
ilarly, an efficient CSI quantiser must be designed basedemunhquantised CSI characteristics, which
depends on the specific transmit preprocessing scheme yadp]67, 80] and on the MIMO channel
used [87]. Another example is the employment of Vector Qearg (VQ) [91] for MIMO CSI quantisa-
tion [79], since it is demonstrated by the conventional sewquantiser theory that a VQ, which jointly
guantized all the elements of a multi-dimensional sourcéperforms the corresponding Scalar Quan-
tizer (SQ) conceived for quantising every source samplarsggly. Moreover, some algorithms designed
for conventional source quantisers, such as the codebawkaeon algorithm referred to as the Linde-
Buzo-Gray (LBG) algorithm [91], are also widely applied tbhe design of CSI quantisers. However, the
ultimate design objective of the CSI quantiser is howevieint from that of the conventional source
guantizer. More explicitly, the design objective of the wemtional source quantiser is to reconstruct
the input speech/audio/video source signal with minimustodiion. As a result, the quantiser’s perfor-
mance is typically evaluated by the Euclidean distance d&etwthe unquantised and quantised source
samples. By contrast, the ultimate objective of a CSI gsantis to improve the system’s performance
in terms of the attainable throughput and BER. Although ¢jaial could be achieved by minimising the
gquantisation error in terms of the classic Euclidean degarfurther research demonstrated that other
distortion metrics, such as the chordal distance [80] arlurir$tudy distance [57], provide a superior
performance. Furthermore, the feedback channel is ushaligwidth-limited, error-contaminated and
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Table 1.1: Major contributions addressing transmit preprocessihgises.

Author(s)

Contribution

[60] Costa 1983

proposed the concept of dirty paper coding.

[61] Negiandet. al. 2002

combined transmit beamforming with space-time coding in
order to increase the received SNR value.

[62] Zhuanget. al. 2003

combined the transmit antenna selection with power and
rate control, so as to enhance a V-BLAST system’s throughp

[63] Molisch and Win 2004

presented an overview of antenna selection.

[64] Choi and Murch 2004

proposed the Transmit Block Diagonalisation (TxBD) altjoni
for a multi-user MIMO downlink system.

[26] Johamet. al. 2005

compared three linear transmit preprocessing schemeglyan
the TXMF, TxZF and TXMMSE.

[24] Jindal and Goldsmith 200

5 compared the sum-capacity of dirty-paper coding to that of

TDMA for the Gaussian MIMO broadcast channel.

[65] Hochwaldet. al. 2005

proposed a vector-perturbation technique for near-cgpaci
multiantenna multiuser communication.

[51] Ajib and Haccoun 2005

provided an overview of scheduling algorithms designed for
MIMO-based cellular wireless communication systems.

[66] Celebiet. al. 2006

conceived a balanced space-time block code, which incseas
transmit diversity by using one or two feedback bits.

[11] Vu and Paulraj 2007

provided a tutorial on linear transmit preprocessing.

[49] Zhang and Letaief 2007

investigated multiuser scheduling relying on limited feack
of the CSl in MIMO broadcast channels.

[67] Santoscet. al. 2008

designed a transmit power allocation scheme for a STTCdaig
MIMO system relying on limited feedback.

[68] Bizaki and Falahati 2008

investigated the non-linear transmit proprocessing sehem
termed as Tomlinson-Harashima precoding using imperf&tt

[50] Somekhet. al. 2009

examined the TxZF algorithm in a multicell scenario, whéwe {
BSs cooperated with each other.

[69] Changet. al. 2009

proposed a low-complexity multicell OFDMA DL channel
assignment method.

4]

e

(@)

[70] Meri et. al. 2010

advocated a novel beamforming and power control algorithni
for the MIMO OFDM downlink, which require$-bit feedback.

[71] Huanget. al. 2010

proposed a precoding design for a dual-hop downlink contbi

e

with MIMO amplify-and-forward relaying.
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Table 1.2: Major contributions addressing CSI quantiser design.

Author(s) Contribution

[79] Narulaet. al. 1998 employed vector quantization for the beamformer weight
vector.

[80] Loveet. al. 2003 proposed the Grassmannian line-packing quantizer.

[81] Santipach and Honig 2008 proposed the Random Vector Quantisation (RVQ) scheme to
maximise the achievable throughput.

[82] Love and Heath 2003 conceived DFT-based phase information quantiser in order
to achieve the maximum attaninable diversity advantage.
[83] Banister and Zeidler 2003 advocated an improved codebook for beamforming weight
vectors by exploiting the channel’'s temporal correlations

[57] Love and Heath 2005 proposed the Grassmannian subspace-packing quantiser for
unitary precoding matrix.
[84] Choi and Heath 2005 invented a scheme that combines beamforming weight vector
quantization and vector interpolation for an OFDM system.
[85] Zhou and Li 2006 proposed a new precoder selection criterion directly based
the BER and developed a precoder codebook constructiorocheth
[86] Roh and Rao 2006 suggested a maximised-capacity quantizer design criterio
and develop the corresponding iterative VQ design algorith
[87] Raghavaret. al. 2007 proposed a systematic codebook design for correlated efgann
[88] Wu and Lau 2008 introduced a robust joint rate, power and precoder design fo
slow fading MIMO channels relying on noisy limited feedback
[89] Ryanet. al. 2009 proposed a beamforming codebook based on QAM and PSK

constellations, which eliminates the storage of the codkbo
[90] Kim and Beaulieu 2010 | propose the Hadamard-matrix based codebook design for
beamforming systems.

delayed, which imposes additional requirements on the @&htiser design. The channel’s correlation
in the spatial [79], temporal [83] as well as frequency [8dijraiin is exploited in order to reduce the feed-
back signalling overhead. For the sake of minimising théodi®n imposed by the transmission errors
of the feedback loops, the concepts of designing a robusttigea and inverse quantiser for multi-media
transmissions via error-infested noisy channels [92] nisy be employed for robust CSI quantiser de-
sign [88]. Last but not least, the closed-loop MIMO system @ften combined with other sophisticated
techniques, such as long-term channel prediction [93] ierdake of mitigating the influence of the
feedback delay imposed [94, 95].

1.2 Scope of the Thesis

This thesis is focused on co-located single-user and rasér-closed-loop MIMO systems, which are
highlighted in Fig. 1.1 of Section 1.1.2. The associatedtirusler scheduling techniques are beyond the
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scope of this thesis. Moreover, we focus our attention on B Bizstem, which employs linear transmit
preprocessing techniques at the BS in order to exploit tlamtiged causal CSls periodically fed back
from the MTs through a bandwidth-limited as well as poss#for-contaminated and delayed feedback
channel. The performance of the proposed algorithms wadsatea mainly using the following metrics:

e Continuous-input Continuous-output Memoryless Chasrf@CMC) ergodic capacityyhich rep-
resents the upper-bound of the achievable throughputewhdintaining an infinitesimally low
BER under the assumption of having a zero-mean, unit-vegigaussian random input, perfect
channel coding and infinite codeword length;

e Discrete-input Continuous-output Memoryless Chann&€NC) ergodic capacityywhich con-
stitutes the upper-bound of the throughput at an infinitalimiow BER under the assumption of
using a realistic modulation scheme, perfect channel goaim an infinite codeword length;

e Throughputwhich represents the realistic number of bits/symbol utige assumption of using a
practical modulation scheme, practical channel codingeafimite coding length.

e Uncoded and coded BE®hich represents the reliability of the system under tleismption of
employing a realistic modulation scheme, practical chhooding and a finite codeword length.

Various channel coding schemes are employed in the thesikiding Recursive Systematic Convo-
lutional (RSC) codes, rateless codes, Unit-Rate Codes JLE#RE Turbo codes [96, 97]. The popular
schemes of iterative channel decoding and iterative detef8] are also employed for enhancing the
attainable BER performance. Several other performanceiarae employed, which include the de-
coder’s computational complexity in Chapter 3, the Peaja&lito-Noise-Ratio (PSNR) of the decoded
video in Chapter 4, as well as the required number of feedbéskand the reconstructed CSI's mean
square error in Chapter 5.

1.3 Outline of the Thesis

Having reviewed the literature of MIMO techniques in Segtlol, and having defined the scope of the
thesis in Section 1.2, let us now outline its organisation.

e Chapter 2: Three key topics of a closed-loop MIMO system using limiteddback are detailed
in this chapter. More explicitly, wireless MIMO channel natlihg is discussed in Section 2.1.
Then five linear transmit preprocessing algorithms areudised in Section 2.2. Moreover, three
different CSI quantisers are analysed in Section 2.3. Firmsummary of the chapter is provided
in Section 2.4.

e Chapter 3: The design of a Transmit Matched Filter (TXMF) aided clokmms single-user MISO
system is investigated in this chapter. The achievabledérgthannel capacity using quantized
CSl is investigated in Section 3.1. In Section 3.2, the aeliike ergodic channel capacity is fur-
ther investigated, while considering the effects of bo#h ¢hannel estimation errors and the CSI
signalling overhead. Then, a pilot reduction signallingesoe designed for rapidly fading chan-
nels is detailed in Section 3.3 and a pilot symbol assistdless code is discussed in Section 3.4.
Finally, the summary of this chapter is provided in Sectidn 3
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e Chapter 4. The design of a Transmit Eigen-Beamforming (TXEBF) aidexketl-loop single-
user MIMO system is investigated in this chapter. The aélikyergodic CCMC capacity using
guantized CSI is investigated in Section 4.1. Then, a LD@a&IGXEBF scheme is illustrated in
Section 4.2, and a TXEBF aided video transmission schemstadled in Section 4.3. Finally, the
chapter is summarised in Section 4.4.

e Chapter 5: The design of the linear Multi-User Transmitter (MUT) aideldsed-loop SDMA
downlink is discussed in this chapter. First of all, the EXdic Information Transfer Chart (EXIT-
Chart) optimised CIR quantiser algorithm is introduced &ct®n 5.1. Then the soft-decoder
assisted CIR recovery scheme is discussed in Section Hi®yéal by the channel prediction and
PVQ regime detailed in Section 5.3. Finally, the chapteummarised in Section 5.4.

e Chapter 6: The design of Spatial Modulation (SM) aided open-loop and&t-loop single-user
MIMO systems is investigated in this chapter. An overviewtlsd spatial modulation scheme is
provided in Section 6.1. Then, three schemes including gendoop Space Time Space Shift
Keying (ST-SSK) designed for systems having more than taasimit antennas, the closed-loop
feedback aided phase rotation conceived for systems havmtransmit antennas and the closed-
loop feedback assisted power allocation are discussedctin8e.2. Moreover, transmit diversity
assisted spatial modulation is discussed in Section 6.&revtiagonal linear dispersion codes
are introduced and combined with the ST-SSK scheme. Fjrthidysummary of this chapter is
provided in Section 6.4.

e Chapter 7. This chapter summarises the key contents and contributbresach chapter and
presents their most salient conclusions in Section 7.1. sDggestions for future research are
outlined thereafter in Section 7.3.
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1.4 Novel Contributions

The thesis is based on the publications and manuscriptsissibms of [99—106]. The novel contributions
of this thesis include the following:

¢ In Chapter 3, the lower ergodic channel capacity bound of A aided closed-loop single-user
MISO system scheme is derived [104], when considering tfeetsfof channel estimation errors,
guantization errors, the effective capacity loss causegdiloy symbols and that imposed by the
channel information feedback bits. Moreover, an improvéat gignalling overhead reduction
scheme is proposed for rapidly fading channels [104]. Funtore, a novel technique, hereby
referred to as pilot symbol assisted rateless (PSAR) cadipgoposed [105, 106], which signifi-
cantly reduces the computational complexity of the ratetdsmnnel decoder.

e In Chapter 4, a flexible closed-loop MIMO system amalganggitimear Dispersion Codes (LDCs)
and eigen-beam transmission is proposed [101] that ach&tgher capacity than the equivalent
open-loop scheme, at the cost of feeding back a modest nuhbegdback bits from the mobile
to the base station using Grassmannian beamforming-veoiamtization. Moreover, a TXEBF
aided closed-loop MIMO system is employed for video trarssion in [103], which is capable of
achieving a high bandwidth efficiency, and providing unéguir protection for video bits having
different error sensitivities.

e In Chapter 5, a novel concept, referred to as the EXIT-Chatindsed CSI Quantization (ECO-
CQ) is proposed, which is capable of maintaining the lowestsiile CSI feedback overhead,
while ensuring an infinitesimally low BER [102]. MoreoverCAR feedback scheme combined
with vector quantisation and soft decoding is proposed, [@@iich is capable of minimising the
distortion imposed by the error-contaminated feedbackibla Furthermoare, a periodical CIR
update scheme employing a channel predictor at the DL trigiesrfor predicting the CIR taps
for each future symbol transmission instant and hence tmatét the performance degradation
imposed by the associated signalling delays in [100]. A tive Vector Quantizer (PVQ) is
used at the MTs for compressing the CIRs before their upliaksimission, which is capable of
significantly reducing the CIR feedback overhead compareddonventional VQ.

e In Chapter 6, three novel schemes, namely the open-loopSKrssheme, the feedback-aided
phase rotaion scheme and the feedback-aided power aflocsthemes are proposed in order to
achieve transmit diversity for a SSK aided MIMO system. Mwmear, a novel diagonal linear dis-
persion code is proposed, which is capable of achieving tiremum attainable transmit diversity
gain or multiplexing gain, while obeying the diversity vesamultiplexing gain trade-off. Further-
more, a transmit diversity aided spatial modulation schispeoposed, which is a combination of
the diagonal LDC and the ST-SSK scheme.



Chapter

Key Topics in Closed-loop MIMO
Communication

Compared to the family of open-loop MIMO systems, a closeIMIMO system has two distinctive
components, which are the DL transmit preprocessing at 8ie tBansmitter side and the CSI quantizer
at the MT'’s receiver as illustrated in Fig. 2.1. Moreoveg ttesign of these two components depends
on the underlying channel properties. In this section,dlibeee key topics, namely the wireless MIMO
channel model, the linear transmit preprocessing and the@Htization are discussed in detail.
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Figure 2.1: System model of a closed-loop MIMO communication system.

For any radio systems, the achievable performance and gre@jate signalling methods are closely
related to the properties of the underlying wireless chiarifa example, the channel capacity of spatially
correlated channels is lower than that of spatially indepeh channels [107, 108]. Correspondingly,
virtually all MIMO techniques are more appropriate for sarission over spatially independent channels
than for spatially correlated channels. As a result, asgalchannel model becomes the foundation of
system development and verification. In Section 2.1, thewmdlamodels employed in the rest of the
thesis are described in detail.

A broad literature review of transmit preprocessing alfponis has been provided in Section 1.1.2.
In Section 2.2, we focus our attention on the class of thatifnsmit preprocessing schemes, including
Transmit Matched Filter (TxMF), Transmit Eigen-Beamfongn( TXEBF), Transmit Zero-Forcing (TxZF),
Transmit Minimum Mean Square Error (TXMMSE) and Transmiadd Diagonalization (TxBD) for both
single-user and multi-user scenarios. Apart from intraalyithese transmit preprocessing algorithms, the
feedback information required for each of them is also dised.



2.1. Channel Model 13

Based on the channel model provided in Section 2.1, thréerelift CSI quantisers are analysed in
Section 2.3 in order to effectively quantise the feedbafdrmation required for the various transmit pre-
processing schemes discussed in Section 2.2. For eachzguatite generation algorithm, the codebook
example and the quantizer’s performance quantified in tefriiee averaged quantization error versus the
number of quantization bits are provided. Finally, a sumnuduithe chapter is provided in Section 2.4.

2.1 Channel Model

In this section, a broad introduction of the wireless chaimegiven in Section 2.1.1. Then, MIMO
channel modelling schemes, including spatial domain ampdeal domain models, are discussed in
Section 2.1.2, followed by an example of the MIMO channelitigiwo transmit antennas and a single
receive antenna in Section 2.1.3.

2.1.1 Wireless Channel

A wireless channel model includes that of multiplicativeifay, additive interference and additive noise.
The additive noise is usually considered as Gaussianluigdd and modelled by a random Gaussian
process. The additive interference is modelled by the g@séron of the signals transmitted by other
users in the multi-user scenario discussed in Chapter Fhaikiassumed to be zero in the single-user
scenarios of Chapters 3, 4 and 6. The modelling of the midgéifive fading is discussed later in this
section. For simplicity, the expression “channel modefére to the modelling of multiplicative fading
only in the rest of the thesis.

From a wave propagation point of view, the strengths of tlioravaves decreases as the distance
between the transmitter and receiver increases, whicldn offerred to alarge-scale fadingnd is char-
acterized by thepath loss exponerdnd shadowing variance Moreover, the radio waves are reflected,
diffracted and scattered by the objects (e.g. buildindks, ehicles etc.) in the channel and hence arrive
at the receiver with different strength at different timstants. The signals received viaultiple paths
are constructively or destructively combined and charesstd by thepower delay profile Furthermore,
since the antennas and the objects in the channel are inmmtiteonumber of multipath components and
their relationship varies over time, which results in a dafhiictuation of the combined received signal
over a short period of time and hence this phenomenon isregféo assmall-scale fading There are
two important channel parameters characterising smalesiading, namely theoherence bandwidth
andcoherence timeThe coherence bandwidth denotedBasis a statistical measure of the bandwidth
over which the channel may be deemed to have an approximedelyl gain and linear phase. Assuming
that the transmitted signal has a bandwidthBgf the channel is considered to bdraquency-flator
narrowbandchannel ifBs < B¢, and to be drequency-selectiver widebandchannel ifBs > B¢. The
coherence time denoted &g represents the time duration over which the channel’s epeelk approx-
imately time-invariant. If the transmit signal has a symbotationTs, the channel may be considered
to be aslow fadingchannel ifTs < T, and to be dast fadingchannel ifTs > Tc. Additionally, when
a dominant stationary (nonfading) signal component isgaressuch as a Line-Of-Sight (LOS) propa-
gation path, the statistical distribution of the fading eope isRician Otherwise, the fading envelope
of Non-Line-Of-Sight (NLOS) scenarios is considered toyoBayleighdistribution. A more detailed
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explanation of the aforementioned terminologies can badadn [109]. In this treatise, we concentrate
on small-scale slow frequency-flat/narrowband NLOS Raylé&gling channels.

The radio channel may be modelled by a linear filter assatiatté a time-variant impulse response.
Hence, all characteristics of a radio channel can be repies$dy this complex-valued time-variant
variable referred to as the Channel Impulse Response (BB)eover, the continuous-time CIRs are
sampled at a rate equal to the transmit signal's symbol matelifjital signal processing. For the flat
fading channels considered in this treatise, the CIR costaisingle tap and hence may be described
by h = |h|e/?, where|h| represents the channel’s envelope andepresents the channel's phase ro-
tation. The statistical properties of CIRs are usually @ered to be stationary, which is important in
the context of transceiver design aiming for counteractireglong-term channel properties. Moreover,
the properties of CIRs substantially vary, depending omtiopagation environment and other parame-
ters such as the carrier frequency used and the bandwidtlowaap Since characterising every specific
propagation scenario is impossible, extensive measurecaempaigns have been carried out to capture
the channel properties of several typical propagationrenments, such as rural, urban, sub-urban, hill
terrain etc.. The general objective of channel modellintpigenerate CIRs, which capture the radio
channel’s properties in a specific propagation environmeifit an adequate grade of realism.

2.1.2 MIMO Channel Modelling

We typically represent théNg, x Nt,) CIRs of a MIMO system by a complex-valued matrix, where
we haveNr, transmit and\g, receive antennas, which is formulated as

hin - Ny,
H=| : : : (2.1)

AN o BNgNp,

Every elementy;; = |hij]ef<”fi in the matrix represents the CIR spanning from fthetransmit antenna to
theith receive antenna, which are zero-mean unit-variance enavalued Gaussian variables obeying
hij ~ CN(0,1), when small-scale narrowband NLOS Rayleigh fading is ctersid. Moreover, the
covariance matrix between two channel sampfés| andH [n + m] is formulated as

R[m] = Ey [vec(H[n])vec(H[n + m])H} , (2.2)

whereEg[-] denotes the statistical expectation ofrand the operation vég stacks the columns of

a matrix into one tall vector. The covariance matik#], which is a function of the time difference
due to the channel’s stationarity, captures both the cHansgatial and temporal correlations. Based
on the premise that the channel's temporal statistics catméosame for all antenna pairs, it may be
assumed that the temporal correlation is homogeneous antaél for any channel elemehy. Then,
the two correlation effects are separable, and the charmatid-covariance becomes their product, which
is formulated as

whereRy = R[0] (m = 0) represents the spatial correlation, whjler:] denotes the temporal auto-
correlation of a single channbjj, which is formulated as

olm] = E [hij (]I [n + m]] . (2.4)
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In the next two sections, the model of the time-domain andiapdomain correlation is described in
detail.

2.1.2.1 Spatial Domain

A substaintial body of research has been reported rega®li8@® channel modelling [110, 111]. If the
MIMO channels considerred are spatially independent, wbarresponds to a rich scattering scenario,
the modelling methods proposed for SISO channels may bdyeaxtended to MIMO channels. How-
ever, since typical propagation environments often résudpatial correlation, physically meaningful yet
easy-to-use methods are required to mimic the channeltsabpharacteristics. The methods proposed
in the open literature can be categorised into two classeselyphysical modelsndanalytical models
The difference between these two approaches are descsbieticavs.

1. Physical models [112-116] explicity model the specifiogagation environment (e.g. the lo-
cation of the scatters) and wave propagation parametengsid@h models allow for an accurate
reproduction of radio propagation. The disadvantage o§ighy models is that they are propaga-
tion environment dependent and computationally demanding

2. Analytical models [117-119] characterize the CIR in almatatical/analytical way without ex-
plicitly accounting for wave propagation. They are oftevoiared in the context of system devel-
opment and verification owing to their appealing simplickpowever, they might be oversimplified
and hence might fail to represent some properties of thestieathannel.

Besides, some standard models [120-122] have been propgsedious standard organisation. These
models are usually a combination of physical models andytioal models. For example, the Spatial
Channel Model (SCM) proposed by the 3rd Generation PahimeRroject (3GPP) employs the Kro-
necker model [117] to generate over-simplified channel rsoie the purpose of quickly checking the
validity of algorithms, and also employs physical modelg¢oerate specific channel models in various
environment for the purpose of performance evaluationT4g classification of the MIMO channel spa-
tial models is illustrated in Fig. 2.2. A survey of wirelessNMD channel models can be found in [123]
and [124] for example. Moreover, the major contribution ohivND channel modelling are summarised
in Table 2.1.

We employ analytical models in this treatise for its simipficNormally, an analytical channel model
provides an algorithm to reproduce the CIRs using a limitechimer of statistical channel parameters
measured from the observed real channel. The validity ott@nel model algorithm is verified by
comparing the observed real channel and the reproducedndeems of a certain metric, such as the
ergodic mutual information. For example, based on the mredschannel realizationH, the spatial
covariance matriRy may be readily calculated using Equation (2.2) by setting= 0. Using the
knowledge ofRy, the realizations of the MIMO chann&l may be modelled as

veoH) = Rlg, 2.5)

1 1 H
whereR; denotes the square root of an arbitrary matrix (e.g. anyixnsditisfyingRjR; = Ro), and

g is an (NtxNgy x 1) vector with independent and identically-distributed.qi) Gaussian elements,
each having a zero mean and a unit variance. However, a samifdrawback of this algorithm is the
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Table 2.1: Major contributions addressing MIMO wireless channel mitiraig

Author(s)

Contribution

[112]Steinbaueet al. 2001

introduced the concept of the double-directional mobile
radio to describe the angular information at both link
ends, which is the foundation of one of the deterministic
channel modelling schemes called ray tracing.

[117] Kermoalet al. 2002

proposed Kronecker model, which uses the correlation
matrices at the link ends to generate spatial correlated
MIMO channels.

[118] Sayeed 2002

proposed virtual channel representation, which is
restricted to single polarised ULASs.

[113] Molischet al 2003

proposed the so-called

Geometry-based Stochastic Channel Model (GSCM),
which reduces the complexity compared to ray tracing sch
by using the PDF of the location of the scatterers.

eme

[120] 3GPP 2003

proposed a spatial channel model, which is a combination
of physical model and analytical model for various
scenarios.

[121] Erceget al. 2004

developed a so-called TGn channel model for indoor
environments in 2 GHz and 5 GHz bands, with a focus on
MIMO Wireless Local Area Networks (WLANS).

[119] Weichselbergeet al.
2006

proposed Weichselberger model, which includes both
the separate and joint correlation properties at the
transmitter and the receiver.

[122] Molischet al. 2006

proposed the pysical directional channel model for various
communication scenarios.

[114] Loredoet al. 2008

presented a MIMO channel model based on rigorous ray
tracing techniques for indoor scenario.

[115] Zajicet al. 2009

proposed a MT-to-MT wideband channel model based on
the GSCM

[116] Emami-Forooshani and Noghanig
2010

ardevelop a novel semi-deterministic physical channel mode|

called Single Interaction ScatTEring Reflecting (SISTER)
which is applicable to arbitrary antennas and is suitahie fo
both indoor and outdoor environments.
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MIMO Channel
Spatial Model
Pysical models Analytical models
i) ray tracing I) Kronecker model
i) GSCM ii) Weicheslberger
iii) SISTER . model
iii) virtual channel
representation
i) 3GPPSCM
Standardmodels: ii) COST 259
i) IEEE 802.11 n

Figure 2.2: Classfication of spatial MIMO channel models.

substaintial size of the spatial correlation matRiy, when the number of antennas employed becomes
relatively high. It require§ N, Ng,)? parameters to be fully specified. Moreover, a direct inttgiion

of the elements aR with respect to the physical propagation over the radio ohbis challenging. As

a result, some more sophisticated channel models were ggdpo the open literature, such as the “Kro-
necker model” [117], the “Virtual Channel Representatifiti’8] and the “Weichselberger model” [119]

Kronecker Model [117]

Instead of using the full covariance matiRg, the Kronecker model employs the one-sided correlation
matrix defined as

Ry, = Eg [HHH] , (2.6)
Rp, = Ey [HHH] .

It formulates the channel realization as
Hyon = R2.GR2, @.7)

whereG is a (Ngy X N7,) complex-valued matrix with elements having i.i.d. zerean and unit-
variance Gaussian distribution. The channel becomesaﬂpandependent iRt andRg, are identity
matrices. Moreover, the square root maRq(x andR . may be formulated as

R = UrxATx, (2.8)
1
R = UryA3,,
where the unitary matriXl(.) and the diagonal matri\() = diag(Ay,...) are the eigen-modes

and eigen-values of the corresponding covariant meng'q(, which are calculated through the eigen-
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decomposition as follows
RTx - uTxATqu]jx/ (2-9)
RRx = quAqugy

Substitute Equation (2.8) to Equation (2.7), we obtain lagoexpression of the Kronecker model, which
is formulated as

Hyyon = Uy <</\r1%ng]7T~x> O] G> U]I_"Ix/ (2.10)

where® denotes the element-wise product of two matrices.

Virtual Channel Representation [118]

Assuming that Uniform Linear Arrays (ULAs) are employedibat the transmitter and receiver side,
and there ar@ scatters between them, the channel realizatlomay be written as

P
H =Y hparc(prs, p)ars(¢rs, p) 7, (2.11)
r=1
whereh, = |hpyef<vv denotes the path gain of theh scatterer, whil@gr,(¢ry, p) andary(¢ry, p) are
the array response and steering vectors fopthescatterer having an Angle of Arrival (AOA) and Angle
of Departure (AOD) ofpr, , and¢r,, », respectively. Equation (2.11) may be written in a more cachp
matrix form as

H = Ax HpAH (2.12)

whereAry = [@(Prxn),---,8(Pryp)] is @a(Nry X P)-element matrixAry = [@(prx1), ..., 8(Prx,p)]

is a (N7, x P)-element matrix andd, = diag (hy,...,hp) is a (P x P) diagonal matrix. Equa-
tion (2.12) provides a physical model for reproducing th&€;lwhich requires the knowledge of each
path’s AOAag, (¢rx, p), AOD ar,(¢rx, p) and that of the path gaihn,.

Furthermore, the array steering and response vectors ofldicé given by

1 , ‘ T
ARx (¢Rx,p) = TR |: 1 e*]ZT[-l-dechOS(PRx,p . e*]Z?T'(NRx*l)'defc cos ‘PRx,p ] , (213)
X
1 4 ‘ T
aTx((,bRx,p) = TT |: 1 e*]ZT[-l'defc cos (PTx,p . 67]27T'(NTX71)'dTXfC Ccos (PTI,p ] ,
X

where f, is the carrier frequency, whiléz, anddr, are the antenna spacing at the transmitter and
receiver, respectively. They are periodidie= df. cos(¢) with 6 period of1. This implies that scatterers
having = df. cos(¢) outside the range df-0.5, 0.5) are reflected back into the principal period of

6. Considering this periodic property, the paths havingeddht AOD and AOASs but producing the same
value off in the principal period—0.5, 0.5) may be grouped together and hence considered as a single
independent path. This idea inspired the invention of girtlhannel representation, which is an analytical
channel model. More explicitly, we assumed that there areed fiumber of N7, x Ng,) virtual paths,
which consist ofN7, virtual transmit beams anlk, virtual receive beams. The corresponding virtual
AODs and AOAs are created by uniformly sampling the prinktpperiod of[—0.5, 0.5) using a step-

size of1/Nr, and1/Ng,, respectively. The resultant matricds, and Ar, using the virtual AOAs
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and AODs happen to be the Discrete Fourier Tansform (DFTjiceatF . andFy, having a size of
(Nryx X Ngy) and(Nry x Nty ), respectively. Hence, the channel representation of Exué2.12) may
be formulated as

Hvirt = FNRvaFng/ (214)

whereH, represents the energy coupling betweenlhg virtual transmit beams and they, virtual
receive beams. The matrH, is no longer a diagonal matrix and can be further formulated a

Hvirt - FNR:( (()Uirt © G)P%Tx’ (215)

whereQ),;,; represents the element-wise square-root of the energylicgupatrix Q,;,;. Given the
measured impulse responddsthe energy coupling matriQ,,;,; is formulated as fellows

Q. = Ey [(PRXHP;X) ® (PII;IXH*PTX)} . (2.16)

Having the knowledge df),;;, Equation (2.15) provides a scheme, which allows us to chpre the
CIRs for a MIMO channel using ULAs at both the transmit anceiree end. If all elements dR,;,; are
identical, the resultant channel matrix is an i.i.d. randoatrix.

Weichselberger Model [119]

Given the measured channel realizations, the one-sidedlaton matriceR, and Rk, may be first
calculated using Equation (2.6). Then, eigen-decompusitif the CIRH is applied in order to obtain
the eigenbases of both transmitter and receiver as shownquatién (2.9), where the eigenbadds,
and Ug,, consist of the eigenvectors denotedby,; (1 < j < Nry) andug,,; (1 < i < Ngy),
respectively. Moreover, a so-called coupling matrix dedcas() may be obtained from the measured
impulse responsed as follows:

QO = Ey | (UrHUF,) © (UFH Ury) | (2.17)

The coefficients in the coupling matrix specify the averagmant of energy that is coupled from the
ith eigenvector of the receiver side to title eigenvector of the transmitter side (or vice versa). heot
words, it characterises the dependence between the tiégisemd the receiver, which is neglected by
the Kronecker model. Armed with the knowledgeldf,, U, and(Q}, the channel realization may be
modelled as

Hweich = qu (ﬂ © G)u]er (218)

whereG is a (Ngy X Nr,) complex-valued matrix with elements having i.i.d. zeream and unit-
variance Gaussian distribution, afiiis the element-wise square root of the ma€iix|If all elements of
Q) are exactly identical, the resultant channel matrix is iath. irandom matrix, unlike in the Kronecker
model.

Summary

Fig. 2.3 illustrates the relationship between the abovatimeed three channel models. More explicitly,
the Weichselberger model reduces to the virtual channeéseptation model, when forcing the eigen-
bases to be the DFT matrix, and it reduces to the Kroneckeehgpon forcing the coupling matri to
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IUM(’]L URr Q ® G)U

H,=F Rx(Qm‘rt © G)F{, Hyyon =Ur, ((A%%x)‘;x) © G) Uz,

Figure 2.3: Relationships among the three channel models, namely tieghgédberger model [119], the
Kronecker model [117] and the virtual channel represemdti 18].

be the outer product of the two singular vectﬁ% andAI%{x. It was demonstrated in [118] that the DFT
matrices serve as asymptotically optimal eigenbases éariihnnel matrices using ULAs (when the num-
ber of antenna elements tends to infinity). Hence, the emmoy of the virtual channel representation
model is restricted to single polarised ULAs. By contrdst, Kronercker model is suitable for arbitrary
antenna configurations. However, by forcing the couplindrin#o assure the fornf) = AI%XA%, the
dependence between the transmitter and the receiver isated! Hence, the Weichselberger model
alleviates the restrictions imposed by both the virtualncigh representation model as well as by the
Kronercker model, and provides a more general and accunatenel model than the other two. It was
demonstrated in [119] that the modelled mutual informatienerated using the Weichselberger model
provides the best match of the measured mutual informatiompared to the other two channel models.

Fig. 2.4 protrays three characteristic structures of tleggncoupling matrices and the corresponding
physical scenarios with the aid of numerical examples, Wwhicther illustrates the physical interpretation
of the Weichselberger channel model. The first example septed by); shows a fully-loaded structure
of the energy coupling matrix. Each transmit eigen-modélsed with each receive eigen-mode. If all
elements of); are identical, this scenario corresponds to the spatiaiiygeAMIMO case. Otherwise, the
resultant MIMO channel is spatially correlated. A possiphg/sical scenario leading to such a channel
is constituted by rich scattering clusters at both link entisthis case, the achievable diversity gain
contributed by the transmit and receive ends are equaltoand Nr,, respectively, and the attainable
multiplexing gains are equal t@in(Nry, Ngy).

The second example represented(yof Fig. 2.4 is constituted by the outer product of two fully-
loaded energy coupling vectors, which is equivalent to thenkcker model. Compared to the first
example cast in the context 63}, the channel modelled 62, has similar properties - for example,
they both have the same affordable diversity gain and nieipg gain. However, since the energy
coupling between the transmit eigen-mode and the recegemanode is not considered, a corresponding
possible physical scenarios is that the scatter clustetmdrboth of the link ends are far apart. Hence
the correlation between the transmit beams and receivedbaoomes negligible.

The third example constituted Y5 of Fig. 2.4 has significant power values in the first column and
negligible power values in the rest of the matrix. The remilichannel matrix is close to modelling a
rank-deficient physical scenario, where the elements ofrdresmit antenna array are so close to each
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Q Example Physical Scenario
'{1 1‘ R
11 .
Q, === (i.i.d) Z A AA.AA
1.5089 1.0059 AL’ A AS A .AA
0.7544 0.37721 ANA D BANA
(Spatially correlated) (rich scattering)
RXAA A A
BN ﬁ o/ Lo,
0, =l [09280] [0.9808 1.0188 ] R Y
(Spatially correlated) (Rx-Tx far apart
RXA A TX
q. ] [0.8943 1.7886] \e °
CTHEC 0.0358 0.0089 A enl °
AR 1
(rank—deficient) AL (dre < 0.57)

Figure 2.4: Three structures of the energy coupling mafiixblack squares: significant power; white
squares: negligible powef), is the outer product of two vectors), the corresponding gxtas) and the
physical scenarios (black dots: antenna array; whitedgtem scatterers) [119]

other that their response to all of the multipath componbat®mes similar.

In this treatise, we concentrate on the full-rank, spatialhite as well as spatially correlated sce-
narios, and employ the Kronecker model to generate CIRsWdiehselberger model will not be used,
because the energy coupling mafdcalculated using Equation (2.17) is based on numerous iexger
tally measured CIRs, which does not conveniently lendfiteesimulations. By contrast, the Kronecker
model provides a convenlent way of generating CIRs for emhjitone-sided covariance matricRs,
andRg, by settingQ) = /\fzx/\%x Additionally, in order to have a zero-mean, unit-variafiayleigh
channel for each transmit-receive link, the element-wigeage root of the energy coupling matfiXis
normalised to satisfyr (()Tﬂ) = NryNgy.

2.1.2.2 Temporal Domain

According to the Wiener-Khintchine theorem [109], the Po@eectral Density (PSD) is the Fourier
transform of the auto-correlation function (ACF), as slateEquation (2.4)

=Y polm]

The frequency range over whic( f) the transmitted signal's PSD is non-zero indicates the Dwpp
spread. The maximum frequency spread is given by the charfmbpler spread denoted #g,. Having

a higher mobility in a system results in a proportionatelgréased Doppler spread. Let us assume that
the system is sampled once every transmit symbol durdtipand introduce the normalised maximum
Doppler spread denoted 8, —norm = famTs, 0 < fam—norm < 1. A popular fast-fading model is that

o2 fm (2.19)



2.1.3. AMIMO Channel Generation Example 22

Table 2.2: Channel Parameters

N7y 2
Ngy 1
fdm—norm 0.1
. 10
Scenarios| a)Rr, = 01 , Rry =1
1 093
b)Rr, = , Ry =1
IRt =1 003 1 Rx

of Clark which was popularised by Jakes [109], and assumé@adnaniformly distributed scatterers on
a circle around the antenna, which results in the followargporal correlation:

P[”’l] = ]0(27‘[fdmst) = ]0(27dem7normm)/ (2.20)

where Jp is the zero-th order Bessel function of the first kind. Havihg knowledge off;,;,—orm, @
sequence of time-correlated channel samples may be remfigrated using Equation (2.20).

2.1.3 A MIMO Channel Generation Example

In this section, a MIMO channel having two transmit antenaad a single receive antenna associ-
ated with the parameters summarised in Table 2.2 is gedeestean example. The maximum nor-

malised Doppler frequency is set fol, and the Kronecker model detailed in Section 2.1.2.1 is em-
10

ployed. Two different scenarios are considered, namelRa) = [ 0 1

1 093
R —
Tx [ 093 1

scenarios, respectively.

], Rr, = 1, and b)

, Rgxy = 1in order to represent spatially independent and spatialiyetated

Fig. 2.5 illustrates the envelope of the temporal respohsesdh;, of the two channels, where it is
clearly seen that the channel samples generated are timadated. Moreover, when these two channels

. . _ 10 :
are spatially independent i.e. we haRe, = [ 0 1 ] , the envelope of these two channels varies

. _— 1 093
independently, as shown in Fig. 2.5 a). By contrast, whenaveRr, = . for example,

0.93
the envelopes of these two channels shown in Fig. 2.5 b) hiaasvalues and tend to fluctuate jointly.

Utilising the channel realizations generated, three tatiom coefficients may be calculated between the
two channels, namely those with respect to the complexedatihannel gain, the channel envelope and
the channel’'s phase rotation, as follows

E[(l = Em])(ha = E [1o])]

phﬂ’lz = (7']110'}[2 7 (221)
_ E[(|m| = E{[m[]) (k2] = E[k2]])]
Pl i 1] :

_ E[(¢1 — E¢1])(¢2 — E [¢p2])]
Pt 0y O, ’
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Figure 2.5: Envelope of the temporal channel response of the chaned®d /i, when they are a)
spatially independent and b) spatially correlated chamn&he covariance matricd&r, andRg, are
shown in Table 2.2

whereco, denotes the standard deviation of the random variabl&hen the MIMO channel is spatially
independent, we hav@, , = pji,(jn,| = Pp¢, = 0. By contrast, when the MIMO channel is spatially
correlated, as in scenario b), we may have for exampplg = 0.93 + 0.0004%, p|y, |, = 0.8464 and
P9, = 0.6709. The joint distribution of the two channel envelopes andhciegh phases is illustrated in
Fig. 2.6 and Fig. 2.7 for spatially independent and spgt@iirelated channels, respectively.
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a) b)
25 T T

35

25

Figure 2.6: Joint distribution of the two channels’ envelopes when weele) spatially independent and
b) spatially correlated channels. The covariance matRggsandRg, are given in Table 2.2

Figure 2.7: Joint distribution of the two channels’ phases when we hagpatially independent and b)
spatially correlated channels. The covariance maticgsandRg, are given in Table 2.2
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2.2 Linear Transmit Preprocessing

Having briefly characterized both the family of spatiallydaiemporally correlated MIMO channels,
let us now turn our attention to the portrayal of MIMO-aidednismit preprocessing techniques. In
Section 1.1.2, the literature review of various transméppocessing schemes were provided. In this
section, several linear transmit preprocessing algosthvaich may be roughly classified into algorithms
for single-user scenarios and multi-user scenarios, aseribed in detail including every algorithm’s
derivation, benefits, constraints and the required feddidiormation.

In this section, perfect channel knowledge is assumed tovhidabhe both at the transmitter and
receiver side. Recall that our generalised MIMO system rhoaéng Nt, transmit antennas amdy,
receive antennas was shown in Fig. 2.1. The transmitterg@repsing may be formulated as

§ = Pryy = Pry(Hx +n) = Pr(HP1,s +n), (2.22)

wheres is the estimated symbol obtained in the receisés,the symbol to be transmitted before prepro-
cessingyx is the signal to be transmitted after preprocessingenotes the noise vectarjs the received
signal, Pt represents the transmit preprocessing matrix Bpdrepresents the receive postprocessing
matrix. The objective of transmit preprocessing is to eiglee available channel knowledge, and to
design an appropriate preprocessing marix in order to improve the achievable system performance,
such as the throughput and BER. Moreover, the transmit pcegsing matrixPr, has to satisfy the
long-term power constraint of

E[|lx3] = E [IIPr.x|3] = t (Pr.RsPY,) < Ers, (2.23)

whereR represents the covariance matrix of the transmit symbalsEan denotes the averaged energy
corresponding to the transmit power [26].

2.2.1 Single-user Scenario

The so-called Transmit Matched Filter (TxMF) designed favi&O channel and the Transmit Eigen-
Beamforming (TXEBF) concept conceived for a MIMO channel iatroduced in this section. The first
one can be considered as a special case of the second one.

2.2.1.1 Transmit Matched Filter for MISO Scenarios

The intuitive idea behind the TXMF concept is that of movihg receiver's matched filter from the
receiver to the transmitter, which was proposed in [125]e f@sultant TXMF is capable of maximising
the power of the desired signal at the respective receiMeitevhaving the same transmit power as the
open-loop scheme.

Consider a MISO system, where we have, > 1, Ng, = 1, Pg, = 1. The corresponding transmit
preprocessing matriR7, of the TxXMF scheme may be formulated as

h*

Pry=——),
T ]l

(2.24)
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whereh represents théNr, x 1)-element channel vector. SinPe is a complex-valued unitary vector,
where we havé’?xPTx = 1, the power constraint stated in Equation (2.23) is satisfied

i i i i i imi ialdinglPl2Erx
A particular benefit of using the TxMF is that the received SidRnaximised, yleldmg“‘#.
Moreover, if the channel is spatially independent, a trandiversity order of N7, as well as a power
gain of N7, are achieved, because the effective channel|gdin is given by the sum aNr, independent
Rayleigh distributed variables, which is formulated|ag, = /|1 2+ ... + |[hng, |2

To facilitate the employment of the TXxMF at the transmittietes the receiver could either simply
feed back the entire CIR vecthr or may calculate the unitary vectBr, illustrated in Equation (2.24)
for feeding it back to the transmitter.

2.2.1.2 Transmit Eigen-beamforming

The capacity of a MIMO channel may be approached by using di@tion of Singular Value Decom-
position (SVD) and classic water-filling based power altama[l, 47]. More explicitly, the information

is transmitted through the eigen-beams, and the transwi¢ipallocated to each eigen-beam is propor-
tional to its corresponding eigen-value.

The SVD of a MIMO channeH is formulated as
1
H = UyA} Vi, (2.25)

wherel y is the left-hand-side unitary rpatrix of the MIMO chand#&] V i is the right-hand-side unitary
matrix of the MIMO channeH, and A}, consits ofmin(Nry, Nry) number of real positive unitary
valuesy/A; lying on the diagonal line. In factl ;; andVy are the eigeln—bases of the Hermitian matrices
HH" andH"H, respectively. Moreover, the singular value maiAif, is the square root of the eigen
value matrixAy having min(Nr,, Nr,) non-zero eigen-values; on the diagonal. To approach the
channel capacity, the matching postprocessing matrix tidsetdefined as the left-hand-side unitary
matrix given by

Pr, = Uy, (2.26)
while the preprocessing matrix is formulated as

Pry =VyVEry, (2.27)

whereEr, consists of a maximum ahin(Nr,, Ng,) humber of non-zero diagonal-elements, with
representing the power allocated to the correspondinghédgams. Using the classic water-filling algo-
rithm, the power allocated to theh eigen-beam is calculated as [1,47]

_ No

T ), (2.28)

Ei = (u

where); is theith diagonal element of the eigen-value mattiy, and the functior(-) ™ represents the
value itself inside the parenthesis when this value is pesiand it is set to zero otherwise. Furthermore,
E; must satisfy the total power constraint of

Y Ei < Ery. (2.29)
i=1



2.2.2. Multi-User Scenario 27

The calculation off; is usually carried out in an iterative manner. For examie,value ofy is first
initialised asy = m and the power allocated to each eigen-beam is calculaiad Esjua-
tion (2.28). If for example we have to allocate zero powerwo tigen-beams according to Equa-
tion (2.28), then the value gf becomesy = WI\W in the next iteration, until the power allo-
cated to all activated eigen-beams becomes non-zero. Asiky, e water-filling based power allocation
algorithm tends to allocate all the power to the specific rigeams having the strongest eigenvalue at
low SNRs (e.g.Ny — +0o0), and to allocate equal power to all eigen-beams havingzeso-eigenvalues

at high SNRs (e.giNy — 0).

The aforementioned algorithm is referred to as transméreigeamforming in this treatise, since the
signals are transmitted in the non-zero eigen-directldps as viewed from a receiver’s perspective. The
transmit matched filter designed for the MISO scenario dised in Section 2.2.1.1 is a special case
of transmit eigen-beamforming, wheRx, = 1, V has only a single eigen—vect%, and all the
transmit power is allocated to this single eigen-beam.

Transmit eigen-beamforming essentially decomposes tihvthannel into several parallel orthog-
onal sub-channels. Hence, the signal transmitted thrduggetsub-channels becomes interference-free,
which is one of the benefits of using transmit eigen-beamifagmMoreover, the channel capacity can be
approached when using water-filling based power allocat@mnbined with appropriate modulation and
coding schemes for every eigen-beam employed. Howevequéalkty of the resultant orthogonal sub-
channels may be very different from each other. Based ortdiistgcal distribution of the eigen-values of
arandom matrix [126], a diversity order @7, X Ng,) and a beamforming gain &7, N, are achiev-
able for signals transmitted via the specific eigen-beaninhathe strongest eigen-value. By contrast,
the BER performance of the signals transmitted over thendigem having the weakest eigen-value is
typically worse than that experienced for transmissiorr af@ayleigh channel having no diversity. This
property has been exploitted in Section 4.3 to facilitatkewi transmissions.

Instead of requiring full channel knowledd# at the transmitter side, transmit eigen-beamforming
may also be implemented, if only the eigen-vectors in thetfitand-side unitary matri¥ i associated
with non-zero transmit power are known at the transmittée.sif water-filling based power allocation is
employed in addition, then the singular values or the atet@ower calculated at the receiver sided are
required to feed back to the transmitter. As a result, thaired quantized information is constituted by
complex-valued unitary vectors or a unitary matrix, andgberer allocated.

2.2.2 Multi-User Scenario

Numerous Multi-User Detection (MUD) algorithms have beeopwsed in the open literature [127],
such as the zero-forcing MUD [128], the Minimum Mean SquamE(MMSE) MUD, the minimum
bit-error-rate MUD [129], the sphere-packing MUD [130] athe: ant-colony aided MUD [22]. The
corresponding transmit preprocessing algorithms do &xistimost every linear MUD scheme [26,131].
In this treatise, three basic linear transmit preprocgssthemes, namely Transmit Zero-ForcingTxZF
[26], TXMMSE [26] and TxBD [64] are considered.
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2.2.2.1 Transmit Zero Forcing for MISO Scenarios

When we haveNt, > 1 transmit antennas at the BNk, = 1 receive antenna at each MT akd> 1
active users, the channel matiik has a size of K x Nry), in which thek-th row represents the CIR
signature of thekth user. Here we dispense with user-cooperation, henceds$iprpcessing matrix
employed at the MT simply becomd, = I. In order to eliminate the inter-user interference at the
transmitter, the transmit preprocessing matrix using tkéFTalgorithm is formulated as

Pr. = H'w = HY(HH") &, (2.30)

where (-)t represents the pseudoinverse of a matrix, aris the corresponding power normalisation
factor. Assuming that the maximum allowable transmit poafeeach user is equal tBr,, the power
normalisation factor may be calculated as

KEr,
0=y —rr——. 2.31
\/tr((HHH)l) ( )
or as
K — ng , K 7'é Dé]', k 7& ] (232)
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Figure 2.8: Comparison of the total power normalisation and the indigigpower normalisation regimes
of Equations (2.31) an (2.32) using TxZF, when we halig = 2, Ng, = 1, K = 2, and||h1|| =
4, ||hy]| = 0.5.

These two power normalisation schemes are referred totalspower normalisatiorand individ-
ual power normalisationrespectively. Using the total power normalisation metpoesented in Equa-
tion (2.31), the allocated power is higher for the users Bgpeing a deep fade than for those users
having a good channel quality. Hence the resultant effecthannel gainﬂz,{pﬂ becomes equal for all
users. By contrast, the power allocated to each user is éguall users when employing the individ-
ual power normalisation method of Equation (2.32). Heneeréisultant effective channel gaiﬂt{pk]
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become proportional to the users’ channel ggn||. This is illustrated in Fig. 2.8 when assuming
Nty =2, Nry =1, K =2, and the channel gain for the two users are equgi{to= 4 and|h;| = 0.5,
respectively. Supposed that the noise variance for alkumer the same, the total power normalisation
method provides higher minimum SNRs over all users, andegprently better BER performance if all
users have the same data rate. The difference between Wegewer normalisation methods in terms
of resultant BER will be illustrated later in Chapter 5.

A significant advantage of employing TxZF is that, providadttwe have perfect CSl for all users,
the inter-user interferences are completely eliminatedhleypreprocessing operated at the transmitter.
Hence, the complexity of the DL MT receiver can be dramdiicaduced and the employment of DL
SDMA becomes realistic. However, a constraint of employingF is that the number of useks must
satisfyK < Nr,. Otherwise, the right-side pseudoinverse of the mdtiin Equation (2.30) does not
exist. Furthermore, the TxZF experiences noise ampliboajust like the ZF-MUD [26, 131].

Unlike in the single-user scenario discussed in Sectiorl22nd Section 2.2.1.2, where the pre-
processing matrix can be calculated at the DL receiver fiepreprocessing matrix is unknown to any
of the active users, since none of them have the completeneh&nowledge ofHH. To facilitate the
implementation of TxZF at the transmitter side, the actisers are required to feed back their own CIR
signatured; to the BS’s DL transmitter.

2.2.2.2 Transmit Minimum Mean Square Error for MISO Scenarios

Considerring the same system haviNg, > 1 transmit antennas at the BEk, = 1 receive antenna at
the MT,K < Nr, activated users, anlz, = I, the objective function of the TXMMSE algorithm is that
of minimising the MSE between the transmitted signahd the estimated sign&élwhich is formulated
as

Pry = argmin E [lIs —8[13], s.t. E[||Prxs|l3] < KEr. (2.33)
Tx

The objective expectation can be rewritten as [26]

R=E[|s—5|3] =E [(@ — HPps)H (3 — HPsz)] +E [an} (2.34)
H
= E |:(§ —HPsz)H(§ — HPTXS)] + %E [HPTXSH%] .

UsingE [||s||3] = E [||Prxs]|3], this equation can be modified to

A N N
R=E [(s —HPrs)H(s - HPsz)} + ETO E [|Prys|f?] . (2.35)

The value of the expectation stated in Equation (2.34) ismged by setting the partial derivation of
R with respect taPr, to zero, which can be shown that the resultant transmit poggising matrix is
formulated as [26]

Ix) 'a, (2.36)
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wherea is a(N7, x Nr,) diagonal matrix havin& non-zero diagonal elements representing the power
normalisation factors. Similarly, the power allocationtfasx can be calculated as

o= KEra . (2.37)
tr (HHH (HHH + EngIK)—z)

At high SNRs, we haveé\% — 0, hence the transmit preprocessing matrix of TXMMSE showgdoa-
tion (2.36) becomes the same as that of TxZF, as illustraté&djuiation (2.30).

Similar to the TxZF algorithm, the TXMMSE scheme removes ititer-user interference at high
SNRs, and strikes a tradeoff between the noise amplificai@hinterference mitigation at low SNRs
S0 as to minimise the Mean Square Error (MSE) between thertrisied information and the estimated
information. In order to facilitate the implementation ofMIMSE at the transmitter, the MTs are required
to feed back their own CIR signatukg. Besides, the knowledge of the average noise variavices
essential as well.

TXMMSE
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Figure 2.9: Comparison between the TxZF and TXMMSE schemesNgr = 2, Nz, = 1, K =
2, SNR = 6 dB, using the power normalisation regime of Equation (2.8&§ a)x = 1.66 b) x = 10.

The differences between the TxZF and TXMMSE at low SNRs aréndu illustrated in Fig. 2.9,
where we assumelir, = 2, Ngy = 1, K = 2, SNR = 6 dB, the power normalisation regime of
Equation (2.31) is employed and the corresponding chanagixH is a) a well-conditioned channel
matrix associated with a condition-numbertaf = 1 and b) an ill-conditioned channel matrix associated
with a condition-number of = 10. The channel vectors, andh, are represented by the thicker solid
and dashed lines, respectively, while the correspondiegrpcessing vectops; andp, are represented
by the thinner solid and dashed lines, respectively. It bbeoplausible from observing the symbols seen

1The condition-numbetx is defined as the ratio between the maximum singular valugtehinimum non-zero singu-
lar value formulated ag = YAz |f the condition-number obeys — 1, the corresponding channel matdk is well-
conditional. By contrast, if the condition-number ob&ys— o0, the corresponding channel matfkis ill-conditional.
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in Fig. 2.9 that the preprocessing vectors generated use@xZF scheme are orthogonal to the corre-
sponding interfering channel i.e. we hap%"_Lhz andp%Fth. By contrast, the preprocessing vectors
generated by the TXMMSE scheme (epg/'M*F) lies between the orthogonal direction to the interfering
channel (e.gple) and the direction of the serving or derived channel (&;Q. The difference betwen
the effective channed P, using the TxZF scheme and the one using the TXMMSE schemanigsco
more significant, when the channel matHkis ill-conditional, as shown in Fig 2.9 b). More explicitly,
the TXMMSE scheme provides a higher receive energy compardt TxZF scheme. Although it also
imposes some inter-user interference, the overall BERpednce is expected to be better than that of
the TxZF scheme at low SNRs, where the performance is doedray the noise, rather than by the
interference.

2.2.2.3 Transmit Block Diagonization for MIMO Scenarios

The transmit block diagonization technique proposed if} {64y be considered as an extension of the
TxZF for the scenario of having more than one receive anteahthe MTs. HavingNt, > 1 transmit
antennas at the BS\]R]; > 1 receive antennas at tfketh MT, while supportingK activated users, the
(T Rx x Nry) complex-valued channel matrH is formulated as

H=| H® |, (2.38)

where H) represents théN'\) x Nr,)-element channel matrix for theth user. The DL transmit
preprocessing matnR( ) of thekth user is formulated as

Pl v, (2.39)

whereV® is a unitary matrix, which constitutes the null-space ofothsers’ channel matril (! i #
k, where we havéI()V () = 0. In other words, the transmit preprocessing matrle% i#k of the
other K — 1) users all constitute the null-space of ttta user's channel matrill(?), i # k, yielding
H®VY(® = 0. Hence, the received signal at ttt user becomes

K
Z PPs®) 4 4®) (2.40)

K
= H(k)P(Tgs +nlk Yy P(lecs
i=1,i#k

= H(k)P@sk +n),

where the inter-user interference has been eliminated. r@sudt, the entire channel matri has been
effectively decomposed intK parallel interference-free MIMO channels representeH &sP (). Both
open-loop transmission schemes, such as V-BLAST [5], anded-loop transmission arrangements,
such as the eigen-beamforming regime discussed in Sect2zoh.2 may be employed by the users for
information transmission.
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The null spacd’ %) of H can be computed by the SVD [64] as follows

HD
H(lg—l) 10 170 Az 0 17408
HK)

A sufficient condition for ensuring the existence of the ragdhce matrix¥/ ¥) of H is that the channel
matrix formulated in Equation (2.41) must be a long rectdangmatrix. More tangibly, the number of
transmit antennas must be higher than the sum of the numlreceive antennas accumulated for the
(K —1) interfering users, which may be written as

Yy N k=12..,K (2.42)

K
Nty > max
ko Ttk

Consequently, the size of the null-space ma#{%) as well as that of the transmit preprocessing matrix

P generated for théth user becomeéNTx X (Ntyx — 2{1Li# N}ﬁ)).

In fact, the DL TxZF scheme discussed in Section 2.2.2.1 nreayidwed as a special case of transmit
block diagonalisation [64] where we hawéz, = 1 for all users. According to Equation (2.30), we
haveHP,r 1, = &, wherea is a diagonal matrix, and the preprocessing vector gertefatethe kth
user is orthogonal to all other users’ CIR signathfei # k. In other words, the DL preprocessing
vector calculated for théth userp; constitutes the null space of all other users’ channel matrhich
is essentially the same as the result of transmit block dialigation [64]. Similar to the DL TxZF and
TXMMSE schemes, the channel matfi*) estimated at the DL receiver has to be fed back to the BS's
DL transmitter in the FDD scenario we considered in thistiesa

2.2.3 Summary

Table 2.3 summerises the above-mentioned five linear tidpseprocessing schemes in terms of their
benefits, constraints and the required CSI. The specific afpee required CSI may be classified into
the following categories

1. scalar variables, e.g. the noise variahge

2. real-valued vectors, e.g. the eigen-values vetfor

3. complex-valued non-unitary vectors, e.g. the MISO &jR

4. complex-valued non-unitary matrices, e.g. the MIMO GIR

5. complex-valued unitary vectors, e.g. the TXMF prepremgsvectorﬁ;

6. complex-valued unitary matrices, e.g. the right-haidd-sinitary matrixV ;.

In the next section, the quantizers designed for these @8ktwill be discussed.
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Table 2.3: Summary of various linear transmit preprocessing schemes.
Benfits Equaltions and Constraints Required CSI
TXMF 1) maximised receive SNR; | Pr, = W unitary vectorH’;l—*H
2) transmit diversity gain; N7, >1 or CIRh
3) transmit array gain;
1
Transmit 1) capacity approaching H = UHAIZ’{VE unitary matrixV y;
eigen; 2) interference-free; Pr, = VyVE, Pg, = Uy E; (optional);

beamforming

3) parallel sub-channels with
different quality.

Ei=(u—50)*
Nry>1, Ngy > 1

or A (optional).

diagonization

2) facilitate DL SDMA.

TxZF 1) inter-user interference-freq; P, = H" (HH") ' h®),
2) facilitate DL SDMA. =\ B
NTx > 1/ NTx < NRxK
TXMMSE 1) facilitate DL SDMA; Pr, = H"(HH" + ElTiIK)—la h(k):
2) trade-off between inter-usera = KEry andNj.
tr(HHH(HHH—i-E—TOxIK)*Z)
interference and noise. N7,y >1
Transmit block| 1) inter-user interference-fred; P = V(®) H®

HOV® =0, i#k
NTx > 1/ NRx > 1/

K >1; Nr, < NgyK.

2.3 CSI Quantization

The required feedback information was discussed in Se2t®@ifor each transmit preprocessing scheme
considered. In this section, the design of efficient CSI tjsars is discussed, which are capable of
achieving a low quantization error at the minimum numberitsf, Iso as to reduce the feedback load and
to improve the closed-loop MIMO system'’s performance.

2.3.1 A General Introduction

Quantization is the process of approximating (“mappingtpatinuous range of values (or a very large
set of possible discrete values) by a relatively small ({&f)iset of discrete values. A plausible example
is that of rounding a real number in the inter{@/100] to an integer0,1,2...,100. This finite set of
discrete values is referred to axadebook®. The elements in a codebook are referred tajasn-
tization levelsor codewordsQ);, where the subscriptis referred to as thendex of a codeword The
data type of the codewords may be real/complex-valuedrsgaleectorsg; and matrice);, depending
on the unquantized input soure. Here we use the notatiof; to represent all cases in general. A
guantization result or a codeword may then be signalled mgube binary representation of its index.
A total of b = [log, |Q|] bits are required provided that all codewords are equigrieband when
using a codebook having a size [@| = 2°, Q = [Qi, ..., Q|g|]. The quantization errofg is
typically quantified by a distance metrikf X, Q(X)), whereQ(-) represents the quantization process
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Qi = Q(X) = argming,1<i<|g 4(X, Q).
Given the codebook sizgQ|, the design objective when creating a quantizer is to find deco
book, which minimises the average distortidn = Ex [d(X, Q(X))|Q]. The generalised Linde-Buzo-

Gray (LBG) algorithm [91,132] is a widely used codebook dagprocedure, which is briefly introduced
below.

The Linde-Buzo-Gray algorithm [91, 132]:

1. Generate a large number of training samplgsXy, . .. based on the typical input soureto be
quantized;

2. Initialise the codebook usin@| randomly chosen training samples, and denote this coded®ok
Qold

3. Find the optimal partition to create quantization in&svor cells, that is, formiQ| quantization
cells C; satisfying theNearest Neighbour Conditioof

¢ = {X: d(X, Qi) <d(X,Qj); Vi#j i,jel [Qll} (2.43)

If we haved (X, Q;) = d(X, Q;) for one or more indices af# j, then assigiX to the specific set
C;, for whichj is the smallest.

4. Compute the average distortiégol , for codebookQ,;;.

5. Copy codeboolQ,;; to Q,.., Where each ungquantized value will be represented by thefigpe
centroid points which minimise the average distortion of each quantimatiell, which is formu-
lated as

Q; = arg rrélnE [d(X,Q;), X € . (2.44)

6. Compute the average distortigp, for the codebookd,;;,.

7. Comparelg,, andég,,,. If the average distortion improvement of the most recesration was
sufficiently low, curtail further iterations. Otherwisets®,,, = ¢g,,,, Qoid = Qnew and go to
Step 3.

Three issues have to be addressed, when applying the LB@Gthfgdor CSI quantization codebook
design. They are the physical nature of the input sotctehe definition of the distance metritf-)
and the algorithm of centroid calculation, given a specifstathce metric. In Section 2.2, the required
feedback information of each of the preprocessing schemsiadered was discussed, which is naturally
the content of the input soureé as summarised in Section 2.2.3. The training sampl&sroay be gen-
erated using the channel models detailed in Section 2. 1bicaa with the related algorithms detailed in
Section 2.2. The distance metric used for information sear@ntization (e.g. audio and video) is usu-
ally the MSE metric, since the ultimate goal is to recongtthe original source information. However,
the ultimate objective of CSI quantization is to improve #rgire closed-loop systems’ performance.
Although this can be achieved by accurately reconstrudtiegCSI at the transmitter side, minimising
the Euclidean distance between the unquantized CSI anduthtiged one may not be the most effi-
cient method of improving the transceiver's overall parfance. Hence, apart from the commonly used
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MMSE distance metric, we also employ the so-called chordafdce [80, 133], the projection 2-norm
distance [57,133] and the Fubini-Study distance [57, 138jis treatise. The definition of these distance
metrics, the corresponding centroid point calculationhuds, the codebook examples, as well as the
attainable quantizer performance quantified in terms ofatreraged quantization errdp versus the
number of quantization bits, will be detailed in Sections 2.3.2, 2.3.3 and 2.3.4, retbypey.

2.3.2 Quantisers Using the Euclidean Distance

With the objective of minimising the Euclidean distancewsstn the input and output of a quantizer, the
MSE is formulated as

dEuclidean<x/ Q(x)) = ||x - Q(x)H% (2-45)

Given the MSE distance metric, the centroids of Equatiod4Pmay be explicitly calculated using the
numerical average formulated as

B yIGl

;=areminE [d(x,Q;), X € ¢;] = =—,

(2.46)

where|¢;| represents the number of training samptas the quantization celt;.

This type of quantizer is applicable to all the CSI feedbgge$ summarised in Table 2.3 of Sec-
tion 2.2.3 such as for example, the scalar noise variaficand the real eigen-value vectoxs In this
section, we employ the real-valued Rayleigh-faded chaemetlope vectors as the input vector to char-
acterise the MSE based quantizer's performance. Moregitkplthe quantizer’s input source vectois
formulated as

|h11]
X = (2.47)

|hNRxNTx|

The elements irx may be quantized jointly, which is the philosophy of the slassector quantiza-
tion scheme [91]; or may be quantized separately, as in theectional scalar quantization scheme.
An advantage of scalar quantization over vector quantimas its smaller codebook size and its low-
complexity search process, given the same total number aftgation bits. Hence both of them
are employed and compared in this section. Two vector qeetith codebooks having a cardinality
of |Q|] = 16 and generated for the Rayleigh-faded channel envelopestiation using the above-
mentioned scheme are illustrated in Fig. 2.10. The Raylfgiging channels illustrated in Section 2.1.3,
more explicitly, a spatially independent scenario hawiig = 2, Nrx = 1, p|p,|jn,) = 0, and a spatially
correlated scenario associated wWith, = 2, Ng, =1, Ol |y = 0-8464 were considered. By referring
to the channel envelope probability distribution exemgtifin Fig. 2.6, it is evident that the codewords
denoted by the star marks in Fig. 2.10 are distributed aduoglsd The codewords of a scalar codebook
having a cardinality of Q| = 4 are also marked in Fig. 2.10, which are those indicated byitates for
comparison. It is clear that for the spatially correlatednseio b), the scalar codebook has allocated a
good portion of its codewords to the area where the chanwel@re’s probability is low, which results
in an inefficient design because the high-probability areasain 'under-represented’. This is further
substantiated in Fig. 2.11, which quantifies the average MfStEe Rayleigh-faded channel envelope
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Figure 2.10: lllustrations of the 16 codewords for two Rayleigh-fadeduthel envelope, where the
channels are a) spatially independent and b) spatiallyetaded having a correlation coefficient of
Piny||ny| = 0.8462 . Vector quantization (star markers) and scalar quantimgitircle marks) are em-
ployed.

guantization error versus the number of quantization kstdu It is demonstrated in Fig. 2.11 that, for
the spatially correlated scenario considered, the veaiantiger quantized the two estimated Rayleigh
channel envelopeg |, |h;| jointly, and hence achieved a significantly lower quanimaerror than the
scalar quantizer, wheré; |, || were quantized separately. By contrast, for the spatiatiependent
scenario, the achievable performances of the vector queairdind of the scalar quantizer are similar to
each other.
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Figure 2.11: The averaged quantization erfg versus the number of quantization bits for Rayleigh-
fading channel envelope quantization, when we hislye = 2, Ng, = L oy = 0/0.8462 using a
vector quantizer and a scalar quantizer, respectively.

2.3.3 Unitary Vector Quantizer Using the Chordal Distance

[80] For the TXMF aided MISO system discussed in Sectionl212the required feedback information
is constituted by the TXMF’s weights, which are hosted a, x 1)-element complex-valued unitary
vector. The chordal distance defined in [80] for quantizesigies is formulated as

denor (%, 4i) = /1 — |xHg], (2.48)

wheregq; denotes one of the codewords. Simcandg; are two complex-valued unitary vectors, we have
xHgq; = |xHq;|e/f, where0 < |xTg;| < 1, which can be represented pdq;| = cos®. The phase
values® and 8 are defined as the Hermitian angle and the pseudo-angle éretwe complex-valued
unitary vectors, respectively [134]. Minimising the chakdistance between two complex-valued unitary
vectors is equivalent to maximising the cosine functiorhefitlermitian angle between them. Physically,
the received SNR represented ¥R = |h§jo"‘2 = ‘“h“gi""‘z is maximised, wheros ® = |xg;] is
maximised, regardless of the pseudo-angle. Compared tM8te metric, which provides us with a
tangible measure of the quantizer's performance, but dadharacterise the performance of the entire
system, the chordal distance may be deemed more relevac, isiis directly linked to the achievable
system performance by maximising the receiver’s SNR. Thantation codebook may be generated
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using the LBG algorithm outlined in Section 2.3.1. Since \&edx = ﬁ as stated in Equation 2.24, the
training datax can be generated using the channel model of Section 2.1ctirfda spatially independent
channelsx is uniformly distributed in the complex-valugdr,-dimensional unitary space. By contrast,
for spatially correlated channelsis only a subset of the complex-valudg-,-dimensional unitary space.
Moreover, the centroid of a given quantization cell may béaied using the following algorithm.

e Centroid Update Algorithm Using the Chordal Distance:

1. Construct &|¢;| x Nt,)-element matriXA using all the training vectors belonging to cé&|l
X!
as the row vectors of matriA. More explicitly, let us construc =

H
X2
<]

1
2. Apply SVD to the matrixA, yielding A = U, A3 VE;
3. Setq; = Vyqax, Wherev,,,, is one of the columns in the right-hand-side unitary maWix

corresponding to the largest singular value.

e Proof: Based on the LGB algorithm outlined in Section 2.3.1, theciije function employed for
codebook updating can be reformulated as

€|
arg H;in E [dehor (%, 9i),%j € €] = arg H}iin = Y denor (%, 1) (2.49)
i i i 7

|<i|
= argmax ) |x}qq1-]
e
]

= arg rr}’aquHAHAqi
= argmax gV A, Vg,
qi

Since we havel,y > ... > Ay, and|oll g:> + ... + [0l g,]*> = 1, the objective function
derived in Equation (2.49) is maximised, when we hi/g,.g;> = 1 and [vfq;|> = 0,Vo; #
VUmax- AS a result, the updated codeword or centroid of €ehould bej; = v,y

A codebook example having a size of four codewords genetsied the above-mentioned algorithm
for a scenario of spatially independently fading MIMO elentsais given by

—0.36 —-0.97 —0.73 —0.62
Qiid. = , , , | (2.50)
0.794+ 048 0.12+0.21i 0.08 —0.68i —0.76 + 0.19i
and the one for spatially correlated scenario is
—0.62 —0.65 —0.76 0.78
Qpp =093 = , . . - (2.51)
1 —0.73+0.29i —0.76 —0.08i —0.64 + 0.09 0.59 + 0.18i

Again, the channel characterized in Section 2.1.3 hairg = 2, Ng, = 1, Ry, = I andRp, =
1 093
093 1

] was employed. The averaged quantization efigr= E[d.,,]| versus the number
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Figure 2.12: The average quantization errgp, = E|[d.y,,] versus the number of quantization bits
per two-dimensional unitary vectar, when we haveNt, = 2, Nry = 1,p5,,, = 0/0.93 using the
LGB algorithm based beamforming weight-vector quantiz82and the Grassmannian line-packing
beamforming weight-vector quantizer of Section 2.3.3peesvely.

of quantization bits per 2-dimensional unitary vector istgayed in Fig. 2.12. It is demonstrated in
Fig. 2.12 that the average quantization error of the spatirrelated scenario is lower than that of
the spatial independent scenario, when using the same arobguantization bits. This is because
the unitary vectors of the spatially independent TxMF scenario spread unifgreddross the entire
two-dimensional complex-valued unitary space, while tifahe spatially correlated TXMF scenario is
spread over a limited fraction of the unitary space. Coneetlyy more quantization bits are required
for the spatially independent scenario, since the ungeeshtunitary vectors in this case contain more
information.

Apart from using the LBG algorithm, the TxMF’'s weight-vectimdebooks designed for spatially in-
dependently fading MIMO channels can also be generated tlsnGrassmannian packing theory [133].
Grassmannian spa¢g(m, n), (n < m) is constituted by the set of all-dimensional subspaces of the
m-dimensional space, where we have< m. Again, the packing problem may be stated as follow:
given|Q|, n ,m, find a set ofn-dimensional plane®y,..., Py € G(m,n) so thatmini#jd(Pi, P]-) is
as large as possible, whefé, -) represents metric to be used for quantifying the distantedsn two
planes such as the chordal distance. By setting 1, m = Nr,, the packing problem becomes a
Grassmannian line-packing problem, whose results mayaatlyeemployed as the TXMF weight vector
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codebook for the spatially independently fading TXMF ctelmonsidered. A specific codebook example
having four codewords for the = N7, = 2 spatially independently fading TxMF scenario is shown in
Equation (2.52).

—0.16 —0.73i —0.08 —0.32i —0.24+0.59i —0.95

Q- ; 1. [ . (2.52)

—-0.51-041; —-025+091i —-0.76—0.02i 0.29
Although the TxMF weight codewords are not the same as tho®icodebook generated by the LBG
algorithm of Equation (2.50), it is demonstrated in Fig.2that the average quantization error of the
codebook generated by the LBG algorithm and of the one gerely Grassmannian line-packing is
virtually identical.

2.3.4 Unitary Matrix Quantizer Using the Project 2-Norm and the Fubini-Study Distance

A specific type of feedback information required by transaigien-beamforming which was summarised
in Table 2.3 of Section 2.2.3 is constructed by complexe@lunitary matrices. The commonly used
distance metrics employed for a unitary matrix quantizerthe project 2-norm distance [133] and the
Fubini-Study distance [133], which are defined as

dpm] Xl/XZ \/1 mzn X XZ) (253)
and
drs(X1,X») = arccos | det(XX,)], (2.54)

respectively. More explicitlya,,;, (X1 X>) represents the minimum eigen-value of the mat¥4’X>),
while det(X!X,) denotes the corresponding determinant. It was demonsiraf67] that for the trans-
mit eigen-beamforming aided MIMO system discussed in 8ac2.2.1.2, the achievable BER perfor-
mance is optimised using the projection 2-norm distancelevthe achievable capacity is maximised,
where using the Fubini-Study distance. However, the LB®ritlgm outlined in Section 2.3.1 is not
applicable to codebook designs using these two distancecs)diecause the centroid of a specific cell
is difficult to obtain. However, the Grassmannian packirgpathm briefly introduced in Section 2.3.3
is capable of generating an appropriate codebook, as eKeujtielow:

0.49 —0.42 0.68 0.27
—0.14 +0.22i 0.60 + 0.391 0.25 4+ 0.211 0.61 —0.14:
Qi = , |, Q= . .|, (2.55)
—0.314+0.55: —0.42 —0.13: 058 —0.24i —0.33+0.51i
—0.01 —0.53; —0.16 — 0.28i —0.14 — 0.01; —0.03 +0.41:
[ —0.71 —0.43 0.46 —0.0655
Qs — 0.12 - 048 —0.17 —0.191 Q. = —0.41—-042i —-0.09 +0.45;
3 0.01 +0.20i 0.04 +0.01: roet —0.28 —0.45; 0.55 —0.38i
0.27 —0.36: —0.31 +0.81: —0.384+0.017 —0.45+0.34i

For example, the Grassmannian sub-space packing usedef@cémario ofn = 4,n = 2 in order

to maximise the minimum Fubini-Study distance between any Sub-spaces may be used to gener-
ate the unitary matrix codebook for a transmit eigen-beamiftg aided MIMO system associated with
Nty = 4, Ng, = 2 and communicating over i.i.d. MIMO channels. Such a codkbuaving four
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codewords is illustrated in Equation (2.55). However, thagsmannian packing results are not available
for an arbitrary number of transmit and receive antennaigf and Ng,. In order to circumvent this
problem, we may employ a random codebook, where the codevayedrandomly generated based on
the known statistical distribution of the channel in ordeevaluate the corresponding quantization per-
formance bound. The average quantization error measutedms of a) the project 2-norm distance and
b) the Fubini-Study distance versus the number of quardizdtits per(4 x 2)-element unitary matrix

X are illustrated in Fig. 2.13, when we hadg, = 4, Nz, = 2 i.i.d. channels, and using the random
guantizer and the Grassmannian subspace packing quantizeexplicitly demonstrated in Fig. 2.13
that the random quantizer provides a tight performance dwend, which is just slightly worse than
the performance of the Grassmannian subspace packingzgramthen the number of quantization bits
is low.

a) b)

Averaged project 2—norm distance
Averaged Fubini-Study distance

0.2 : ' : : 0.2 : ' : :
2 4 6 8 10 2 4 6 8 10
b (bits) per (4X2)—elemnt matrix X b (bits) per (4X2)—element matrix X

—¥—— random quantizer

—©—— Grassmannian subspace—packing

Figure 2.13: The average quantization error@) = Eldpyj] and b¥o = E[drs] versus the number
of quantization bits pef4 x 2)-element unitary matriX, when we haveNy, = 4, Nk, = 2 spa-
tially independently fading eigen-beamforming channate] using the random quantizer as well as the
Grassmannian subspace-packing based quantizer, reshecti

2.4 Chapter Summary

In this chapter, three key topics of a closed-loop MIMO comination system were discussed, namely
the MIMO wireless channel model, the linear transmit prepssing philosophy and CSI quantization,
as briefly summarised below:

e We concentrated osmall-scale slow frequency-flat/narrowband NLOS Raylé&gling channels
only. Compared to SISO channel modelling, where only thenocbbhproperties exhibited in the
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temporal domain have to be considered, the difficulty of MIMkannel modelling lies in the

modelling of the saptial domain behaviour. Three channalefiimng methods, namely the Kro-

necker model, the Weichselberger model and the virtualrdlane presentation were introduced in
Section 2.1.2.1.

e Linear transmit preprocessing may be characterized by prgressing matrixPr,. The linear
transmit preprocessing algorithm can be derived as dued péihe corresponding MUDs, while
satisfying a given transmit power constraint. The feeddatdrmation required for single-user
MIMO scenarios may be the preprocessing maljx, since the CSl is estimated at the receiver.
By contrast, in the case of multi-user MIMO scenarios, easér s required to feed back its
own CIR signature to the BS’s DL transmitter and the trangreprocessing matrix can only be
generated at the transmitter side, where the CSI of all taesus available.

e The LGB algorithm provides a general method of codebookgtlegirovided that 1) the statistical
distribution of the quantizer’s input is known; 2) the aligfom for finding the centroid of a partition
or cell based on the required distortion metric is availafleree different quantiser optimisation
metrics were considered, namely the quantisers using the dfi&rion, the unitary vector quan-
tizer using the chordal distance and the unitary matrix tmanusing the project 2-norm and
Fubini-Study distance.

Based on the background provided in this chapter, in thédorhing chapters, we will incorporate all
these three key components along with other essentialsysimponents such as modulation and coding
into the system designed, in order to evaluate and impraverttire closed-loop system’s performance.



Chapte

Transmit Matched Filter Aided
Closed-loop Single-user MISO System

In this chapter, one of the basic closed-loop systems, natihelTransmit Matched Filter (TXMF) aided
closed-loop single-user MISO system as shown in Fig. 3.llb&ilnvestigated. The TXxMF algorithm will
not be repeated in this chapter since it has been detailedadto® 2.2.1.1. Throughout this chapter, the
CCMC ergodic capacity described in Chapter 1, which is theetjpound of the achievable throughput,
is employed in order to evaluate the proposed algorithms.

T Yy
1 Y o,
Transmit]  ~ast Y
& 1Y 5
|8 Matched ——' £ 2 Detector——| ion Decoder| ——
—| Encoder —| Modulatio ) 8 h “, Demodulation
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Figure 3.1: System model of a TXMF aided closed-loop single-user MIS€esy.

The novel contributions of this chapter are:

1. We derive the lower ergodic channel capacity bound of a Fxdiled closed-loop MISO system,
when considering the effects of channel estimation erguantization errors, the CSl signalling
overhead caused by pilot symbols and that imposed by theneharformation feedback bits.

2. A novel pilot signalling scheme is proposed, which repsathe consecutive transmission of pi-
lots by their simultaneous transmission, and substaytimdproves the achievable throughput for
systems having a moderate number of transmit antennastelespountering rapidly fluctuating
channels.

3. We also propose a novel technique, hereby referred td@sSimbol Assisted Rateless (PSAR)
coding, where a predetermined fraction of binary pilot sgiabs interspersed with the channel-
coded bits at the channel coding stage, instead of multigethe pilots with the data symbols
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at the modulation stage, as in classic Pilot Symbol Assistedulation (PSAM). We will subse-
guently demonstrate that the PSAR code-aided transmitqgeepsing scheme succeeds in gleaning
more beneficial knowledge from the inserted pilots, becalsgilot bits are not only useful for
estimating the channel at the receiver, but they are alsefio#al in terms of significantly reducing
the computational complexity of the rateless channel deicddur results suggest that more than a
30% reduction in the decoder’'s computational complexity lva attained by the proposed system,
when compared to a corresponding benchmarker scheme hheiisgme pilot overhead but using
the PSAM technique.

This chapter is organised as follows. The achievable ecgdutinnel capacity using quantized CSI
is investigated in Section 3.1, where the different quansiglescribed in Section 2.3 are compared. In
Section 3.2, the achievable ergodic channel capacity isduinvestigated considering the effect of both
the channel estimation errors and the CSI signalling owsthevhich demonstrates that a substantial
performance degradation is imposed by the pilot signalkingrhead. Based on this fact, a novel pilot
reduction signalling scheme designed for rapidly fadingrotels is proposed in Section 3.3, and a pilot
symbol assisted rateless code is proposed in Section 3dlyrithe summary of this chapter is provided
in Section 3.5.

3.1 Achievable Ergodic Channel Capacity Using Quantized S

Dt

C (bits/symbol)

- O- NTX:Z, open-loop, i.i.d. channel
- o NTX=2, closed-loop, i.i.d. channel
— A— NTX=5, open-loop, i.i.d. channel
—A— N =5, closed-loop,i.i.d. channel

_g- NTX:Z, open-loop, spatial correlated

5 NTX:Z, closed-loop, spatial correlate:

. . . . . . . . . J
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Figure 3.2: Ergodic channel capacity versus SNR ¢, = 2,5, N, = 1, when assuming perfect

CSIR and CSIT calculated froy. = Ey (1+ %) [52] andCeroseq = E (1+ %) [52].
Both i.i.d. and spatially correlated Rayleigh fading chelsrare simulated.

Assuming perfect CSl is available both at the receiver aadstmitter side, the ergodic channel ca-



3.1.1. Comparison of the Achievable Ergodic Capacity Usin®ifferent Quantisers 45

pacity of a MISO system having spatially independent chband N1, = 2, 5 respectively, is shown

in Fig. 3.2, where the closed-loop TxMF aided system pravidesubstantially higher capacity com-
pared to the corresponding open-loop system having the aataena configuration. As seen in Fig. 3.2,
the closed-loop benefits increase further, when more trérgsrtennas are employed. By contrast, the
achievable ergodic channel capacity remains almost uigeltaior the open-loop system upon increasing

the number of transmit antennas. These observations argalld for spatially correlated scenarios. As

- _ _ . 1 093
shown in Fig. 3.2, when the transmit covariance matriRjs = 093 1 as the example used

in Section 2.1.3, both the open-loop and the closed-loofesyachieve a lower capacity than that of the
spatially independent channel. Nonetheless, the acHeeagodic channel capacity of a TxMF aided
closed-loop system is about 1 (bit/symbol) higher than thdis open-loop counterpart, when the SNR
is 20dB.

However, an unrealistic assumption made in Fig. 3.2 is thaawing perfect CSIT at our disposal. As
we have discussed in the introduction chapter, in a FrequBndsion-Duplex (FDD) system, a widely
accepted model of CSIT acquisition is that the CSl is firstregted at the receiver, then quantized based
on a pre-defined codebook known by both transmitter andweiceWill the promised ergodic capacity
gain erode because of the loss caused by quantized CSIT?sTthis question we intend to answer in
this section.

3.1.1 Comparison of the Achievable Ergodic Capacity Using fferent Quantisers

In this section, we will employ a TXMF aided closed-loop systcommunicating over i.i.d channels
having two transmit antennas and a single receive antenaa esample, in order to evaluate the achiev-
able ergodic capacity using different quantisers disaligs&ection 2.3. More explicitly, four different
guantisers are employed, which are described as follows:

1. the Grassmannian line-packing quantiser describeddtid®e2.3.3, which is employed for quan-
tising the unitary pre-processing veclﬁr, and uses the chordal distance as its distance metric;

2. the random quantiser, which is also employed for quagishe unitary pre-processing vector
% and uses the chordal distance as its distance metric. eJtli&k Grassmannian line-packing
guantiser of Section 2.3.3, whose codewords are spedgffigplimised, the codewords of a random
guantiser are generated randomly froriVa,.-dimensional i.i.d. normal distribution. This random
guantiser concept was mentioned in Section 2.3.4.

3. the MSE-based complex-valued quantiser described itidBez. 3.2, which is employed for quan-
tising the CIRh and uses the MSE as its distance metric;

4. the MSE-based real-valued quantiser described alsccitio8e2.3.2, which is employed for quan-
tising the CIR’s envelope vector and channel phase rotatmtor separately, and uses the MSE
distance as its metric.

The corresponding simulation results are shown in Fig.\8/Ben using the Grassmannian line-packing
guantiser of Section 2.3.3 in conjuction with a single-lgiedback, the performance of a TxMF aided
closed-loop MISO system becomes better than that of its-tgmm counterpart. When using1&-bit



3.1.2. Capacity Gain of the Grassmannian Line-Packing Quatiser 46
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Figure 3.3: The achievable ergodic channel capacity of a TxMF aidededdsop MISO system in
conjunction with quantized CSIT versus SNR, when we havettaesmit antennas and using various
guantisers. The upper-bound ergodic channel capacity rijunotion with perfect CSIR and perfect
CSIT are also plotted for comparison.

feedback, the upper-bound of the ergodic channel capasstycaated with assuming perfect CSIT may
be closely approached in tié;, = 2 scenario. The random quantiser using the chordal distamte m
ric of Section 2.3.3 is seen to be inferior in Fig. 3.3 in congmn to the Grassmannian line-packing
guantiser, when the number of feedback bits is limited. Kan®le, when we have = 1, the achiev-
able capacity using the random quantiser is about 0.1 hitdsy lower than that of the corresponding
Grassmannian line-packing quantiser, as evidenced by8RgHowever, when the number of feedback
bits is sufficiently high, for example = 10 bits, observe in Fig. 3.3 that the performances of these two
guantisers become comparable. Similarly, observe in Egjttgat the MSE-based quantiser, both the
complex-valued one and the real-valued one designed fdinfgdoack the entire CIR vector, achieve a
similar performance fob = 10 bits. However, they are inefficient compared to the chodistince-
based designs, whenis small. In the rest of this section, the Grassmannianpimeking quantiser of
Section 2.3.3 will be employed as a benefit of its efficiency.

3.1.2 Capacity Gain of the Grassmannian Line-Packing Quarser

Fig. 3.4 illustrates the achievable ergodic channel c&paeiin AC versus the number of feedback bits
b, when we haveNt, = 2;SNR = 0,10-dB, upon communicating over a) an i.i.d channel, and b) a
spatially correlated channel, respectively. The achilevatlgodic channel capacity galtC is defined as
the difference betweeﬁclosed,hq andCypen, Mmore explicitly we haveA\C = Cclosedth — Copen- The no-
tation Cclosedth represents the achievable ergodic channel capacity imeotipn with quantized CSIT
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Figure 3.4: The achievable ergodic channel capacity gaih= (Cdosed_hq — Copen) versus the number
of feedback bitd, when we haveNt, = 2,SNR = 0,10 (dB) and having a) an i.i.d channel, and b)
a spatially correlated channel, respectively. The uppemid ergodic channel capacity gain defined as
Celosed — Copen in conjunction with perfect CSIR and perfect CSIT are alsaitpt for comparison.

h;, and the notatioiT, ., represents the upper-bound of the open-loop channel ¢ppasuming perfect
CSIR. The upper-bound of the ergodic channel capacity gained as € ;oscs — Copen) in cOnjunction
with perfect CSIR and perfect CSIT are also plotted for corigspa. Moreover, Fig. 3.5 illustrates the
achievable ergodic channel capacity gaif versus the number of feedback bits for transmission over
an i.i.d channel, when we hawNR = 0 and 10 dB, but in conjunction with an increased number of
transmit antennab/r, = 5. These two figures demonstrated that

1. Asseenin Fig. 3.4 and 3.5, substantial gains are obtaiped increasing the number of feedback
bits fromb = 1 bit to b = 3 bits. Increasing the number of feedback bits frbra= 5to b = 10
is capable of improving the achievable channel capacitywéder, the attainable performance
improvement is much smaller than that achieved upon intrgasrom 1bit to 3bits.

2. It may be inferred from Fig. 3.4 that the required amounfeefiback information is much lower
for spatially correlated channels than that observed fatially independent channels. Using a
single bit feedback, nearly 80% of the promised capacity gaachieved for spatially correlated
channels.

3. The channel capacity galyC of a TXMF aided closed-loop MISO system observed in Fig. anth
3.5 increases with both the SNR value and with the numbean$tmit antennali7,.. For example,
as seenin Fig. 3.4a, the upper-bound of the channel camaityf theNt, = 2 scenario increases
from 0.5 bits/symbol t00.9 bits/symbol when the corresponding SNR value increases fidB
to 10dB. Moreover, when we haveNR = 10dB, the upper-bound of the channel capacity gain
increases from.9 bits/symbol t02.3 bits/symbol, when the number of transmit antenngs,
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Figure 3.5: The achievable ergodic channel capacity gaih= (Cdosed_hq — Copen) versus the number
of feedback bitd, when we haveNt, = 5,SNR = 0,10 (dB), respectively. The upper-bound of the
ergodic channel capacity gain defined &5;,5.4 — Copen) in conjunction with perfect CSIR and perfect
CSIT are also plotted for comparison.

increases from to 5.

4. Observe in Fig. 3.4a and 3.5 that the required number dbisek bits increases with the number of
transmit antennas employed, when we aim for approachinggper-bound of the channel capacity
gain. For example, when we hadér, = 2, SNR = 0dB, observe in Fig. 3.4a that usiig= 5
bits is capable of closely approaching the upper-boundettiannel capacity gain. By contrast,
it may be seen in Fig. 3.5 that whéNi, increases to 5 and ti#N R remains 10dB, the achievable
channel capacity gainC is about0.3 bits/symbol lower than its associated upper-bound even for
using as many als = 10 bits.

In summary, when assuming perfect CSIR, the achievablalgrghannel capacity of a TxMF aided
closed-loop MISO system using even 1-bit quantized CSITwss higher than that of its open-loop
counterpart. This achievable channel capacity gain vareusumber of feedback bits initially increases
rapidly, but the improvements become more modest, whenatue wfb becomes higher.

3.2 Investigation of the CSI Signalling Overhead

In Section 3.1, we have assumed that the CSIl is perfectly kraivithe receiver and then evaluated the
achievable ergodic channel capacity using quantized C&ievery channel realizatioh. The CSI

signalling overheads, including the pilot symbols sigedilto the receiver for channel estimation, and
the feedback bits signalled to the BS’s downlink transmitéeere ignored in Section 3.1 and hence
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will be investigated in this section. We will first introdutiee pilot assisted channel estimation scheme
in Section 3.2.1. Then the achievable ergodic channel dgpaican open-loop MISO system using
estimated CSIR is derived to demonstrate the effect of allaastimation error in Section 3.2.2. Then,
the achievable ergodic channel capacity of a TXMF aidededidsop MISO system is also derived in
Section 3.2.2 considering the channel estimation errtwt gignalling overhead and feedback overhead.
We assume that the feedback channel is both error-free dayg-flee, and set aside the study of the
effects of channel-induced feedback errors and delaysuiofuture research.

3.2.1 Pilot-Assisted Channel Estimation
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Figure 3.6: Transmission frame structure of thé, transmit antennas consisting N, N, pilots and
( — NpNr,) data symbols.
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In practice, the channel realizatiohs/aried over time, and the speed of its variation is descriiyed
the channel’'s Dopper frequency as detailed in Section 2.11ds common to model the channel by block
fading, where the channel realizatibiis kept constant during a channel coherence pefFigdand faded
at the end of it. Assumind,,;, ~ Jﬁ [109], a transmission frame consisting% symbols, where
fam—norm denotes the normalized Doppler frequency shift, is trattechiwithin the channel’s coherence
period, and its structure is illustrated in Fig. 3.6. Thepdymbolsp;;, !Pij!z = 1 are allocated in the first
NpNr, symbols in a time-orthogonal manner for channel estimataorder to ensure that they would
not cause interference with each other [30]. Hence, eaatmeta; is estimated usingy, pilots. Due to
the time-orthogonality of the pilots seen in Fig. 3.6, edecarmell;, i € [1, Nr,| is estimated separately.
The estimation is based on averaging the projections ofetteived signal op;; as

.1 N
hi = 3 Y piy; = hi+he, (3.1)
P s

1 M 1

wheref; is the estimate of;;, and the estimation errdr, is a random variable with zero-mean and a
variance of%. Since the estimation of each chanhgls independent of the others, the estimation error

vectorh, satisfies the distributioG.\ (0, &gl N, ), and the estimated channel vector oblys h + h,.
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3.2.2 Deuviation of the Channel Capacity

For an open-loop MISO system, the receiver estimates thev&tRrh, and considerrs it as the true CIR.
Naturally, the received signglwill be rewritten as

y=h"x+(n—hlx)=hTx+n' (3.3)
E(|n'|2R) = E(|n'|2) = E(nn*) + E(hHxx"h,) = No + % (3.4)
P
n' ~ CN(O,N() + &),
Np

where we have assumed that the transmit power is Wility'’] = Er, = 1, and the equivalent nois¢
is a complex-valued Gaussian distributed random varialitettve same mean and variance for different
CIR vectorsh. Hence, the capacity is represented as [30]

1 A
Copon = (1= By fogz [ 1+ e ). @)
p (No-+3%) N

wherern, = NyNTxfim—norm» 0 < 17, < 1 represents the pilot signalling overhead. Equation (3.5)
only represents the case, when the CIR estirﬁziﬂ;&jirectely derived from the embedded pilot symbols.
If more sophisticated channel estimation methods are ssmth, for example decision-directed channel
estimation [135], it is possible to decrease the noise ne€i& (n'n’*) without causing any further pilot
signalling overhead (i.e. maintaining a constaytso as to improve the ergodic channel capacity. How-
ever, the variance df’, is difficult to analyse because of the potential error pragpiag effects caused
by sophisticated decision-directed channel estimatigardhms. We will focus our attention purely on

the pilot-assisted system analysis in our study.
Similarly, for a TXMF aided closed-loop MISO system, we amed that the CSl is estimated at the
receiver side ak = h + h,, where we havé, ~ CN (0, %INH)- The preprocessing vectgiis selected

from a codebookQ having|Q| = 2° cardinalities based on the estimated CIR knowlel%lgAssuming
that theb feedback bits are both delay-free and error-free, thevedesignaly will be rewritten as

y=hTgs+n="h"gs+1, (3.6)
n' =n—hlgs.
Sincegq is a unitary vector, we definkelqg = |k, || cos @c/f, where®, B € [, rt] are the Hermition
angle and the Pseudo-angle betwkgandg as defined in Section 2.3.3. For a gi\ferthe variance of
the equivalent noise’ is
E(n'n"*|h) = E(nn*) + E(cos? ©||h,|>ss* |r) (3.7)
= Ny + E(cos® O||h||%|h).

We infer from Equation (3.6) that’ is not a Gaussian variable. However, assuming thag Gaussian
distributed, we can derive the lower bound of the ergodicnkacapacity in the form of

|i\’T’7|2
C =(1—-#n,)E; | lo 1+ = — b fim—norms 3.8
closed—h—h, ( 77}7) f ( 82 ( No E(COSZ®||hg||2’h) fdm nor (3.8)
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wheren, = NyNrtyfam—norm represents the pilot signalling overhead in percentagel b, —,orm
represents the CSI feedback signalling overhead in (pitgdsl). The CSI feedback signalling overhead
in percentage should be formulatedzs= bfdcif,m whereC’ is equal to the achievable ergodic capacity

without considering the pilot overhedd = E; <lOg2 (1 + 5 +E(c|c’:lsT2ngh Hzlﬁ)))'
0 e

3.2.3 Simulation Results

Three typical values of Doppler shifts defined in the LongrT€=volution (LTE) Orthogonal-Frequency-
Division-Multiplexing-Access (OFDMA) DL system [136] aifg,, = 5 Hz, 70 Hz, and 300 Hz, which
correspond roughly to mobile velocities of 2 (pedestriad), (vehicular) and 130 (vehicular) km/h,
respectively. The signal bandwidth of each subcarrier fndd as15 KHz, which is significantly
lower than the channel’'s coherence bandwidth. Hence, ttiadds non-frequency selective. Assum-
ing a maximum achievable symbol rate Bf = 15K symbol/s, the normalised Doppler frequencies
are fgm—norm = 0.2, 0.04 and 0.003, respectively. To simplify our future calculatiove employed
fam—norm = 0.1, 0.01 and 0.001 in our simulations to represent these three tygpiemarios.

Based on the aforementioned analysis in Section 3.2.2 ter four parameters which affect the
achievable capacity, namely the normalised Doppler frecyi€¢,,—.o,m, the number of pilot symbols
per transmit antenna within the channel's coherence hijethe number of transmit antennag-, and
the number of feedback bits per CIR tap The effect off;,,_,.rm ON the achievable capacity can be
readily seen from Equation (3.8). When the other three peters are fixed, fof;,,—norm — 0, Which
corresponds to a time-invariant channel, yieldiig- 77,) — 1 andbfs,_norm — 0, the capacity loss
will approach zero. In other words, the achievable ergodjmacity is higher for channels having a low
Doppler frequency than for channels having a high Doppkgudency.

However, the effect of the other three parametsps b and N, are more complicated. Here we
opt for fiu—norm = 0.1 and f4,,_n0rm = 0.001, representing a rapidly fluctuating channel as well as a
slowly varying channel, respectively, and investigatedfiect of the pilot-based signalling overhead of
p = NrxNp fam—norm @and that of the feedback signalling overhead pt= bf"”"ci—,’" on the achievable
capacity.

We observe in Equation (3.8), upon increasing the pilotloyad, the achievable capacity can be im-
proved by increasing the channel estimation accuracy direpto ||k, ||*> — 0, butimposing an increased
capacity loss yielding1 —7,) — 0. Fig. 3.7 illustrates the achievable ergodic capa(ﬂg%sedfﬁth of
a TxMF aided closed-loop MISO system in conjuction with tegreated and quantized CSIT versus the
number of pilot symbols per channel coherence t\jewhen we haveNty = 2; b = 5; fa_norm =
0.1/0.001, SNR = b5dB, respectively. It demonstrates that when the channelmalised Doppler
frequency is as low ag;,—,orm = 0.001, a moderate factor of pilot overhead is capable of increasin
the achievable capacity by providing a more accurate ch&mosvledge. However, when the channel’'s
normalised Doppler frequency is as high s, ,rm = 0.1 or the number of pilot symbol&/, be-
comes comparable to the total number of sym%, the effect of pilot signalling overhead induced
capacity loss becomes dominant, and increadipgvill decrease the achievable capacity dramatically.
Naturally, the capacity degradation imposed by the pilghalling overhead is more substantial for sys-
tems having a large number of transmit antennas, sjpéecreases linearly witiNr,.

Similarly, a trade-off between limiting the feedback owveatl; and having a sufficiently accurate
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Figure 3.7: The achievable ergodic capacity of a TXMF aided closed-MtpO system in conjuction
with estimated and quantized CSU;losed—ﬁ—hq versus the number of pilot symbols per channel’s co-
herence timeN,, when we haveNt, = 2; b = 5; fi—norm = 0.1/0.001, SNR = 5dB, respectively.
The results were plotted from Equation (3.8). The uppemlaergodic channel capacity in conjunction
with perfect CSIR and perfect CSIT are also plotted for corspa.

CSIT is required. Fortunately, the analysis provided inti®ac3.1 demonstrates that having a large
number of feedback bits is not necessary, since most of thimable capacity gain may be achieved by
using a limited number of feedback bits. Moreover, the fee@ttoverhead is proportional to(%. This
relationship indicates that the feedback overhead redjdieereases at high SNRs, where the capatity
increases; secondly, the feedback overhead required madganease dramatically for systems having
a large number of transmit antennas, since the number ob&ekdits required for achieving a certain
feedback errob and the capacity’ will both increase. Hence, compared to the feedback ovdrhba
degradation imposed by the pilot symbol overhead analys#tkilast paragraph may be more dominant.
More explicitly, Fig. 3.7 illustrates the achievable ergnchpacitycclosed_ﬁ_hq of a TXMF aided closed-
loop MISO system in conjuction with the estimated and quaatiCSIT versus the number of feedback
bitsb per CIR tap, whenwe ha¥r, = 2; N, = 1; fau—norm = 0.1/0.001, SNR = 5dB, respectively.
This shows that increasingis beneficial for channels associated with a low Dopplerdesgy, such as
fam—norm = 0.001, but it is detrimental for channels having a high Dopperdietry, such ag;,—norm =
0.1. Moreover, observed in Fig. 3.7 that the attainable impmueet is reduced upon increasing the
number of feedback bits.

We jointly consider the effects d¥,, Nt and fu,—norm in Fig. 3.9, which demonstrates that the
achievable ergodic capaci(yclosedfﬁth of a TXMF aided closed-loop MISO system in conjuction with
the estimated and quantized CSIT versus the number of tdedek bitsb and pilot overheag,,, when
we havefy,_uorm = 0.001, N7, = 4, SNR = 5dB, respectively. It is shown for a channel having
a high coherence timéy,, .., = 0.001 that the achievable capacity is maximised by opting for an
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Figure 3.8: The achievable ergodic capacity of a TXxMF aided closed-MpO system in conjuction
with estimated and quantized CSCI;losed_ﬁ_hq versus the number of feedback bitswhen we have
N1y =2, Ny =1, fam—norm = 0.1/0.001, SNR = 5dB, respectively. The results were plotted from
Equation (3.8).

appropriate chosen moderate pilot overhead, when it isfiséaleéo employ a high number of feedback
bits.

3.2.4 Section Summary

In this section, we have derived the achievable channelcigplaound of a TXMF aided closed-loop
MISO system, when considering the effects of channel etiimarrors, tansmit preprocessing vector
guantization errors using Grassmannian-line packinglooale the effective capacity loss caused by pilot
symbols and that imposed by the CSl feedback bits. The stionleesults demonstrated that the potential
capacity improvements of using a closed-loop design ande@eased number of transmit antennas are
indeed achieveable for slowly fading channels, but erodediatively rapidly fading channels. A major
reason for this observation is that a large proportion ofctiennel capacity has to be sacrificed for pilot
signalling, especially for systems having a high numberafigmit antennas. The feedback overhead
also imposes a capacity degradation, but this is less suladtéhan the effects of the pilot signalling
overhead.

3.3 Pilot Overhead Reduction for Rapidly Fading Channels

The analysis provided in Section 3.2 demonstrated that #ie neason for the poor performance of a
TXxMF aided closed-loop MISO system for a channel associattida low coherence-time is its inability
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Figure 3.9: The achievable ergodic capacity of a TXMF aided closed-MtBO system in conjuction
with estimated and quantized CSCT,, ., j_j Versus the number of feedback bitand pilot overhead
1p, when we havée,, _uorm = 0.001, Nty = 4, SNR = 5dB, respectively. The results were plotted
from Equation (3.8).

of affording a sufficiently high number of pilot symbols inder to achieve a sufficiently accurate CSIR
knowledge. In this section, we propose a pilot overheadatémlu scheme for channels having a low
coherence-time.

The simulation results seen in Section 3.1 suggest thatregds a transmitter chooses the right
preprocessing vectay, even ifq represents a coarse CIR estimate since it is from a smallboodte
having only two codewords, the channel capacity can be iwgaran comparison to an open-loop design.
Using the frame structure shown in Fig. 3.6, the probabditynaking the right choice fog depends on
the quality of the CSIR, namely the CIR estimated at the veceHowever, a substantial simplification
becomes possible, since the codebook is already availalie sransmitter, and hence the transmitter
can subject the pilot symbols to the effects of the legitenatRs of the codebook. Accordingly, instead
of estimating the true CIR, the receiver simply has to determine which particyavector of the
codebook would provide the highest receive endigly|?) = E(|h"q;)*> + |n|?), and has to inform the
transmitter using = log,| Q| bits. The corresponding new frame structure is shown in &it0. The
main difference in comparison to that of Fig. 3.6 is that theber of the pilot symbol#/,, is independent
of the number of transmit antennag-,.. This will dramatically reduce the capacity loss causedilt p
symbols, especially when the valuelt, is high, whileN, and| Q| is limited. For example, if we have
fam—norm = 0.1, Nty = 5,N, = 1,b = 1, using the frame structure of Fig. 3&)% of the channel
capacity loss is imposed by the insertion of pilot symbolsing the proposed scheme, oaly% of the
effective capacity is used for channel estimation. Howewer high-resolution codebook is employed,
the number of pilot symbols required increases exponéntighich results in a high effective capacity
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loss. Hence, the proposed scheme is no longer beneficididarase, when a high-resolution codebook
is required.

N,| Q)| 2N, (N, +1) N, 1
2
q|0/pi q2pi q1pi
Data ie[LN]| i€[1,N,)] ie[1,N,)]
qs
NT1 ‘

Figure 3.10: The proposed frame structure consisting\af Q| pilots.

Using the proposed scheme obeying the transmission fraomige shown in Fig. 3.10, the receiver
estimates the equivalent chanhgl= h'q;,i € [1,]Q|] by averaging theV,, pilots according to:

R 1 N
hf’ = h;’ + — Z n; = h;’ + hé’, (3.9)
NP =1
1
H ~ CN(0,—Np),

wherel represents the CIR estimation error, which is a Gaussiaiahtarwith a zero mean and a
variance olepNo. Assuming that the right codeword is chosen by comparingiteegy of the estimated
equivalent channgj = max, |22/ |?, which is likely to be the case when the noise variance is &owd
assuming unit transmit powelr, = 1, the achievable ergodic capacity can be formulated as

Cclosed—new—scheme = (1 - szbfdm—norm)Eh 1082 1+ ’hTiq’; - bfdm—norm- (3-10)
No + VE

However at low SNRs, it is possible that the chosen codewsoribi the optimal one. For this case, we
characterise the lower bound of the achievable performasiog random preprocessing, where a random
unitary preprocessing vectgris chosen regardless of the current true GIBBased on Equation (3.10),
we gquantify the ergodic capacity of a TXMF aided closed-IMISO system having parametersif, =
2,5; fam—norm = 0.1; N, = 1; b = 1 and using the proposed scheme. The results shown in Fig. 3.11
demonstrate that

1. Assuming the right preprocessing vector codeword isemd@®m the codebook, the closed-loop
system using the proposed pilot overhead signalling remtustheme outperforms the correspond-
ing old pilot signalling scheme discussed in Section 3.Rl@reover, employing more transmit an-
tennas provides a slightly increased capacity. For exgmagien the number of transmit antennas
increases from 2 to 5, the ergodic channel capacity quah@fidiigh SNRs is increased by about
0.5 (bits/symbol);
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Figure 3.11: The achievable ergodic channel capacity of a TXMF aidededdsop MISO system in
conjunction with estimated and quantized CSIT using the@psed frame structure in Fig. 3.10 namely
Celosed—new—scheme VErSUS SNR, when we havéry = 2,5; fi;_norm = 0.1; Np = 1; b = 1, respec-
tively. The results were plotted from Equation (3.10).

2. If the preprocessing vectgris chosen randomly, then the performance of a closed-lostesy
associated wittNr, = 5 transmit antenna is still better than that of the correspanadld pilot
signalling scheme discussed in Section 3.2.2.

Fig. 3.12 illustrates the ergodic channel capacity of a Txdtted closed-loop MISO system having
parameters oNty = 5; fau—norm = 0.01; N, = 1;b = 1,5 and using the proposed scheme. Compared
to the performance of using transmission regime of Fig. iBi6,clear that forb = 1, the performances
are quite similar. However, when using a 5 bit feedback, the performance using the proposed scheme
becomes worse than that of the transmission regime of Fégardd Section 3.2.2 since the capacity loss
caused by the associated high number of pilot symbols is. high a result, the proposed scheme is
deficient for channels having a long coherence time.

In summary, for a channel having a relatively short cohezetmoe, the proposed pilot overhead
reduction scheme using a low value§f, andb is capable of providing a higher ergodic capacity than
the open-loop system, especially when the number of trarembénnas is high. However, the benefits
of employing closed-loop scheme and a high number of trangmennas is relatively small. From a
robustness point of view, employing a low number of transamtennas and an open-loop design is more
appropriate for channels having a short coherence time.
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Figure 3.12: The achievable ergodic channel capacity of a TXMF aidededdsop MISO system in
conjunction with estimated and quantized CSIT using the@psed frame structure in Fig. 3.10 namely
Celosed—new—scheme VErSUs SNR, when we havér, = 5; fiu—norm = 0.01; N, = 1; b = 1,5,10,
respectively, The results were plotted from Equation (8.10

3.4 Pilot Symbol Assisted Rateless Codes

In Section 3.2 and 3.3, the pilot symbols were multiplexethwhe data symbols at the input of the
modulation stage, which is referred to as Pilot Symbol Aedisviodulation (PSAM). In this section,
we propose a novel technique, hereby referred to as Pilotb8l#ssisted Rateless (PSAR) coding,
where a predetermined fraction of binary pilot symbols terispersed with the information bits at the
input of the channel coding stage. We will subsequently destrate that the PSAR code-aided transmit
preprocessing scheme succeeds in gleaning more beneficialddge from the inserted pilots, because
the pilot bits are not only useful for estimating the charatehe receiver, but they are also beneficial in
terms of significantly reducing the computational complerf the rateless channel decoder. Our results
suggest that more than a 30% reduction in the decoder’s daigmal complexity can be attained by
the proposed system, when compared to a corresponding roanicdr scheme having the same pilot
overhead, but using the classic PSAM technique. Since tloanof pilot symbols increases with the
number of transmit antennas, as demonstrated in Sectioran@l3.3, the proposed PSAR scheme is
particularly beneficial for employment in multiple anterassisted systems, rather than in single antenna
aided systems. Moreover, the rateless code employed inysters also exploit the knowledge of the
CSI at the transmitter by exploiting the inherently flexiblgture of a specific family of rateless codes
that are capable of modifying both their code-rate as wethas degree distribution based on the CSI,
in an attempt to adapt to the time-varying nature of the cakndsing this scheme, the near-capacity
performance over a diverse range of channel SNRs ratheatramsingle SNR value becomes attainable.
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A brief introduction to rateless codes is provided in Set8o4.1. The proposed closed-loop TXMF
aided MISO system using PSAR is detailed in Section 3.4.8 wait explicit emphasis on the PSAR
encoding/decoding process. Finally, our simulation tssade given in Section 3.4.3.

3.4.1 Introducation to Rateless Codes

Unlike the families of the so-called fixed-rate codes suchlasming codes having a fixed-rate and a
rigid construction, the families of rateless codes do notHiir code-rate before transmission. This is
essentially the interpretation of the terminology ‘rassfe Luby Transform (LT) codes [137], proposed
by Luby in 2002, can be considered as the first practicalessetode family. In this section, we will
use LT codes as an example to introduce the encoding andidganéthods of rateless codes as well as
their fundamental philosophies.

Input/Source Symbols (Variable Nodes)

Output/Encoded Symbols (Check Nodes), Cy

C3 Cy4 o o o CNC

d, : The degree of a variable noded; : The degree of a check node

Figure 3.13: A Tanner graph based description of LT codes showing thece@ymbols (variable nodes)
and LT-encoded symbols (check nodes).

The encoding process of a LT code is diagrammatically reptesl by means of a bipartite graph,
commonly referred to as a Tanner graph [138] or a factor gfap8], as shown in Fig. 3.13. Assume
a message consisting of, input (source) symbols = [a1,ay,...,ay,], where each symbol contains
an arbitrary number of bits (e.gq = [010]). The LT-encoded symbal, j =1,..., N, is simply the
modulo-2 sum ofl., (1 < d. < N,) random distinct input symbols. In the context of graph tlieor
an input source symbol can be treated as a variable nodestwhilLT-encoded symbol can be regarded
as a check node. In our discourse, we will interchangealdytlus terminology input/output symbols,
source/LT-encoded symbols and variable/check nodes. Ther of input symbolsl. invoked for
producing a check node is referred to as the check node ddgoeexample, the check nodge shown
in Fig. 3.13 has a degree of one representedfas 1. Correspondingly, the number of output symbols
produced by a single variable node is termed as the varialule degree denoted lay;. For example,
observed in Fig. 3.13 that the degree of the first variableenodmely ofa; is equal to three, which
is represented ag, = 3. Given the nature of this encoding scheme, there is no limithe possible
number of encoded symbols that can be produced and for thsdme LT codes do not have a fixed
coding rate represented by = % and are referred to as being rateless codes. The philosgdty
codes is actually the ideal digital fountain code concepbedted by Byert al. [140]. Metaphorically
speaking, a fountain code can be compared to an abundamtsupf#y capable of supplying a potentially
unlimited number of encoded packets (water-drops). Theivecis capable of recoveriny, out of N,
transmitted packets on an erasure chann@ ifs sufficiently larger thamN,,.

The hard decoding process as detailed by Luby in [137] coraaseby locating a self-contained
symbol, or the so-called degree-one symbol which is not ¢oadbwith any other, for example, the output
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symbolc; shown in Fig. 3.13. The decoder will then add (modulo-2) thlee of this symbol to all the LT-
encoded symbols relying on it and then removes the correspgmodulo-2 connections. The decoding
procedure will continue in an iterative manner, each timmmencing from a degree-one symbol and
exchanging hard-decision information between the node® degree-one symbol is present at any point
during the decoding process, the decoding operation will@tty halt. Hence, the performance of a LT
code depends on its check node degree and variable degrieh, mlty be characterised by the check
node degree distributiofi(x) and the variable node degree distributiofx), respectively. A carefully
designed degree distribution, such as the robust solitemilslition [137], guarantees that this does not
occur more often than a pre-defined probability of decodailyife. Additionally, to implement such a
hard decoding scheme, the specific modulo-2 connectiongekatthe variable nodes and check nodes
do not have to be previously known by both the transmitter r@agiver. This may be facilitated by
informing both the transmitter and the receiver of the deglistributiond; 1 (x) before transmission, and
having synchronised clocks used for the seed of the pseamism number generator employed at both

link ends.
L lecnp Livyn
CND—— + )—| 11! : VND ——| - —=

—‘ e |
Iacnp

Figure 3.14: Soft decoder structure of an LT code.

The decoding performance of a LT code may be further imprdwe@xchanging soft decisions,
rather than hard decisions between nodes in the aforemedtiberations, which is referred to as soft
decoding [97]. More explicitly, the re-organised struetwf an LT code’s soft decoder is illustrated
in Fig. 3.14, which is constituted by the serial concatamaif two soft-input-soft-output decoders,
namely that of the inner Check Node Decoder (CND) and of therdvariable Node Decoder (VND).
The inner CND receives both channel output values as wellesa-priori Log-likelihood Ratio (LLRS)
from the VND and then converts themaeposterioriLLRs. The outer VND receives the de-interleaved
extrinsic information from the CND. The randomly selectedimections between the variable nodes and
the check nodes during the encoding process shown in Fig.e&dentially function as an interleaver,
which is distinguished by a term inherited from graph theogmely by the terminology of the “edge
interleaver”. The extrinsic LLR values are exchanged betwihese two decoders after passing through
the edge interleavers. The decoding performance expestadproved by increasing the number of
iterations.

3.4.2 System Model

The system we considered is a TXMF aided closed-loop MIS@sy$aving two transmit antennas
and a single receive antenna, which is illustrated in Fij53The information bitg are first encoded
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by a rateless encoder using the degree distribution provigehe Degree Distribution Selector (DDS)
at the transmitter. Then the encoded sequenedl pass through an interleaver termed as the “Pilot
position interleaver”, which is denoted bY, in Fig. 3.15. Then, the interleaved encoded bits are BPSK
modulated and are preprocessed by the TxMF. At the receaider the pilot symbols are used not only
for channel estimation but they are also forwarded to theatet of Fig. 3.15. After the pilot position
deinterleaver, both the received pilot symbols as well agdiceived data symbols are forwarded to the
rateless decoder of Fig. 3.15. The estimated mestégthen finally generated by the rateless decoder
of Fig. 3.15.

Moving on from providing a general description of the systesnsidered, the components related
to the proposed PSAR scheme including the BDiBe rateless encoder/decoder and the pilot position
de/interleaver, as well as the related signal processingnses will be detailed below.

3.4.2.1 Transmit Degree Distribution Selector DD$

In Section 3.4.1, we have introduced three parameters ofetesa code, namely the flexible coding
rate r. and the two degree distributior§x) andv(x). In the available literature, rateless codes are
frequently employed in situations, where the channelstiesi are unknown to the transmitter (e.g. open-
loop system), and hence the degree distribution of rateledss is fixed; i.e. the degree distribution
used for coining the specific random degree for each tratemniit is time-invariant and thus channel-
independent. Such rateless codes can only control theniataber of bits transmitted, i.e. the code-rate,
in order to cater for the variations of the channel condiiencountered. In [141], the authors studied the
degree distribution of a rateless code, analysed the optidistribution across a diverse range of channel
SNRs and demonstrated that there are substantial difiesdrmetween these distributions. Consequently,
it was argued that rateless codes having a fixed degreebdigtri are sub-optimal in the sense that they
cannot realize codes that operate near to capacity at ailpesates. However, in the specific scenario
we are considering here, the rateless encoder is armed id@hrdormation. More explicitly, we feed
back the channel SNRs and therefore the transmitter becoapadle of calculating the specific degree
distribution that results in a performance, which is adity close to capacity in a near-real time online
manner. Moreover, the channel SNR typically varies slowantthe CIRs, which does not require a
frequent updating.

For every information bit sequence to be encoded, the CSlived via the feedback channel is
exploited by what we refer to as the Degree Distribution &elgDSS} of Fig. 3.15 in order to calculate
the required coding rate as well as the corresponding irregular degree (or check)risteibutiond (x).

Iwe will be referring to the degree distribution selectorts at the transmitter BYDSr.
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Figure 3.15: The system model of a TXMF aided closed-loop MISO systemrggiwiio transmit anten-
nas and a single receive antenna, BPSK modulation as welldspmbol assisted rateless codes are
employed.
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Figure 3.16: The rateless encoder.

The latter can be conveniently represented by means of aqoiyal distribution defined by:

6(x) = Y o xt =01 +0x+.. 45+ +op Al (3.11)
Vd.ed

where the positive coefficients; , d. € d denote the particular fraction of intermediate bits (orathe
nodes) of degre€, and D, = max(d) is the maximal check (left) degree. The vectbcontains the
range of (check) degree values of the degree distributioohtrast to [141], there is now two different
categories of degree-one bits and as a result, the fragtioh(3.11) can be rewritten a§ = 5f + 67,
whereéf andéf denote the fraction of degree-one nodes correspondinddblyiis and to information
bits, respectively.

The actual design of the degree distributidiis) andv(x) is optimised with the aid of so-called Ex-
trinsic Information Transfer (EXIT) charts [142], whicH@V us to investigate the convergence properties
of iterative decoding schemes without performing bit-lityeecoding using Monte-Carlo simulations.
The details of this optimisation algorithm technique maydaend in [105].

3.4.2.2 Pilot Symbol Assisted Rateless Encoder

The rateless encoder of Fig. 3.15 mapé,abit (input) information sequence representedby: [a;, 4, ..., an,]
into a(N;rgl)—bit output sequenceby performing the steps succinctly described below:

1. (Modified input bit sequencdttach a predetermined pilot-bit sequente= [pl,pz, e ,pr],
to the beginning of théV,-bit input streanmg, so that the modifietN;-bit input sequence becomes
equaltoa’ = [pa)?;

2. (Degree selectionRandomly choose a degrég from a degree distribution(x) — 5f calculated
by the degree distribution selector based upon the rec€&d

3. (Input bit/s selectionRandomly choose the previously selectechumber of bits fronma’ having
the least number of connections (selections) up to the mum@nsmission instant;

2In our case, we have employed a sequence of ones.
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4. (Intermediate bit calculationalculate the value of the intermediate (check)bbie b by com-
bining thed, input bits selected during the previous step using modwdddition. Repeat the last
three steps to all tha, bits of &’;

5. (Modified intermediate bit sequencAjtach again the same pilot bit sequenzas in the initial
step to the beginning of the intermediate bit sequdngenerated in the previous step in order to
createb’ = [pb];

6. (Codeword bit calculationpetermine the value of the encoded itc ¢c,i = 1,.. .,N;rgl by
calculating the values af, = by and of¢c; = b;@ b, , fori = 2,...,N,r=*, whereb; € b’ and
@ represents the modulo-2 addition operation. The pilotibitscorrespond to the bits € ¢ with
i=1,...,Np.

For clarity, we have also provided a pictorial represeatatf this rateless encoding process in Fig. 3.16.
Compared to the encoding process of a conventional LT coderided in Section 3.4.1, our PSAR
encoder has two major differences:

1. The pilot sequencg; is concatenated with the data sequence, and they jointistitaie the rateless
check nodes. Moreover, the pilot symbols are constraindst ta specific fraction of the degree-
one nodes. Hence, the pilot symbols arrived at after engodlia pre-defined and are known by
both the transmitter and the receiver.

2. The employment of a memory-one trellis code was impliethélast step, namely in “Codeword
bit calculation”. This is because rateless codes were fiogigsed for transmission over channels
imposing symbol erasure (such as the wired Internet). Towraising rateless codes alone for
transmission over noisy wireless channels results in a éighr floor [143]. Hence, it is neces-
sary to combine rateless codes with classic Forward ErrereCioon (FEC) schemes [143] for
transmission over noisy wireless channels.

Moreover, the fraction of pilot bit§{J = %‘: is determined by the channels’ Doppler frequerfgy;.
More explicitly, the channels associated with a high Dopjdequency require a higher value d)f
since their rapid fluctuation requires frequently updatednnel estimates. Otherwise, the fraction of
pilot bits required may be quite low for slowly varying chafs

It also follows that the proposed PSAR codes can realize ady tater, = N‘“I\J;CN”. This implies that

whilst other rateless codes such as LT codes [144] are aapéfénerating codes having an arbitrary rate,
PSAR codes can only generate codes having rates that ar thigim the fraction of pilotsf in the code,
since we have, = N‘“I\J;CN” > (Sf = % At first glance this might appear to be a limitation, howewer
note thaﬂf is selected according to the highest expected fading natehance for slow-fading channels
PSAR codes can practically realize codes having any rateeder, it is more power-efficient for the
transmitter to opt for no transmission when the channelR$qNvery low, instead of transmitting at a

very low code-raté.

For clarify, the fractiorrS{J of pilots is equivalent to the pilot overhegg we discussed in Section 3.2.
Moreover, we have usel, in Section 3.2 to represents the number of pilot symbols eyewl for each

SWe also point out that this is not the first proposed rateleste avith a bounded realizable rate. For instance, Raptor
codes [145] cannot realize rates higher than the rate of uker d.ow-Density Parity-Check (LDPC) code component of the
Raptor code.
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transmit antenna during the channel’s coherence time. Byrast, the notatioiN, used in this section
represents a slightly different meaning. More expliciityiepresents the total number of pilot symbols
required for assisting a total &, data symbols’ transmission over a number of coherencevaiter

3.4.2.3 Pilot-Bit Interleaving and Pilot Symbol Transmisson

As shown in Figure 3.16, the codewards then interleaved by the pilot position interlea¥éy, which

will position a pair of pilots everyn — 1) data bits, where; denotes the pilot spacing. This process
represents the effective sampling of the channel’'s comyddxed envelope at a rate that is higher than
the Nyquist rate and thus allowing the receiver to extragtctiannel attenuation as well as phase rotation
estimates for each bit. The data bits are separated by méanpair of pilot bits (instead of a single
pilot), since the channels between the two transmit and glesireceive antennas have to be estimated.
The interleaved codewoid,, (c) is then BPSK modulated. Then the data symbols are pre-medds/
the TXMF represented as= gqs, whereq is the pre-processing vector obtained from feedback channe
By contrast, the two BPSK modulated pilot symbols will beedily transmitted by the first and second
transmit antenna separately in a time-orthogonal manrtowi TXMF preprocessing, which results the
same frame structure as shown in Fig. 3.6.

3.4.2.4 Decoder of Pilot Symbol Assisted Rateless Codes

We denote the pilot bits received on the first and second silwieby 1, v, respectively. The two pilots
bits, periodically occurring everfy — 1) data bits, are then passed to the channel estimator (plefase r
to Figures 3.15), used for generating the correspondingdviBannel vectoh having elements oﬁl,

Ez. The channel estimates are then up-sampled and intergdigteneans of a low-pass interpolator.
Armed with this channel estimate, the received signal is diesected, and then de-interleaved using the
pilot position interleavef I, described in Section 3.4.2.3, and then passed to the mtgesder, which
estimates the original information bit sequence,d.&.

The rateless decoder’s computational complexity is redifmethe following two resons. Firstly, the
number of degree one nodes is increased by interspersirgltheymbols at the encoding stage. More
importantly, the value of the pilot symbols are known inathg which produces high-value LLRs in the
decoding process. Consequently, the tunnel between thedaamder’'s EXIT curves is widened hence
the converge of the iterative process is accelerated.

3.4.3 Simulation Results

Figures 3.17 and 3.18 illustrate our comparison of the &ebie throughput performance as well as the
rateless decoder’s computational complexity for both tfeppsed PSAR code-aided close-loop MISO
system using TXMF as shown in Fig. 3.15 and for a benchmaikez.benchmarker is the same system,
but instead of having a PSAR code, we use a rateless codendisgawith pilots (i.e. we seif =0 at

the encoding stage), but then insert the required numbeitat$ @t the modulation stage. In this sense,

41t is also implicitly assumed that there is another subsjdi2DS located at the receiver, namé@)DSg (not shown in the
figures), that calculates the distributiofisc) andv(x) based on the estimated CSIR and then passes these distribtdithe
rateless decoder to be described in Section 3.4.1.
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we are comparing pilot symbol assisted (rateless) codirtly thiat of pilot symbol assisted modulation
in an attempt to verify which of the two techniques offers #dreperformance (in terms of achievable
throughput as well as complexity) for the same amount ot ple@rhead.

In order to make a fair comparison, the number of informabda for both scenariogy,, was set
to 10000 bits and the maximum number of decoder iteratidps, was fixed to 200 iterations. The
normalised Doppler frequency is set@®2. The fraction of pilot bitszS{J was set to 0.1 for the PSAR
code, whilst 10% pilots were inserted at the modulationestag the benchmarker system. The rateless
decoder’s computational complexity for both systems waduated in terms of the number of message-
passing updates per decoded bit, givenIhy |E|/N,, wherel,,, represents the average number of
iterations required for finding a legitimate codeword at gipalar channel SNR value and| represents
the number of edges in the corresponding Tanner graph.

It can be observed from Figure 3.17 that there is no diffezéndhe throughput performance of the
two systems. On the other hand, the proposed PSAR code-sydtein offers a considerable reduc-
tion in the rateless decoder’s computational complex#ystzown in Figure 3.18. It was found that the
complexity reduction in this specific scenario is (on avejagore than 30%.

Table 3.1: Performance Summary

System Comparison| Pilot-overhead Throughput| Complexity
Parameter Schemes at SNR=10dB| at SNR=10dB
Number of antennas . .
(5,2) Conventional pilot 50% 1.4 —
(NTx, NRy)
Normalised Doppler
' PP 01| | signallingin Fig. 3.6 (bit/symbol)
frequencyfdm—norm)
Number of pilots 1 .
Pilot overhead 20% 2.4 —
(Np)
Number of feedback
! 1| | reductionin Fig. 3.10 (bit/symbol)
bits ()
Number of antennas .
(2,2) Conventional PSAM 10% 0.9 550
(NTxi NRx)
Normalised Doppler message
! PP 0.002| | inFigs. 3.6 and 3.1 (bitlsymboly|  (MeSSagd
frequency i —norm) updates/bit)
Modulation (M) 1
Input frame 10*
Proposed PSAR 10% 0.9 400
length (\,;)

Number of Iteration message
u ! 200 shown in Fig. 3.15 (bitlsymboly|  (MeSSag
(Imax) updates/bit)

STBC type Alamouti
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3.5 Chapter Summary

In this chapter, we have studied the TxMF aided closed-lodgMsystem of Fig. 3.1. We have first
compared the achievable ergodic channel capacity usingugaguantisers in Section 3.1, then we have
derived the lower ergodic channel capacity bound when denisig the effects of channel estimation
errors, transmit preprocessing vector quantization grtbe effective CSl signalling overhead caused by
pilot symbols and that imposed by the channel informatiadfack bits in Section 3.2. Our analysis
demonstrates that the pilot symbols required for chann@hason result in a significant throughput
loss for rapidly fluctuating fading channels, especiallyewlmaving a moderate high number of transmit
antennas. Based on this fact, the novel pilot reductionatligy scheme for rapidly fading channel has
been proposed in Section 3.3, which replaces the consedtaivsmission of pilots by their simultaneous
transmission, which substantially improves the achievabtoughput for systems having a moderate
number of transmit antennas, despite encountering raflidijuating channels. Moreover, a novel pilot
symbol assisted rateless code scheme is proposed in S&8dipwhere a predetermined fraction of
binary pilot symbols is interspersed with the channel-cdobigs at the channel coding stage, instead of
multiplexing the pilots with the data symbols at the modolatstage, as in classic PSAM. The PSAR
code-aided transmit preprocessing scheme succeeds mrgjeaore beneficial knowledge from the
inserted pilots, because the pilot bits are not only usefukktimating the channel at the receiver, but
they are also beneficial in terms of significantly reducing tomputational complexity of the rateless
channel decoder. Our results suggested that more than a&0%tion in the decoder's computational
complexity can be attained by the proposed system, when a@d@o a corresponding benchmarker
scheme having the same pilot overhead but using the PSAMitpain The results shown in this chapter
characterized typical systems having the parameters stisedan first two columns of Table 3.1. The
corresponding simulation results are also summarisedbteTal and are categorised into two groups of
comparisons, which in order to demonstrate the advantddgas proposed schemesl.
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Figure 3.17: A comparison of the achievable average throughput perfocmémeasured in bits/symbol)
by the PSAR code and the benchmarker scenario, versus thgiSNR), assuming transmission over
an Rayleigh channel using BPSK modulation. The benchmat@mario consists of a rateless code,
which is not aided with pilot symbols (i.e. séif = 0), and then followed by PSAM with a 10% pilot
overhead. The number of information bits for both scenafigswas set to 10000 bits and the maximum
number of decoder iterationk,ax Was fixed to 200 iterations. The normalised Doppler frequésnset

t0 fi4u—norm = 0.002 and the fraction of pilot bits for the PSAR codié,, was setto 0.1.
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Figure 3.18: A comparison of the rateless decoder’'s computational cexityl (measured in message
updates/bit) by the PSAR code and the benchmarker scemargys the SNR (in dB), assuming trans-
mission over an Rayleigh channel using BPSK modulation. Bémchmarker scenario consists of a
rateless code, which is not aided with pilot symbols (i.e.5§e: 0), and then followed by PSAM with

a 10% pilot overhead. The number of information bits for bsxtnariosN,, was set to 10000 bits and
the maximum number of decoder iteratiofgax Was fixed to 200 iterations. The normalised Doppler
frequency is set td,,, ., = 0.002 and the fraction of pilot bits for the PSAR cod@, was setto 0.1.

It can be verified, that PSAR codes reduces the complexity éimgrthan 30%, when compared with the
corresponding benchmarker scenario.



Chapte

Transmit Eigen-Beamforming Aided
Closed-loop Single-user MIMO System

In this chapter, another single-user closed-loop systamgty the Transmit Eigen-beamforming (TXEBF)
aided closed-loop single-user MIMO system will be investiagl. The TXEBF algorithm will not be re-
peated in this chapter since it has been detailed in Sectd.2. Throughout this chapter, the per-
formance metrics described in Chapter 1 - namely the adbliev@ontinuous-input Continuous-output
Memoryless Channel (CCMC) ergodic capacity and the Disdrgiut Continuous-output Memoryless
Channel (DCMC) ergodic capacity, as well as the BER perfocaa are employed in order to evaluate
the proposed algorithms.

H
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Figure 4.1: System model of a TXEBF aided closed-loop single-user MIM&esm.

The novel contributions of this chapter are:

1. A novel Linear Dispersion Code (LDC) aided TXEBF schempr@gposed, which is capable of
achieving the maximum attainable diversity gain and the MT8&&pacity for an arbitrary num-
ber of transmit and receive antennas. Moreover, the propssieeme is capable of adapting its
throughput according to the prevalent SNR.

2. As an application example, a novel TXEBF aided video trassion scheme is proposed, where
the encoded video source bits are transmitted throughreliffeesigen-beams according to their
error sensitivity, so as to improve the decoded video qualithe receiver by providing unequal
error protection.
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This chapter is organised as follows. The achievable CCMGdic capacity using quantized CSl is
investigated in Section 4.1, where the different quardisimscribed in Section 2.3 are compared. Then,
a novel LDC aided TXEBF scheme is proposed in Section 4.2 aafkEBF aided video transmission
scheme is detailed in Section 4.3. Finally, the chapternsnsarised in Section 4.4.

4.1 Achievable Ergodic Capacity Analysis

Relying to Section 3.1, where the achievable ergodic capatia TxMF aided closed-loop single-user
MISO system was analysed, the achievable ergodic capaci#tyTa EBF aided closed-loop single-user
MIMO system is detailed in this section. More explicitly, awdifferent scenarios, namely the CCMC
capacity achieved with the aid of perfect CSIR/CSIT, as wslithe CCMC capacity associated with
perfect CSIR in combination with quantized CSIT are disedss this section.

4.1.1 The CCMC Capacity with Perfect CSIR/CSIT

a) N =4, N_ =4 b) N, =4, N_ =2
25 15
3
S 5 10
o Qo
£ E
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Figure 4.2: Ergodic channel capacity versus SNR for i.i.d Rayleighrfigdihannels when we have a)
N7y =4, Nry = 4; b) Ny, =4, Ng, = 2and ¢)Nt, = 2, Ng, = 4; and assuming perfect CSIR and
CSIT calculated from Equations (4.1) and (4.2).

Assuming that perfect CSl is available both at the receiner teansmitter side, the ergodic CCMC
capacities of a TXEBF aided closed-loop MIMO system havifig transmit and\, receive antennas
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is formulated as [52]

HR.H™ H) (4.1)

No
where the matriXR, represents the covariance matrix of the transmitted signeling transmit eigen-
beamforming combined with the water-filling-based powkrcation regime described in Section 2.2.1.2.
The CCMC capacity of the corresponding open-loop systemriadilated as [52]
H"H >

NoNtx )’

Celosed = En log det <INRx +

COPL’?’I - EH ].Og det <INRx + (4.2)

where the covariance matik, is equal toNLTXINTx. Based on these two equations, the CCMC capacity of
three MIMO systems communicating over spatially indepahdbannels and associated withNy), =

4, Ngy = 4; b) Ny, = 4, Ng, = 2 and ¢)Nt, = 2, Nk, = 4 antenna configurations, respectively,
are shown in Fig. 4.2. It is demonstrated in Fig. 4.2 that theed-loop TXEBF aided system provides
a substantially higher capacity than the corresponding-dpep system, when we hawér, > Ng., as

for example in the scenario of Fig. 4.2b.

However, the benefits of the TXEBF scheme completely erotde@ghtSNRs, when having the same
number of transmit and receive antennas, such as in thergzcendNt, = Ng, = 4 seen in Fig. 4.2a,
or when having more receive antennas than transmit antesnets as in the scenario of Fig. 4.2c. This
is because the water-filling-based power allocation schadeseribed in Section 2.2.1.2 tends to allocate
the power equally to all eigen-beams at high SNRs, whichlteesua covariance matrix of

1
Rx _ [ mlmin(Nh,Nm) ONTx_min(NTerRx) . (43)

ONTx_min(NTerRx) ONTx_min(NTerRx)
When we haveNt, < Ng,, the covariance matriR, converges tR, = NLTXI Np,- Hence, the er-
godic CCMC capacity of the TXEBF aided closed-loop MIMO systbecomes equivalent to that of its
corresponding open-loop system according to Equatioi$ &hd (4.2).

By contrast, at low SNRs, the water-filling based power allimn algorithm allocates more power to
the specific eigen-beams having higher eigen-values, wasilits in a covariance matrk, approaching

ONTx_l ONTx_l
for any antenna configuration, as demonstrated in Fig. 4@ summarise, the TXEBF aided closed-

loop scheme is beneficial for MIMO systems having arbitramjeana configurations at low SNRs by
improving the achievable ergodic CCMC capacity. By confraass only worth employing TXEBF for
MIMO system having more transmit antennas than receivenaate when the SNR is sufficiently high.

1 Onyp — o -
R, = [ Nrx=l Hence, it is beneficial to employ the closed-loop schemewtINRs

4.1.2 CCMC Capacity with Perfect CSIR and Quantized CSIT

The feedback information required by a TXEBF aided closeqgb-lsingle-user MIMO system includes the
unitary matrixV ; of Equation (2.25) and the power allocation vedty, . . ., En, |, as we have demon-
strated in Section 2.2.1.2 and summarised in Table 2.3. i$nsdction, we will discuss the quantiser
design of the power allocation vector and of the unitary mafry. Moreover, we will employ a TXEBF
aided closed-loop MIMO system communicating over i.i.dylRah fading channels having four trans-
mit antennas and two receive antennas as an example, intorgaluate the achievable ergodic capacity
using different quantisers.
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Power Allocation Vector Quantization
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Figure 4.3: The statistical average of the power allocation ve&iE; E,| versus the SNR for a TXEBF
aided closed-loop MIMO system having four transmit antentao receive antennas and communicating
over an i.i.d Rayleigh fading channel.

First of all, we consider the characteristics of the powteration vectorE, ..., En,]. This vector
consists ofNg (1 < Ng < min(Nry, Ngy)) number of non-zero real valués (E; € [0, 1]). Moreover,
we haveleE E; = Ery, andE; > E, > ... > Ey,, since the corresponding eigen values have
A > Ay > ... > An,. Without any loss of generality, we assumed the transmitgoas unity,
hence we hav{jf\’E E; = 1. Furthermore, this power allocation vector is a functiorthef SNR, since
the noise variance is an input factor of the water-fillingdshpower allocation algorithm described in
Section 2.2.1.2. For example, the statistical averageeoptiwer allocation vectdty[E;| of the MIMO
system usingN7t, = 4, Nr, = 2 is portrayed in Fig. 4.3, which varies with the SNR. Moreowae
histograms of the power allocation valitg recorded for SNR values of 0dB and 10dB are portrayed
in Fig. 4.4a) and b), respectively. It is evident that at |Io0WR% most of the transmit power is typically
allocated to the strongest eigen-beam. By contrast, thertréh power is more or less equally shared by
all activated eigen-beams at high SNRs.

A codebook designed for the vector quantization of the poxaéres may be constructed using the
statistical average of the power vectors giveney{(E; E;)| and shown in Fig. 4.3. Each row-vector in
the matrixEg[(E; Ez)] represents the average power at a fixed SNR value. For exathelérst row
vector [0.75, 0.25] is the average power vector at 0dB. Using such a codeboolstdtistical average
power allocation vector is employed to replace the instasdas power allocation vectors. For example,
the power allocation vectdE; E;| = [0.75 0.25] is used for all CIRs, when the SNR varies between -1dB
to 1dB. Assuming that the activated eigen-vectors in thiet{ijand-side matri¥ g of Equation (2.25)
are perfectly known, the achievable ergodic CCMC capaditthe N1, = 4, Nr, = 2 TXEBF aided
closed-loop system using the first eight rows of the makii¥(E; E>)] as a codebook is illustrated in
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Figure 4.4: Histogram of the power allocation valug of a TXEBF aided closed-loop MIMO system
having four transmit antennas, two receive antennas andanemicating over an i.i.d Rayleigh fading
channel, when the SNR is a) 0dB and b) 10dB, respectively.

Fig. 4.5. It is evident in Fig. 4.5 that the performance ddgtmn imposed by the vector quantization
of the power allocation is almost negligible compared todlosed-loop ergodic CCMC capacity upper
bound using perfect CSIR/CSIT. In fact, such a codebookisting of the statistical average power
allocation vectors becomes independent of the instantsn€tRs, it is only related to the SNR value, or
to the noise variancsly. Since the value oNy varies significantly slower than the fading CIR taps, the
update frequency of the power allocation vector becomeshrfaveer, which results in a low feedback
overhead. Moreover, the index of the power allocation wealigo implicitly indicates the noise variance
Np. Hence, the family of adaptive modulation and coding sclersech as the rateless code described
in Section 3.4 may invoke this regime in order to accommottedime-variant SNR fluctuations.

There are a number of methods that may be used to further edtiecfeedback overhead. For
example, if the SNRs only vary froi-dB to 8-dB rather than t®0-dB, it is sufficient to employ a
reduced-size codebook. As another reduced-overheaddeedechnique, it is effective to employ a
differential quantiser if the SNRs vary smoothly. More egitlly, it is possible to use a single bit to
indicate whether the SNR increased (feed back "1”) or deg@dfeed back "0”), and then to decode
the power allocation vector correspondingly at the receiveurthermore, there are also a number of
other methods capable of further increasing the accuratlyeofjuantized power allocation vector. For
example, when the SNRs are almost constant, we may genecaidehook using the LGB algorithm
detailed in Section 2.3.1 in order to feed back the instatas power allocation vectors. In this case,
since the power allocation valug€sare correlated with each other (Q_Té\fE E; = 1), the vector quantiser
- which quantises all components of the power allocatiortorgjointly - is expected to become more
efficient than the scalar quantizer, which quantises theepaiocation valueg; independently.
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Figure 4.5: The achievable ergodic channel capacity of a closed-lodBFxaided system in conjunc-
tion with quantized CSIT versus SNR, when we have four tranand two receive antennas, and using
various quantisers. The upper-bound of the ergodic chaapeaicity received in conjunction with perfect
CSIR and perfect CSIT are also plotted for comparison..

Activated Eigen-Beam-Vector Quantization

Having discussed the quantization of the power allocatéwiors, the quantization of the activated eigen-
vectors in the right-hand-side unitary mati¥#y of Equation (2.25) is discussed as follows. First of
all, the eigen-vectors are complex-valul,-dimensional unitary vectors, and the number of activated
eigen-vectors required for feedback is determined by threzsso power allocation valueSg, which

is a function of the SNR value. For example, recall from Fig that at low SNRs essentially only
the strongest eigen-beam is activated. Hence only a singtary vector in the matri¥/ gy has to be
fed back, namely the one corresponding to the highest aigkre. As a result, the Grassmannian line-
packing quantizer consisting of unitary vectors using therdal distance described in Section 2.3.3
becomes an appropriate quantiser. When there are sevevatea eigen-beams, the required feedback
information is constituted byg unitary vectors in the matri¥ , which are orthogonal to each other.
As a result, the Grassmannian subspace-packing quantisiniging the Fubini-Study distance [80] is
one of the potential quantiser candidates, whose codevapedsrthogonal unitary vectors, as detailed in
Section 2.3.4. Alternatively, the random quantiser miaing the Fubini-Study distance is applicable in
this situation, whose codewords are also orthogonal yniectors as detailed in Section 2.3.4, especially
when the Grassmannian subspace-packing based resultstareailable for some values &7, Nry

or for an arbitrary codebook siZQ)|.

The achievable ergodic CCMC capacities of a TXEBF aidededdsop system havindNy, =
4, Nr, = 2, and using either the Grassmannian subspace packing sgraati the random quantiser
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are compared in Fig. 4.5. The power allocation vectors ae@@lantized using a small codebook having
eight entries, as demonstrated in Fig. 4.3. When a smallbmmdehaving2” = 4 codewords is used,
the performance of the system using the Grassmannian stéppaking quantiser of Section 2.3.4 be-
comes slightly better than that of the random codebook. Mehess, they both achieve a higher CCMC
capacity than that of the corresponding open-loop systeyncddtrast, when a sufficiently high num-
ber of quantization bits is employed, for example= 7-bits, the achievable CCMC capacity using the
aforementioned two quantisers becomes similar. This isistant with the results shown in Fig. 2.13
of Section 2.3.4, where these two quantisers were compareams of their average quantization error
guantified in terms of the Fubini-Study distance. It was alemonstrated in Fig. 2.13 that the Grass-
mannian subspace packing quantiser slightly outperfohmsandom codebook, when the codebook is
small, albeit their performance becomes similar, when ttebook is sufficiently large. Based on these
observations, we might conclude that using the random amleis capable of closely approaching the
achievable CCMC capacity.
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Figure 4.6: The achievable ergodic channel capacity gaih = (Cdosed_Hq — Copen) versus the num-
ber of feedback bits, when we haveNt, = 4, N, = 2, SNR = 0, 10-dB, respectively. The upper-
bound of the ergodic channel capacity gain define@ag.; — Copen) in conjunction with perfect CSIR
and perfect CSIT are also plotted for comparison.

Similarly to Fig. 3.5 of Section 3.1.2, where the achievadigodic channel capacity gaixC versus
the number of feedback bitsof a TXMF aided closed-loop system was evaluated, Fig. luétibtes the
achievable ergodic channel capacity gAiGi versusb for a TXEBF aided closed-loop system, when we
have N, = 4; Nz, = 2, SNR = 0,10 ~ dB, for transmission over an i.i.d Rayleigh fading channel.
The achievable ergodic channel capacity gain is defined as the difference betweég)osed,Hq and
Copen, Where the notation(fclosed_Hq represents the achievable ergodic channel capacity iucotpn
with the quantized CSI'H,, while C,,., denotes the upper-bound of the open-loop channel capacity
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assuming perfect CSIR. The upper-bound of the ergodic adiazapacity gain defined a€ (5.0 —
Copen) in conjunction with perfect CSIR and perfect CSIT is alsotygd for comparison. Since the
number of bits and the update frequency required for theneigetors’ feedback is higher than that
required by the power allocation vectors, the number of bibs the x-axis of Fig. 4.6 only represents
the bits employed for feeding back the eigen-vectors usiagandom quantiser detailed in Section 2.3.4.
This figure demonstrates that substantiél gains are obtained upon increasing the number of feedback
bits fromb = 1 to b = 5 bits. About50% of the achievable capacity gain is attained, when using i 5-b
feedback. Moreover, the attainable performance impronemgeadually saturates, when the number of
feedback bits increases fram= 5 to b = 10.

4.2 Linear Dispersion Coded Transmit Eigen-beamforming

The TxXEBF essentially decomposes the MIMO channel intoreéymrallel orthogonal sub-channels
(or eigen-beams), and the quality of the resultant orthajsabchannels may be very different from
each other. In Section 4.1, we have discussed the achie@&N4C capacity, which assumes that the
channel’'s input signat are Gaussian distributed. When using practical modulat@emes, such as
BPSK/QPSK/QAM, we may approach the CCMC capacity upon agadptactivating different mod-
ulation and coding schemes for each subchannel accordittgetsubchannels’ quality and the noise
variance [73, 146].

Another scheme capable of approaching the CCMC capacitgnstituted by the employment of
“capacity-optimised” space-time coding combined with G8épendent “beamforming” [147], as well
as adaptive modulation and coding. This idea has been watelgpted. The research portrayed in [11,
77,148] demonstrates that the combination of beamformiitiy @OSTBCs is capable of approaching
the closed-loop system'’s capacity. The schematic of sugistarm is illustrated in Fig. 4.7. The control

Transmitter ! N
3 Channel coding | & Eigen- 1 Y
“S L o leddaion | 2= Beamforming —X+ = CHANNEL o RECEIVER
3 Space-time coding P ! H
3 A A 3
777777 ssRlL——— L | FEEDBACK LINK [~
CSIT

Figure 4.7: Transmitter schematic exploiting the CSIT

of the adaptive modulation and coding modes in the systerhismatic shown in Fig. 4.7 is less complex
compared to the scheme illustrated in [11, 77, 148]. Our lIhowetributions are:

1. A group of Linear Dispersion Codes (LDCs) is employed,cliare capable of achieving a higher
open-loop capacity compared to the Q/OSTBC in prior studies

2. As a complement to prior ergodic capacity gain studies,study characterise the closed-loop
DCMC MIMO capacity gain in several different system confafions.



4.2.1. Linear Dispersion Code 75

3. The Grassmannian line-packing quantizer is employed;hndemonstrates that a modest feedback
rate requiring a few bits is capable of substantially insieg the attainable capacity.

In fact, employing LDCs in a closed-loop system has beenidered in [149-151] by constructing
a new multi-mode LDC, which is capable of adapting to the C®&fiere the LDCs are designed off-line
based on the channel statistics and stored in both the tiasind receiver. Whenever the channel
changes, a more appropriately LDC may be derived at thevescand its index will be conveyed back
to the transmitter through a feedback channel. Compardudstheme, the advantage of our proposed
scheme to be outlined in Section 4.2.2 is that its specifigdensures maintaining a good performance
even when the channel varies too fast to be tracked or théde&d:hannel is of low quality by simply
turning-off transmit eigen-beamforming. However, the ralleperformance comparison of these two
methods require further investigations.

This section is organised as follows. A brief introductidi.BC is given in Section 4.2.1. Then, our
system model is described in Section 4.2.2 with the achleMaEMC capacity analysis. Section 4.2.3
provides our simulation results and discussions.

4.2.1 Linear Dispersion Code

The concept of LDCs was first proposed by Hassibi and Hoch{2&lll which then attracted substantial
research attention [152,153]. The LDC codewGris generated as a linear combination of the so-called
dispersion matrices and the weight of each LDC componenttisrishined by the modulated symbols.
This philosophy can be formulated as:

Ns
C= ZAiSi/ (4.4)
i=1

whereA; is thei-th (N7, x T)-element complex-valued dispersion matrix ands thei-th of the N
input symbols to be transmitted. Introducing an operatiar ), which is defined as vertical stacking of
the columns of an arbitrary matrix, Equation (4.4) can betamias

vec(C) = xs. (4.5)

The matrixy uniquely and unambiguousely characterises an LDC, heixeefierred to as the Dispersion
Character Matrix (DCM) and is defined as

X = [vec(Aq) wvec(Az) ... wvec(ANn,)]- (4.6)

Additionally, assuming that the transmit power at eachdmaission instant i€, = 1, the DCMx
should satisfy the following condition in order to maintairconstant power of for each codeword’s
transmission,

tr (xxH) —T. (4.7)

Apparently, Equation (4.7) can be satisfiegyiis a unitary matrix. Usually, the design of the matrix
X is carried out by random search over the set of unitary megtraptimising them according to one or
several design criteria, for example, satisfying the fattk criterion, maximising the determinant of the
matrix or the capacity, etc. LDCs can be designed for anrarginumber ofN7, transmit andNg,
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receiver antennas. The coding rafg/ T can also be flexibly adjusted. An LDC is described in the form
LDC(NtxNgyTNs)-(“modulation-scheme”) in this study. For example, the@@221)-QPSK scheme
represents an LDC havinlyr, = 2 transmit antennasdVz, = 2 receive antennas and transmitting

N; = 1 QPSK modulated symbol ové8t = 2 time-slot.
Compared to OSTCBs/QOSTBCs [14,46,154], the general LDGtoaction has the following prop-

erties:

1. LDCs are modulation scheme dependent, while OSTBCs an8TBQs are independent of the
modulation scheme.

2. Allthe entries in the OSTBC and QOSTBC codewords repteséansformed version of a single
modulated symbol in the vecter The Quasi/Orthogoal Space Time Block Codes (Q/OSTBCs)
schemes are designed to achieve a certain diversity gaircoBlyast, all the entries in the LDC
codeword are constituted by a linear combination of all ntatea symbols in the vectar We
refer to this property as having Non-Separable Transmitt®s(NSTS), which equips them with
the potential of achieving the maximum attainable divgrgihile maintaining a high data-rate at

the same time.

4.2.2 System Model and DCMC Capacity Analysis

H
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Figure 4.8: Single-user MIMO System Models: a) closed-loop, b) opesplo

The system we investigated is still a single-user closeg-MIMO system having\Nt, transmit and
Ngy receive antennas, as shown in Fig. 4.8 (a), which outlinestiucture of Fig. 4.7 in more detail.
The CIR is stored in aiNg, x Nr)-element matrixd. Each element it is an i.d.d. complex-valued
Gaussian variable with zero mean and unity variance underlgsumption that antennas are spaced
sufficiently far apart. Moreover, the CIR is assumed to bestamit during an LDC codeword duration of
T. The Ny number of modulated symbols constituting an LDC symbol toeed in a vectos, which are
first passed through an LDC encoder in order to construct a@ t&dewordC having a matrix size of
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(N1 x T) and a unity power for each element. At each transmissioarnnsbne column of the codeword
C will be linearly transformed by the transmit eigen-beamfimg matrix P and then transmitted. The
total transmission power at every instant is normalisednitylET, = 1 and controlled by the power
allocation factor\/E;. At the receiver side, a Maximum-likehood (ML) detector immoyed. The
system’s throughput can be easily adapted as a functioreafttannel quality by varying the modulation
schemes or the number of LDC encoded symbals

The structure of the open-loop benchmark system used fopadsgon is shown in Fig. 4.8 (b). The
transmission power has been equally allocated both overdimd space. As a result, at each transmission
instant, the total transmit power is unity, treating the bamation of the precoder and the channel as the
effective channel.

Let us now derive the closed-loop expression of the DCMC @paf the closed-loop system shown
in Fig. 4.8 a. In [155], the authors have provided a methodhfifudating the open-loop DCMC capacity
for the system model of

y=Hs+n, (4.8)

where the Nr, X Nt,)-element matrixH hosts the CIRss $s aNt,-dimensional input vector using
M-level modulation ana is a Ng,-dimensional Gaussian noise vector with zero mean. Heheee tare
F = MNx possible combinations ef Each combination is denotedss (f = 1,...,F). The DCMC
capacity is then calculated as [155]:

chbeMe | — 1 max i /OO /OO p(ylsf)p(sf)loga 5 plyls) dy (bits/symbol).
AP T plsr)apls) 2y /=00 oo Yg=1P(Ylsg)p(sg)

(4.9)

By contrast, the LDC aided closed-loop transmit eigen-tdeeming system studied in this contribu-
tion is modeled as:

N;
Y = HPf,(}_ Ais;) +N, (4.10)

i=1
where the received sign#lis hosted by anz, x T)-element matrix, theNg, X Nr,)-element matrix
H contains all the CIR® is a (N7, x Nr,)-element matrix denoting the transmit beamformer of Fig§. 4
(a) and theN, number of modulated symbols are encoded a&#, (x T)-element LDC codeword.
The functionf, (.) denotes the power normalisation function, which transfotne codeword unequal
power allocated to its elements to a corresponding codeWohdving unity-power elements and the
same matrix size. Finally, théN,, x T)-element matriXN contains allNg-element noise vectors in all
T time slots.

Using the DCM matrixx and thevec() operation, we have

H =1;® (HP), (4.11)
y =vec(Y),
¢ = vec(fu(xs))
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whereH is the Kronecker product df and an identity matri{r, while is a (Ng, T x 1)-element vec-
tor representing the equivalent receivied signal vectra (N7, T x 1)-element complex-valued vector
representing the equivalent LDC encoded transmissiomabkiggctor andni is a (N7, T x 1)-element
complex-valued vector representing the equivalent nagstov. Then, Equation (4.10) can be reformu-
lated as:

iy = He +n. (4.12)

Furthermore, the vectarhasF = MMN: legitimate combinations, iM-level modulation andN; humber
of modulated symbols are employed in a LDC. Consequentyyéittore also hask = MM legitimate
combinations, where again each combination is denotégd,a(gf =1,...,F).

It is clear that Equation (4.8) and Equation (4.12) have #messtructure. As a result, upon substi-
tuting ¢, andy into Equation (4.9), we arrive at the LDC-aided closed-leaystem’s DCMC capacity
of:

1 F .00 00 -
Cé:l);:séggloop = Tmaxp(ﬁ),...,p(ép) Z / .- / F’(y"—'f) T
f:1 — 00 —0Q

) p(@ler) L
I dy (bits/ bol). 4.13

4.2.3 Simulation Results and Discussion

Number of transmit antennadi,) 2,3,4
Number of receive antennabl,) 2,1
Number of time slots used per space-time block (T) 2,8
Number of symbols transmitted per space-time blagk) ( 1,2,3,4
Modulation Level (M) 2 (BPSK), 4 (QPSK)

Table 4.1: Simulation Parameters

Our simulation parameters are summarised in Table 4.1. id&enels are assumed to be independent
Rayleigh fading both in time as well as space. In the follgvsimulations, four different transmit
schemes are considered:

1. Scheme 1: Open-loop equal-power scheme as illustrateédyird.8 (b), where the total transmit
power has been equally allocated over both time and space;

2. Scheme 2: Closed-loop eigen-beamforming scheme asalled in Fig. 4.8 (a), where waterfilling-
based power allocation is employed, and perfect CSl is asgumbe known by both the transmit-
ter and receiver;

3. Scheme 3: Closed-loop single-beam scheme, where trartitapower has been allocated to the
highest-power eigen-beam with perfect CSlI;

4. Scheme 4: Closed-loop single-beam scheme using quarid€T, where the transmit power has
been allocated to the highest-power eigen-beam and thefbenamg vector conveyed to the BS
with the aid of the MTs’ feedback using a Grassmannian liaekpg quantizer.
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Figure 4.9: DCMC capacity of open-loop and closed-loop system empipyiDC(2221)-QPSK,
LDC(2222)-QPSK, LDC(2223)-QPSK and LDC(2224)-QPSK schsjmespectively.

Fig. 4.9 illustrates the attainable DCMC capacity of the tinsee transmission schemes for systems
havingNr, = 2, Nz, = 2 antennas and using QPSK modulation as well as four différBa schemes.
These three transmit schemes are represented in Fig. 4@ tineé having no marker, the circle-marker
and by the star-marker, respectively. The four LDCs, narhBI€(2221)-, (2222)-, (2223)-, and (2224)-
QPSK are employed and illustrated in Fig. 4.9. These resuisate that

1. Atlow SNRs, employing a closed-loop transmit scheme @bbe of providing an approximately
3dB gain. For example, at -10dB, the closed-loop LDC(222RSK scheme achieves a capacity
of 0.438-bits/symbol. To achieve the same capacity valdadB-is required for the open-loop
LDC(2224)-QPSK scheme.

2. Forthe LDC(2221)-QPSK, (2222)-QPSK and (2223)-QPSkesus, the performance of employ-
ing closed-loop full eigen-beams and single-beam trarsarisare similar. For the LDC(2224)
scheme, the performances of the closed-loop full eigemb@aning scheme and of the single-
beam scheme are almost identical, except for the range ofl5dB where the single-beam sys-
tem’s DCMC capacity is slightly lower than the that of fulpen-beam system. As a result, single-
beam transmission allows us to reduce the complexity of palecation as well as the required
feedback overhead.

Fig. 4.10 illustrates the DCMC MIMO capacity for &¢, = 3, Nr, = 2)-antenna system using
the LDC(3224)-QPSK scheme. When using perfect CSIT, theeddoop single eigen-beam scheme
achieves about 4dB gain over the open-loop scheme, andfdrper similarly to the closed-loop full
eigen-beam scheme. When using a 3-bit instantaneous beaimfpovector feedback generated by a
Grassmannian line-packing quantizer through an errerdired delay-free feeback channel as our CSIT,
the closed-loop single beam scheme achieves an approkr2at gain over the open-loop scheme.

Fig. 4.11 illustrates the achievable BER performance ofsimme system combining URC [156],
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Figure 4.10: DCMC capacity of aN1, = 3, Nry = 2 system using LDC(3224)-QPSK and different
transmission schemes.

a half-rate RSC - RSC(2,1,5)- and a soft-input-soft-outidatximum-Likelihood (ML) detector. The
number of detection iterations was setli;gzc = 1 between the detector and the URC decoder and
Irsc = 5 between the detector and the RSC decoder. When assumiregtp€SIT, the closed-loop
full eigen-beam scheme and the closed-loop single eigamizeheme achieve error-free transmission at
about 0dB and 1dB, which are 4dB and 3dB lower than the SNRnextjby the corresponding open-loop
scheme, respectively. Using a 3-bit quantized closed-kiogle-beam scheme, a 2dB gain is attainable
compared to the open-loop benchmark scheme.

4.3 Transmit Eigen-Beamforming for Video Transmission

The popularity of diverse video applications, such as fanegle video-phones, as well as YouTube- and
BBC iplayer-style video streaming stimulates further egsh on video data transmission. As a result,
the provision of high-quality video transmission becomes of the major requirements imposed on
future wireless networks. Although advanced video codauiphiques [157] are capable of achieving a
high compression ratio, the required bitrates are stiliciy higher compared to classic voice or text
applications. Consequently, employing multiple anterfioasideo transmissions becomes an attractive
solution, since MIMO systems promise a substantial capatiirease without any extra bandwidth re-
quirement by employing spatial multiplexing [135] schemb®st studies of video coding techniques
considered single-antenna aided systems [157]. Nonet)edeme video transmission studies were also
dedicated to MIMO systems, but most of them employed dixemiented techniques [98] to reduce the
SNR requirement, rather than to increase the achievaladhput.
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Figure 4.11: BER performance of &1, = 3, Nz, = 2 system using LDC(3224)-QPSK and different
transmission schemes..

In this section, two spatial multiplexing schemes, namdlABT-type spatial multiplexing [5] and
transmit eigen-beamforming aided spatial multiplexing][&re investigated. We will demonstrate that
TxEBF-aided spatial multiplexing is more flexible in ternigooviding the required Unequal Error Pro-
tection (UEP) for the video streams, hence it is capable bieatg an improved video performance.
More explicitly, a widely accepted concept in video stremgris that the source-coded video bits should
be unequally protected, where the bits representing maperitant information, such as the video frame
header information for example, should be better protecBadcontrast, the bits representing less im-
portant information because they only affect a small foacof a video frame and do not propagate to
other frames are capable of tolerating some errors. In tiggesantenna aided as well as in a BLAST-
type spatial multiplexing scenario, video bits having @liéint error sensitivity are transmitted via the
same physical channel, exhibiting the same BER. Hence tret nadural way to achieve UEP is to
employ different-rate channel codes. By contrast, the TxaRled spatial multiplexing decomposes
the MIMO channel into orthogonal eigen-beams exhibitingawral channel gains characterized by their
corresponding eigen-values. Consequently, the datantiitted via the different eigen-beams exhibits a
different BER. Hence TxEBF-aided UEP video transmissianlmaachieved in various ways, for exam-
ple by allocating different error sensitivity bits to difeat eigen-beams, or by appropriately allocating a
different transmit power to each eigen-beam, or clasgidayl employing different-rate channel codes.

In addition to flexible UEP, another advantage of the TxERIed spatial multiplexing scheme is
the ability to simplify the detector compared to that of theAST-type spatial multiplexing scheme
under the assumption of experiencing a quasi-static orlgléding channel. Since the eigen-beams
are orthogonal to each other, a simple single-stream naither can be used to detect the received
signal, instead of employing a complex multi-stream detecNaturally, the SVD computation has to
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be carried out at regular intervals, for example for each trawsmission frame, depending on how
rapidly the channels fluctuate. By contrast, in the case ®BbAST-type system, a complex multi-
stream detector [98] (ML/MMSE) is required to mitigate theer-stream-interference. Hence, the overall
complexity of the TXEBF-aided spatial multiplexing may kaided to be lower than that of the BLAST-
type spatial multiplexing, provided that the channel faglesvly. And hence the SVD does not have
to be repeated too often. However, a disadvantage of the Fx&@ed spatial multiplexing is that in
the FDD system we considered, the CSl is not avaliable atrémsmitter. More explicitly, the Right-
hand-side (RHS) singular matrix has to be known to the trétesmand updated, whenever the channel
changes. This side-information may occupy a non-negtgftaction of the bandwidth in the reverse
link, which otherwise could be used for data transmissioortunately, this problem may be solved by
employing the efficient RHS singular matrix quantizatioml &edback technique of Section 4.1, which
demonstrates that a low number of feedback bits is suffidiergchieve a performance approaching
that attained under the assumption of a perfectly errar-fmred unquantized feedback channel. In short,
we will demonstrate that for a low-Doppler indoor enviromthéhe TXEBF-aided spatial multiplexing
outperforms the BLAST-type spatial multiplexing.

4.3.1 Introduction to H.264/AVC Video Coding

The H.264/AVC video codec [157] has been employed in thisig@cwhich is the most recent block-
oriented motion-compensation-based codec standardagmgeby the ITU-T video coding experts group
together with the ISO/IEC moving picture experts group.si$tandard has been widely used in applica-
tions such as Blu-ray Discs, videos from YouTube and thedsustore, for terrestrial and satellite DVB
television services, for cable television services anddat-time video conferencing.

The H.264/AVC codec constitutes an attractive candidateviteless video streaming applications
owing to its high compression ratio [157]. The H.264/AVC eodemploys various Variable Length
Coding (VLC) and predictive coding techniques to achievagh ltompression efficiency. However,
these techniques also make the compressed bit-streantaflaéo transmission errors. This is because
a single bit error in the video stream may render the correcbding of future codewords impossible.
Furthermore, owing to predictive coding the effects of etererrors are likely to be propagated to
the neighboring video blocks. Therefore the limited bamtilwiand the error-prone nature of wireless
transmission systems makes the transmission of compresisamla challenging task.

As a result, in addition to providing a high video compressihie H.264/AVC video codec employs
a range of techniques designed for achieving an enhancedresilience. One of these features is Data
Partitioning (DP). In contrast to encoding all video partene of a Macro-Block (MB) into a single
bit-string representing a single video slice, we may gdresaveral bit-strings per slice referred to as
partitions, which represent different-sensitivity clessThis allows us to protect the different-sensitivity
bits based on their relative importance. In the context efth264/AVC scheme we may create three
different partitions, namely Partition A, B, and C.

1. Partition A contains the most vulnerable bits represgntiie slice header information, MB types,
guantisation parameters and motion vectors. The bits ohtareevideo slice, including Partitions
B and C are dropped, when Partition A is corrupted. In thimade the entire slice is marked as
corrupted and the decoder will apply error concealmentrtiecies using the corresponding video
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segment of the previously decoded frame.

2. Patrtition B typically contains intra-frame coded MB doménts and intra-MB Coded Block Pat-
tern (CBP) bits, indicating which blocks within a MB contaion-zero transform coded coeffi-
cients. Recovery from error propagation can only be achiester refreshing the corrupted image
regions in the intra-frame mode by switching off inter-fruprediction for certain MBs, when no
feedback channel is available. Typically a certain limifettion of the MBs is encoded in the
high-rate, but error-resilient intra-frame coding modende Partition B typically hosts the lowest
number of bits in an encoded slice.

3. Partition C carries inter-frame CBP and inter-frame MQ&R for the particular MBs that were
encoded using motion compensated prediction. By contwdstn in the intra-frame mode, Par-
tition C carries the intra-frame CBP and intra-frame MCER lfor the MBs coded using the
H.264-specific intra-frame prediction mode.

Therefore, in the H.264 video stream, Partition A is the nioglortant one. The specific significance
of a Partition B and C is dependent on the importance of thecéged Partition A, but they are not
decodable in the absence of Partition A. If Partition B ofieesls present along with A, the intra-frame
MB update is added to the reconstructed frame, while if #amtiC is present, the MCER of a slice is
reconstructed and added to the motion compensated slicea rAsult, the data of Partition A has to
be protected with the highest priority, followed by PagtitiB and C. Similarly to the scheme proposed
for the wavelet video codec, in the TXEBF-aided spatial ipigking based MIMO system, Partition A
should be transmitted via the eigen-beam having the higimser, while Partition B and C should be
transmitted with the aid of the eigen-beams having lowergrow

4.3.2 System Model

The BLAST-type spatial multiplexing scheme [5] transmigtiindependent data streams over different
transmit antennas is a widely used method. An attractiveydedternative is constituted by the TXEBF-

aided spatial multiplexing scheme, provided that CSl islabke at the transmitter side. Both system
structures are illustrated in Fig. 4.12.

In the BLAST-type spatial multiplexing system shown in Fig 2 (a), the video bits are first split
into three data streamas, a, andas, depending on their importance. For example, in the cortkttie
H.264/AVC codec of Section 4.3.%;, a, andas represent Partitions A, B and C. These data streams
are separately channel coded, jointly modulated and triéiesin At the receiver side, a multi-stream
detector [135] (e.g. ML/MMSE) is required for separating tfifferent data streams. The BER can be
improved by carrying out turbo-detection iterations betwéhe detector and the channel decoder. This
system exhibits a similar BER for all transmitted symbolfie Tlassic technique of providing UEP for
the different video data streams is by employing diffeneie channel codes [98].

In the TXEBF-aided spatial multiplexing system shown in &igj2 (b), the video bits are also split
according to their importance. However, the MIMO channeldsomposed into eigen-beams upon mul-
tiplying the signal to be transmitted by the Right-HandeS{&HS) singular matri¥/ at the transmitter
and upon multiplying the received signal by the Left-HandeS(LHS) singular matrixI! at the re-
ceiver. The resultant eigen-beams are orthogonal to eaehn ahd exhibit different channel gains, which
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Figure 4.12: System Structure a) BLAST-type spatial multiplexing; b)EB&-aided spatial multiplex-
ing.

are characterized by the corresponding eigen-values. Asudtythe data transmitted via the different
eigen-beams exhibits unequal BERs. Hence UEP video trasi&miis achieved either by allocating
different error sensitivity bits to different eigen-bearos by appropriately allocating the power to each
eigen-beam, or alternatively by employing different-rett@nnel codes. In order words, the TXEBF-aided
spatial multiplexing system is more flexible in terms of pding UEP for the video stream.

4.3.3 Simulation Results

The H.264/AVC JM 13.2 reference codec operate® at= 15 frames/s using thelf6 x 144)-pixel
Quarter Common Intermediate Format (QCIF) “Akiyo” vide@sence, encoded at a near-constant bi-
trate of R, = 64kbit/s was transmitted through a MIMO system equipped \th, = 4 transmit and
Ngr, = 4 receive antennas. The half-rate Recursive Systematic (RE€) RSC(215) was employed
in all system configurations in order to focus our investwa on the UEP performance provided by
the TXEBF-aided MIMO channel. Iterative decoding was empgdbat the receiver side and the number
of iterations was set td = 2 for striking a good compromise between enhancing the aahievBER
performance and limiting the decoder’s complexity.

Let us now continue by addressing our design dilemmas, natheldesign of the TXEBF-related
parameters for the sake of improving the attainable videfopeance. The Peak-Signal-to-Noise-
Ratio (PSNR) of the luminance (PSNR-Y) [157] is used as odee@iquality evaluation metric. The
video data are first split into two streams according to tlkeior sensitivity. One streams consists of
the Partion A and B bits, while the other stream consists @Rartition C bits. The reason for combin-
ing the bits of Partion A and B is that on average the total remdf Partition A and B bits is similar
to the number of Partion C bits. A further split might be needecording to the number of activated
eigen-beams. Three TXEBF-aided spatial multiplexing gumétions were set up, as illustrated in Ta-
ble 4.2. Naturally, the more error sensitive bits are tratieohthrough the eigen-beams having higher
power in all configurations. The first two configurations oblEa4.2 activated the three highest-power
eigen-beams. However, the first configuration allocatederpoiver to the stronger eigen-beam and less
to the weaker eigen-beam. By contrast, the second configaraf Table 4.2 allocated the power the
opposite way round. The third configuration activated ohky tivo strongest eigen-beams and allocated
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Figure 4.13: PSNR-Y performance versus SNR of the TxEBF-aided spatidtiphexing based video
systems using Configurations 1, 2 and 3, as well as of the BE#S@& spatial multiplexing based video
system, respectively.

the transmission power to the activated beams equallyeiifit modulation schemes were employed in
the different configurations in a way to ensure that the trassion throughput remained 2 bits/symbol.
For comparison, we employed an identical-throughput BLA®E spatial multiplexing scheme using
BPSK modulation, half-rate RSC coding and an MMSE detectoa #denchmark. The source-coded
video stream was processed on a frame-by-frame basis. Asil, the transmission burst duration was
equal tol /Ry = 66.7ms and the average number of bits per transmission bursRyeR s = 4266bits.
Our PSNR performance comparisons are shown in Fig. 4.13e e BER performance comparisons
are illustrated in Fig. 4.14.

The simulation results demonstrated that:

1. As expected, an increased throughput is achieved by ginglthe proposed TxEBF-aided spatial
multiplexing scheme as a result of using multiple antennas.

2. The TxEBF-aided spatial multiplexing scheme provide$PUa the partitioned video bit-stream,
while the BLAST-type spatial multiplexing benchmark scleeprovides Equal Error Protection
(EEP). As aresult, observe in Fig. 4.13 that the TXxEBF-agpedial multiplexing system achieved
a near-unimpaired video quality associated with PSNR-Yi84& 1dB lower SNR than the BLAST-
type spatial multiplexing benchmark scheme.

3. Focusing our attention on the PSNR-Y and BER performafiteeoTXEBF-aided spatial multi-
plexing system using Configuration 2 of Table 4.2 represkhtethe line marked by squares in
Fig. 4.13 and Fig. 4.14 respectively, it is clear that besidaving a low BER ¢ 10~2) for the
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Figure 4.14: BER performance versus SNR of the TXEBF-aided spatial plaking system using Con-
figurations 1, 2 and 3 of Table 4.2, as well as of the BLAST-typatial multiplexing based video system.
Two detection iterations were used for exchanging extinglormation between the detector and the
channel decoder in the schematic of Fig. 4.12b.

Partion A and B bits, an acceptable BER performanrce)(08) is required for Partition C for the
sake of reaching a decodable PSNR-Y level. Moreover, wheBHER of all the bits is lower than
104, the video quality appears subjectively unimpaired and RSM:42dB was obtained.

4. As aresult, the TXEBF-related parameters should be niegifpr providing as strong a protection
for the sensitive video bits as possible, while maintairdangadequate transmission quality also for
the less error-sensitive bits.

Let us now briefly consider the effects of different transius burst lengths on the achievable video
performance. The TxEBF-aided spatial multiplexing systesing Configuration 2 of Table 4.2 was used.
The PSNR-Y performance of having a transmission burst keafjfl5 video frames was then evaluated
and compared to the results associated with using a singg@frame transmission burst length. The
corresponding results are illustrated in Fig. 4.15. It ieveh that the system associated with a longer
transmission burst length reaches a near-unimpaired geretideo performance of PSNR~¥42dB at
a channel SNR of about 1dB lower than the system having aesirigeo-frame burst length. This
gain accrues from the enhanced error correcting capabilithe channel code achieved as a result of
its increased codeword length. The price paid for achietng gain is the 15-fold increased delay of
15 x 66.7ms = 1s, which would only be acceptable in a You-Tube-type noratige video-streaming.
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Figure 4.15: PSNR-Y versus channel SNR performance of two system usthgrea single-frame or
15-frame transmission burst length. The TxEBF-aided apatultiplexing based video Configuration 2
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of Table 4.2 was used.
Source Codec H.264
Number of transmit antennadi{,) | 4
Number of receive antennadig,) | 4
Target coded bits transmission rate2bits/s
Number of Iteration 2
Interleaver length 1000 -~ 3000
BLAST-type configuration BPSK
RSC(215)

MMSE detector
A1, QPSK, RSC(215),=0.25, Partition A and Partition E

TxEBF-aided, configuration 1
(Configuration 1)

A2, BPSK, RSC(215)p,=0.25, Partition C
A3, BPSK, RSC(215)p3=0.5, Partition C

A > Ay > Az
A1,QPSK, RSC(215)y,=0.5, Partition A and Partition B

3

TxEBF-aided, configuration 2
(Configuration 2)

A2,QPSK, RSC(215)y,=0.5, Partition C

A1, QPSK, RSC(215),=0.6, Partition A and Partition B

TxEBF-aided, configuration 3

A2, BPSK, RSC(215)p,=0.2, Partition C

(Configuration 3)

A3, BPSK, RSC(215)p3=0.2, Partition C

Table 4.2: Simulation Parameters
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Table 4.3: Simulation Results Summary

System Comparison DCMC Required SNR
Parameter Schemes at SNR=5dB| when BER< 1074
Number of antennag (3.2) Open-loop scheme 3 3.5dB
(NTy, NRy) ’ shown in Fig. 4.8b| (bit/symbol)
LDC (3224)
(NTXNRxTNS)
Modulation QPSK LDC aided TXEBF 3.5 1.5dB
Coding rater, 0.5 shown in Fig. 4.8 (bit/symbol)
Channel code URC using3 ~ bits feedback
RSC(215) Grassmannian line-packing
Detector type ML guantiser in Section 2.3.3
Number of iteration
(1.5)
(Iurc, Irsc)
System Comparison PSNR-Y BER at SNR=2dB
Parameter Schemes at SNR=2dB
Number of antennag (4.4) V-BLAST spatial multi- 24dB | 4-10~2 for all three
(NTy, NRy) ’ -plexing shown in Fig. 4.12a partition bits
Modulation QPSK
BPSK
Coding rater, 0.5 TXEBF aided spatial multi 41.5dB| < 107 for all three
Channel code RSC(215) -plexing shown in Fig. 4.12k partition bits
Detector type MMSE using configuration 3
Number of iterationg 9 detailed in Table 4.2
(Irsc)
Video sequence “Akiyo”
Video codec H.264/AVC

In this chapter, we have studied the TXEBF aided closed-MtgO system shown in Fig. 3.1. In
Section 3.1 we have first evaluated the achievable ergodMC¢€apacity of a TXEBF aided closed-loop
system, where the situation of having perfect CSIR/CSIT gquahtized CSIT were considered. Then,
we have proposed a novel closed-loop single-user MIMO sysimbining LDCs and transmit eigen-
beamforming in order to achieve a higher DCMC capacity tieat of its open-loop counterpart. Our
simulation results illustrate that a modest feedback satapable of substantially improving the achiev-
able capacity gain. For example, having a 3-bit feedbackjglble of approaching the performance of
perfect CSIT in the context of havinyr, = 3, Nz, = 2 antennas. Moreover, the proposed scheme
reduced the complexity of adaptive transmissions at tmsitngtter side compared to traditional adaptive
modulation and coding schemes [2,158], and achieved th@max attainable diversity as wlil as multi-
plexing gain for arbitrary antenna configurations. MorgameSection 4.3, we have compared the ability
of a BLAST-type spatial multiplexing based arrangement tiadl of an TXEBF based MIMO system to
support video transmissions. The proposed TXEBF aide@dlmop scheme is more flexible in terms of
providing UEP for the source-coded video bits, which is aebd by mapping the bits having different
error sensitivity to different eigen-beams, or by apprajgly a portioning the total transmission power
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to each eigen-beam, or naturally, by employing differeté&rchannel codes. As a result, the quality of
the video signal decoded at the receiver side can be suiaditaimhproved. The results shown in this
chapter characterized two typical systems having the patersisummarised in first two columns of Ta-
ble 4.3. The corresponding simulation results are also samsed in Table 4.3 and are categorised into
two groups of comparisons, which demonstrated the advastaigour proposed schemes.



Chapter

Linear Multi-User Transmitter Aided
Closed-Loop SDMA Downlink

Invoking Spatial Division Multiple Access (SDMA) in the DawLink (DL) has the potential of increas-
ing the achievable throughput with the aid of a linear Muler Transmitter (MUT), provided that the
CIRs of all antenna elements of all users are known at the &ismitter. The family of linear MUT al-
gorithms, including Transmit Zero-Forcing (TxZF), TrarisMinimum Mean Square Error (TXMMSE)
and Transmit Block Diagonalization (TxBD) detailed in Sewt2.2.2 is employed in this chapter. The
system model of the linear MUT aided closed-loop SDMA-DLUlisstrated in Fig. 5.1. In contrast to the
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Figure 5.1: System model of a Linear MUT aided closed-loop DL SDMA system

previous two chapters, where the feedback channel is asktiie noise-free and delay free, the effects
of imperfect feedback channels are investigated in thiptena The novel contributions of this chapter
are:

1. A novel concept, referred to as the EXIT-Chart Optimis&l Quantizer (ECO-CQ) is proposed.
The ECO-CQ scheme assists the system in maintaining thesigrossible CSI feedback over-
head, while ensuring that an open EXIT-tunnel is still aie, which implies maintaining an
infinitesimally low BER. Furthermore, we demonstrate theg proposed ECO-CQ may reduce
the normalised feedback overhead compared to the conmahtzhannel Quantizer (CQ). For in-
stance, the ECO-CQ aided iterative DL-SDMA system usingvamaage ofb = 2.7 quantization
bits per CIR coefficient achieves18% normalised overhead reduction B/ Ny = 5dB, com-
pared to the conventional CQ aided benchmarker system.
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2. A soft decoding assisted MIMO CIR recovery scheme is egdand its performance is evaluated
when using a TXZF/TXMMSE assisted MISO multi-user DL-SDM&tem. We demonstrate that
the CIR reconstructed at the transmitter is constituted bgesmr combination of the codebook
entries recovered from the error-contaminated receivgiolasi More explicitly, this design does
not rely on the straightforward feedback of a specific CIRstapdex or of an entire CIR’s index.
Our design minimises the distortion imposed by error-prieeelback channels.

3. A periodically activated CIR update scheme is proposdtcimemploys a channel predictor at the
DL transmitter for predicting the CIR taps for each futurengpl transmission instant and hence
to mitigate the performance degradation imposed by thecagsd signalling delays. Moreover,
a Predictive Vector Quantizer (PVQ) is used at the MTs for passing the CIRs before their
uplink transmission. Compared to a conventional Vectorr@mar (VQ), the PVQ has significantly
reduced the CIR feedback bit rate. Hence, with the aid of dineesfixed feedback bit rate, the new
PVQ scheme can provide more accurate CIR information ora@ti@channel having a higher
Doppler frequency in comparison to a conventional VQ.

This chapter is organised as follows. The EXIT-Chart optedi CIR quantiser algorithm is introduced
in Section 5.1. The soft decoder assisted CIR recovery selienliscussed in Section 5.2 in the context
of noise-contaminated feedback channels, while the chamediction and PVQ regime designed for
realistic finite-delay feedback channels are detailed oti@e 5.3. Finally, the chapter is summarized in
Section 5.4.

5.1 EXIT-Chart Optimized CIR Quantizer

In efficient wireless systems, it is essential to minimisefédedback overhead, since the feedback link is
often bandwidth limited. In this section, we propose an allgm, which assists us in exploring the CIR
feedback overhead required for maintaining an open EXtifi¢lifor an iterative detection aided system.
Therefore, we refer to our CSI quantization algorithm asBKET-Chart Optimized CSI Quantizer (ECO-
CQ). Although our discussions in this section are conctedran a TxBD-aided MIMO DL SDMA
system using the MMSE-based scalar quantizer introduc&eation 2.3.2, the design principle of the
proposed EXIT-Chart optimized CIR quantizer may also bdiegfor different MUT aided systems and
different types of channel quantisers. Below we commencealisgourse by summarising the proposed
ECO-CQ algorithm in Section 5.1.1. In Section 5.1.2 we aetthe system model used. Our EXIT chart
analysis is provided in Section 5.1.3, leading to the pertoice results of Section 5.1.4.

5.1.1 EXIT-Chart Optimized Channel Quantization

Consider the scenario when the BS periodically sends pibdtse DL receivers, so that the MTs may es-
timate the CIRs and use the allocated feedback channelsitaljpally feed back the CIRs, as illustrated
in Fig. 5.2. The DL channel and the UL feedback channels offiie are typically allocated in different
bandwidths and the UL feedback information is assumed todrmstnitted over the strongly protected
UL control channel. Additionally, the BS may avoid the latginvolved in awaiting the current CIRs by
employing their predicted value generated by the CIR ptietid38] based on the previously received
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Figure 5.2: The pilot-aided CIR estimation and CIR feedback

guantized CIRs. In this study, we did not take the channeliptien error into account in order to focus
our attention on the investigation of the limited CIR feethhaAssuming that the channel prediction is
perfect, the CIR coefficients are contaminated by the quaiindn error only. Hence, at every symbol
interval we assume that the BS exploits the current CIR aieffis quantized by using the CQs. Conse-
guently, in our forthcoming discourse the inaccuracy of@e employed by the BS will be dominated
by the limited CIR feedback bit rate.

Let T, denote the duration of a pilot symbol interval, which is tgly identical to the data symbol
interval andT; denote the total duration of data-transmission symbohiate between two pilots, as
seen in Fig. 5.2. Let us now consider two schemes. First, the &nployb, bit quantization for each
CIR tap to convey the CIR coefficients to the BS, which areettio a feedback delay duration B, .

In the second scheme, the MTs employingbit quantization to signal the CIR coefficients to the BS
and have the corresponding feedback delay duratidh,of Then we definethe normalized overhead
reduction ratior, associated with usinbp instead ofb; bits as

r = 8 b_l bz’ by < by. (5.1)
In this section we propose an algorithm, which allows théssygo use a different number of quantization
bits b in different symbol intervals. The goal is to minimize theeege ofb over a number of symbol
intervals, while maintaining a certain target performanicet us assume for example that there are 100
symbol intervals. The receiver quantizes the CIRs of 40 synmtbervals usingg = 2-bit quantization
and the rest of the CIRs of 60 symbol intervals using 3-bitngjaation. Therefore during the observed
100 symbol intervals, the average number of feedback bitedch sampled CIR conveying both the
magnitude and phaselis=2-0.4+ 3 - 0.6 = 2.6. The question is how, how to determine the required
number of quantization bitis for the sampled CIRs.

In order to resolve this design dilemma, we adopt the desigieapt of irregular convolution codes
[159] and aim to minimize the average number of feedbackdstsoted a®, while assuming that an
open EXIT-tunnel is still attainable for the iterative syt at a givenE, /Ny values. More explicitly,
we exploit the fact that similarly to having different cha&hi$NRs, the different amount of CIR quanti-
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zation noise imposed by varying the number of feedback His/a us to shape the EXIT-curve of the
inner component of our DL-SDMA system. Assume that thereNytesymbol intervals in an observed
transmission block and we empladyy, different number of quantization bits to quantise the CIBr F
example, we havé = {2,3,4,5} for Ng = 4. The CIRs in the segment a;Nts symbol intervals will
be quantized by using a specific number of quantizationthitsherex; is a weight, controlling the size
of each segment. Then the weighting coefficienbas to satisfy:

&
&

1= . uj, b= Déjb]‘, andzxj € [0, 1],Vj. (5.2)

\
Il

—_
-
Il

—_

whereb is an averaged value over the observed transmission block.

According to [159], the corresponding EXIT functid@i(;,, ), which characterises the inner decoder’s
EXIT-curve in the system, is given by

No
Ti(ln) = Y Ty, (Lin), (5.3)
b

whereTb].(L-n) denotes the EXIT function, when the CIRs are quantized bygistbit channel quanti-
zation.

5.1.2 System Model

In this section, we outline our system models for both thaitee DL-SDMA arrangement using conven-
tional CQ and for the proposed ECO-CQ. Assume that our systgripped withNr, transmit antennas
at the BS for the sake of supportidgMTs, while each MT employNg;) receive antennas. We have a
(NI({];) x Nry)-element channel matrid ©), which is constituted by the sampled flat-fading CIRs of each
Antenna Element (AE) experienced by theh user. The elemen{dI®)]; ; are i.i.d complex Gaussian

random variables with a distribution 6f\/(0,1), where we havé < i < Ng;) andl <j < Nry.

5.1.2.1 DL-SDMA MUT Using Conventional CQ and Iterative Detction

Based on the iterative-detection aided DL-SDMA system 60]1in Fig. 5.3, we depicted the architecture
of our system using a conventional CQ. The source bits aredexcby the channel encoder as well as
by the unity-rate codér[160] and are mapped to the modulated symbols. d(Bt € CNx1 b g
complex-valued column vector, which denotes the data sy{/wéator to be transmitted to theth MT,
while Ns(k) represents the number of independent data symbols codtaisé). Furthermore, we utilise
the Transmit Block Diagonalisation (TxBD) preprocessingtmx rPH ¢ CNTxXNS(k> of [160], which was
designed for the sake of eliminating the Multi-user Intesfece (MUI) by exploiting the knowledge of
channel state information at transmitter, as detailed icti®® 2.2.2.3. In this thesis, we assume that
P%) is generated based on the quantized CIR fed back from the &ivers, which is indicated by the
notationP(")(Hq), as shown in Fig. 5.3. After the processing of the TxBD,KhBL signals transmitted
to theK MTs will be superimposed and transmitted by ffig, transmit antennas.

1The reason for using an infinite-impulse response URC istseci was demonstrated by Divsaddr al[156] and further
detailed in [2] that the employment of a URC allows the systemperate at an infinitesimally low BER.
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Figure 5.4: The structure of the MT’s receiver in the iterative DL-SDMystem using conventional CQ

Fig. 5.4 depicts the structure of the MT’s receiver in theatwe DL-SDMA system using conven-
tional CQ. As seen in Fig. 5.4, the MMSE aided SDMA detectorstitutes the first stage of the receiver.
The iterative decoding process is carried out between theSHMetector, the URC decoder and the
channel decoder, as illustrated in Fig.%.4

Lety®) andn(®) be theN ) -element received signal vector aNg_ -element noise vector associated
with thek-th MT, respectively. If the TxBD matriP¥) is generated based on perfect CIRs, the MUI can
be perfectly eliminated. The received signal vector asgediwith thek-th MT can be expressed in the
following form

y® = HOPRGH) 4 40 (5.4)
where the(N{) x N¥)-dimensional matristl®) P(®) characterises theffective channatorresponding
to thek-th MT.

Naturally, when the TxBD matriP¥) is generated based on imperfect CIR, the system becomes
unable to entirely eliminate the MUI and hence the resultasidual MUI contaminates the received
signal of thek-th MT according to

K
yo = g pE k) 4 Y HOpH 4 5k (5.5)
i—1i£k

2LURC denotes the extrinsic information, expressed by using aheevof the Log Likelihood Ratio (LLR) [135], provided
by URC. Similarly,£D¢¢ is the extrinsic information generated by the channel del:(ﬂ[?;f denotes tha prior information
provided by the detector.
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where the second term of Equation (5.5) represents the Mi#reenced.

5.1.2.2 DL-SDMA MUT Using ECO-CQ and Iterative Detection
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Certain structural modifications are required by the iteeaDL-SDMA system, when it employs
an ECO-CQ. Let us utilise four conventional CQs having d#feé number of quantization bits, namely
b = 2,3,4 and>5, to construct an ECO-CQ. As illustrated in Figure 5.5, theadats encoded by the
channel encoder will be partitioned into four segmentsesponding to the weighting coefficient vector
of & = [y, ap, 3, a4]. Each of the four segments of the channel-encoded bits Isil lae encoded by
the URC encoder of Figure 5.5 before the modulation stageeXample, for a data block containimig.
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encoded bits, thgth URC encoder encodesN, bits. Assuming that: bits per modulated symbol are
used for transmission, we have a totaloiN,. /m transmitted symbols generated by thh modulator
of Fig. 5.5. Accordingly, as illustrated in Fig. 5.5, the T®Bnatrix PY) will be generated by using the
CIRs, which were quantized using four different number ddrjization bits per CIR coefficient for the
four segments of transmitted symbols. The TxBD maii¥ generated by thé-bit quantized CIRs is
denoted byP®) (HE "), as shown in Fig. 5.5.

Figure 5.6 shows the structure of the iterative DL-SDMA gsECO-CQ. First, the received signal
will be partitioned into four segments. Accordingly, forchasegment of the received signals, the MMSE
detector will generate the soft-bits as the input of the URCadler. The four segments of the extrinsic
information bits generated by the URC decoder will beconeaithiori information bits of the channel
decoder of Figure 5.6. As the iterative decoding procesariset out, the extrinsic information bits of
the channel decoder will be partitioned into four segmegtsrain order to construct four segments of
apriori bits of the URC decoder. The four-segment output of the URsodier will then be forwarded to
the MMSE detector for the next iteration of the decoding pssc

Again, the specific partitioning of the bits or symbols inégments is carried out according to Equa-
tion (5.3), where the transfer functions represent the mgments of soft-bits, i.e. Log Likelihood
Ratios (LLR).

5.1.3 EXIT Chart Analysis

In the following discussions, we provide the EXIT chart as#é of our iterative DL-SDMA systems
using conventional CQs and the proposed ECO-CQs.

5.1.3.1 Iterative DL-SDMA Systems Using Conventional CQ

Fig. 5.7 illustrates the EXIT chart of the iterative DL-SDMiystems using the conventional CQs in
conjunction with different number of quantization biéswhich is ranging fronb = 2,3,4t0 5. Observe
that by reducing the number of quantization bits, the innéfTEcurves, which characterises the MMSE
detector and URC-decoder represented inner systems, thireygdoser to the outer EXIT-curve, which
characterizes the employed RSC channel decoder, untipie tminnel disappears between them. Based
on this EXIT chart, we expect that the system will suffer franinigh BER, when using 2-bit CQ at
E,/ Ny = 6dB. On the other hand, the system usinglait CQ performs close to the one benefiting from
perfect CIR.

5.1.3.2 lIterative DL-SDMA Systems Using ECO-CQ

In Fig. 5.7, we found that the systems using 2-bit CQ are untbimaintain an open EXIT-tunnel for
E,/ Ny = 6dB. Therefore, in order to assist the system in maintainmgpen EXIT-tunnel aE, /Ny =
6dB, we have to increase the number of quantization bits to 3. However, the EXIT-tunnel of the
systems using 3-bit CQ is rather wide. With the aid of the adlgo proposed in Section 5.1.1, and given
a certain level off, / Ny, we will be able to design the system for maintaining a narpboivstill open
EXIT-tunnel using an average of less thHaa- 3 bit accuracy quantization. According to Equation (5.2),
we can design an ECO-CQ having a low valué @orresponding to the weighting vecter Fig. 5.8(a)
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Figure 5.7: EXIT chart analysis of the iterative DL-SDMA system usinbr-hit conventional CQ, where
bisranging fron2,3,4t05. The systems are operateday/ Ny = 6dB. (a) shows the inner EXIT-curve
of the iterative DL-SDMA system using conventional CQ. (hpws the recorded iterative decoding
trajectory of the iterative DL-SDMA system using convenabCQ. A rate-0.5 RSC[5,7] channel coder
is employed by the system. The channel model was an unctddlat-fading MIMO channel and the
parameters of Table 5.1 were used.

shows the EXIT-curves of the iterative-detection aided BIDMA system using ECO-CQ arid= 2.6

as well asx = [0.4,0.6,0,0]. More explicitly, the weight-vector indicates tha#0% of the CIRs in

a transmission block were quantized by the 2 bit CQ, whil& of the CIRs were quantized with 3
bit CQ accuracy. In this way, we reduced the total number t& toi be fed back to the transmitters.
More quantitively, in this example, we reduced the numbdeetiback bits for each sampled CIR tap’s
magnitude and phase By4, which represents a reduction @13%(0.4/3) of the overall feedback-rate
according to Equation (5.1).

5.1.4 Performance Results

In the section we provide the corresponding BER performaeselts. The system parameters used are
listed in Table 5.1. Figure 5.9 characterizes the BER perémice of the iterative DL-SDMA system
using a conventional CQ and an ECO-CQ. As illustrated in bi§, the iterative-detection aided DL-
SDMA systems using ECO-CQ in conjunction with= 2.6 bit per CIR tap are capable of operating at
an infinitesimally low BER aE;, / Ny = 6 dB. This confirms the accuracy of the EXIT chart analysis seen
in Fig. 5.8. Upon increasing the number of quantisation hitse are able to achieve an infinitesimally
low BER at lowerE, /Ny values. The BER performance of the system using a perfecti€hkso
provided in Fig. 5.9 as a benchmark. Fig. 5.9 shows that tHeqpeance of the system using a 5 bit CQ
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Figure 5.8: EXIT chart analysis of the iterative DL-SDMA system using@<CQ in conjunction with

b = 26anda = [0.4,0.6,0,0] at E,/Ny = 6dB. (a) shows the inner EXIT-curve of the iterative
DL-SDMA system using ECO-CQ. (b) shows the recorded iteeatiecoding trajectory of the iterative
DL-SDMA system using ECO-CQ. A rate-0.5 RSC[5,7] channélesas employed for the system. The
channel model was an uncorrelated flat-fading MIMO channékhe parameters of Table 5.1 were used.

accuracy is close to the one benefiting from a perfect CIR. izwed tob = 5, we are able to save 1.5
guantization bits per CIR sample for both the magnitude drabs@ quantization by using our ECO-CQ
in conjunction withb = 3.5 at anE;,/ Ny loss of less than 0.5 dB.

In Table 5.2, we characterized the ECO-CQ aided iterativeSDIMA system using the minimum
required number of quantization bitsfor both the magnitude and phase of each CIR coefficient,ewhil
maintaining a target BER df0—°. In order to attain the target BER, the system employing entignal
CQ may be required to use3abit CQ to quantize the CIR, when we haklg/ Ny > 4dB, as illustrated
in Figure 5.9. On the other hand, the ECO-CQ aided system &g veduced value 6fto quantize the

CIR, such as 2.9, 2.8, 2.7, and 2.6, while maintaining theestamyet BER. The corresponding reduced
feedback overheads are listed in Table 5.2.
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Table 5.1: System Parameters

Channel Encoder

rate-0.5 RSC code¢

Interleaver length 10° bits
Modulation 4QAM
Number of users K=3
Number of transmit antennas Nty =6

Dimension of transmitted
signal vector of each user

NF =2 fork =1,2,3.

Number of receive antennas of each N

"W =2, fork =1,2,3.

Table 5.2: Reduced feedback overhead of the ECO-CQ aided iterativéDMA systems (extracted

from Fig. 5.9)
| | Ey/No [dB] | 35| 45| 5 | 6 |
Min. requiredb-bit 3 3 3 3
Conv. C . . .
Conv. CQ| Min. requiredb-bit 3 3 3 3
Norm. FB overhead | 1.8% | 1.8% | 1.8% | 1.8%
Min. requiredb-bit 3 2.8 2.7 2.6
ECO-C _ . :
ECO-C Min. requiredb-bit 3 2.8 2.7 2.6
Norm. FB overhead | 1.8% | 1.68% | 1.62% | 1.56%
Norm. overhead reduction ratip 0 67% | 10% | 13%
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Figure 5.9: BER performance of the iterative DL-SDMA systems using ECQ-in conjunction with
different values ofb, where thex of the ECQ-CQ in association with = 2.6,2.7,2.8,2.9 and 3.5
area = [0.4,0.6,0,0],[0.3,0.7,0,0],[0.2,0.8,0,0],[0.1,0.9,0,0] and[0,0.5,0.5,0], respectively. The
number of decoding iteration is= 12. A rate-0.5 RSC[5,7] channel coder is employed for the sgste
The channel model was a flat-fading MIMO channel in assodiaith the normalized Doppler frequency
fam—norm = 0.001 and the parameters of Table 5.1 were used.
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5.2 Soft-Decoding Assisted MIMO CIR Recovery

Although the feedback information is typically transnittever the strongly protected UL control chan-
nel, it may still become contaminated by transmission erta@cause of the unavoidable AWGN noise
and fading in the wireless propagation environment. Whenféedback channel is error-prone, it is
important to design efficient inverse quantisers in ordeetmnstruct the feedback information with the
minimum distortion. Hence, we proposed a soft-decodindgsiss MIMO CIR recovery scheme and
evaluated its performance in a TxZF/TXMMSE assisted MISQtimiger DL-SDMA system. The sys-
tem model is described in Section 5.2.1. Our VQ soft decotiefnique is outlined in Section 5.2.2.
Finally, our simulation results are provided in Section 5.2

5.2.1 System Model

In this section, we consider the multi-user DL-SDMA systdimstrated in Fig. 5.1. More explicitly,
the TxZF and TXMMSE algorithms detailed in Section 2.2.2n1l 2.2.2.2 are employed as the MUT
algorithm at the BS, wher®iT, transmit antennas are invoked. A single antenna is indtali@ll MTs,
i.e. we haveNg;) = 1,Vk. Moreover, the total number of useksis assumed to be less than the

number of transmit antenndsy,. The system model of the feedback link is illustrated in Ed.O.

T |h<(,i)) | k-th MT BS
il | X63) (f) ~
(f) (f) Yy rif) T
Q) ., Encodef®—— BPSK $ QY Decoder|—
Q=lqo,---,4qr1, -, q0/-1 0 0 nlh) Detector
al=laf,... d]] Ng

Figure 5.10: System model of the feedback link.

The entire estimated CIR vectdi" is fed into the quantiser. The channel envelope veitot| and

the channel phase vect@n(k) are quantized separately using the real-valued vectortigeardetailed

in Section 2.3.2. The quantiser’s output is one of the codéswp, from a pre-defined codebooX.

The index of this codeword is then encoded into a binary bit sequent€ and mapped to the BPSK
symbolss(f) (sff) — +1). The superscript-)) indicates that it is a signal transmitted through the
feedback channel, which distinguishes it from the notati@presenting the DL signals. Assuming that
the codebook size iQ| = 2?, a totalb BPSK modulated symbols are required to represent a quantize
output. Assuming that the average energy required for fgebdack a codeword if;, the signaly(f )
received at thé-th transmission instant may be formulated as

g = ,/%h;ﬁsl waD1=1,..,b, (5.6)

wherehl(f) represents the fading gain, wh'vlzéf) is the Gaussian noise. Furthermore, provided that the
phase associated with a specific fading gﬁﬁfﬁ is known, after removing the effects of the phase using
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a matched filter detector, Equation (5.6) may be expressed as

E,
/)=y Z s+ m 1=, (5.7)
Finally, the detected signal sequencé itime slotsr(f) is represented as
rf) = {rgf),réf),...,réf)}, (5.8)

which is then fed into the inverse VQ. The inverse VQ may alsadymed as the VQ decoder that
produces the reconstructed signal denotekl. as

5.2.2 Hard and Soft VQ Decoder

Given the detected signal sequem€€, it is straightforward to estimate the encoded bit sequéﬁ@e

Then, it is possible to extract the estimated VQ indeand to reconstruct the DL CIR vectf)fk) asq;.

This decoding method will be referred to as the hard-outpQtdécoder. Alternatively, the CIRs of the

3 T T
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e
c  2f 1
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Figure 5.11: An example of soft VQ decoding, when we haMe, = 2, N, = 1, |Q| = 4 and the
quantiser’s input vector is the CIR magnitude vectox et |h|.

DL MIMO channel signalled back to the MUT may be recoveredatBS with the aid of a soft decoder,
which may be carried out by a non-linear MMSE estimator [18Ht the vector() of Equation (5.8)
host theb observations correspondingto Then,x is reconstructed by the soft VQ decoder as [161]

£ =2qp(1=jr"), (5.9)
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whereq;, j = 1,...,]Q
P (I = j]r(f)) represents tha-posterioriprobability of the VQ codebook indek= j, given the obser-

, Is the codeword or centroid of thgh VQ partition. In Equation (5.9)

vation vector ofr/), which may be expressed as

_ PI=jp|rf|I=]
P(1=jr") = p(Lf)) ]

whereP [I = j] is thea-priori probability of havingl = j, which can be found according to the specific
channel statistics encountered, whizl%r(f) 1= j] is the Probability Density Function (PDF) of the
event, when the natural binary representatioh ef j is transmitted over the feedback channel. Assuming
that the feedback channel is memoryless, we may have

p[r(f)]I:j]:lf[p[rl(f)]s:sl}, (5.11)
=1

(5.10)

wherep [rl(f) ] sl] is the probability of receivingl(f), given thats; was transmitted, which may be ex-
pressed as

() _ h(f),sr
o] 1 B [’l iy lsi
p [rl | s = sl] = N exp N, , (5.12)

whereNj is the variance of the Gaussian noise. Finqdl(,r(f)) in Equation (5.10) is the probability of
receivingr/), which can be expressed as

p <r<f>> = gp I=ilp [r(f) B :]} . (5.13)
=

The quantizer’s input vectar may be reconstructed at the BS by substuiting Equation 1@ Equa-
tions (5.11) (5.13) and (5.10) and finally into Equation }5.9

An example of soft VQ decoding is illustrated in Fig. 5.11,emtwe haveNt, =2, N,y =1, |Q| =
4 and the quantiser’s input vectoris the CIR magnitude vectdh|. The input vector represented by the
black dot is located in the third partition and consequeittlig quantized ags. The index! = 4
is then encoded ag'f) = [1, 1] usingb = 2 bits, which is the binary representation @f — 1).
The modulated symbol sequence becosiés = [—1, — 1] when using BPSK modulation. After
transmission over an error-contaminated channel, thakigneived at the output of the detector is given
by rif) = [—0.24 — 0.83]. Upon using the hard-ouput VQ decoder, the estimated b'mesmqaé(f)
and the estimated index VQare 1, 1] and[ = 4, respectively. The resultant reconstructed vector
X is g4. By contrast, the soft-output VQ decoder calculates the foababilities P (I = j|rf )> based

on the received vectar) and reconstructs the quantized vector using Equation.(5[8 resultant
reconstructed vectar of this example is illustrated by a cross in Fig. 5.11, whiels kb be subjected to
hard-decision, in order to produce a legitimate codewoittiéncodebook.

5.2.3 Simulation Results

In the simulations, we have employed a DL-SDMA system hawing transmit antennas at the BS, a
single receive antenna at the MTs, and two MTs communicatéd ttve BS at the same time. The
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Figure 5.12: MSE between the quantiser’s input which is the unquantized 2-dimensional channel
envelope vectox = \h(k)\, and the decoder’s output, which is the corresponding r€cocted vector

X = |ﬁ(k)\ for a) i.i.d. channel; b) for spatially correlated channéitma correlation coefficient of
p=038.

TxZF and TXMMSE schemes of Section 2.2 were employed at theéoB8e-eliminate the inter-user
interference. The real-valued channel envelope and plogeson vector quantisers are employed at the
MTs to feed back the channel magnitude vetkdP | and phase vectar(¥) separately. BPSK modulation
is used for both the DL data transmission as well as for thet lieek CIR transmission. Two scenarios of
the feedback link are simulated, in the first one the feedliakks an AWGN channel. In other one the
feedback channel is a Rayleigh fading channel plus the itbiggt AWGN noise. The simulated SNRs
of the feedback link varied from 0dB to 20dB.

Fig. 5.12 portrays the MSE between the quantiser’s inputhich is the unquantized 2-dimensional
channel envelope vectar= |h(k)], and the decoder’s output, which is the corresponding stoacted
vector¥ = |f1(k)]. The DL channek®) is either spatially independent as shown in Fig. 5.12(a3patial
correlated with a correlation coefficiept,,, = 0.8 as shown in Fig. 5.12(b). The feedback link is a
AWGN channel. Observed in the figures that a lower MSE is aelidy using the soft decoding algo-
rithm than that of the hard decoding scheme, especially vitteefeedback link’s SNR is poor. Moreover,
it is more sensible to employ a low feedback rate, for exaraf@ebit quantiser, when the feedback link’s
SNR is low, but to employ more feedback bits when the feedtinkkSNR is sufficiently high. Further-
more, a lower MSE is achieved for spatially correlated DLroteds, when using the same number of
guantization bits. This is because vector quantisatiotnes more efficient, when the elements of the
input vector to be quantized are correlated with each o#seexplained in Section 2.1.3.

Fig. 5.13 characterizes the DL BER performance versus apPth&NR; and b) the feedback-link
SNR at a DL SNR of 14dB, when TXMMSE is employed. The DL chansan i.i.d. Rayleigh fading
channel, while the feedback channel imposes only AWGN. l\ee the DL channel's phase vector
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Figure 5.13: TXMMSE: Down-link BER performance versus a) down-link SNR per bjtfeedback-
link SNR per symbol when the down-link SNR is equal to 14dB&dIMO channel using two transmit
antennas, two receive antennas and supporting two usees) edmmunicating over i.i.d. Rayleigh
channels. The channel's phase vegds assumed to be perfectly known, while the channel's epeelo
vector |k| is quantised, signalled and then reconstructed at the By umth the hard and soft VQ
decoder.

¢ is assumed to be perfectly known. The channel's envelopengc? | is quantised using 5 bits in
Fig. 5.13a, and using two, three and five bits in Fig. 5.13bFitn 5.13a, the BER performance asso-
ciated with perfect CSIT an8-bit quantised CSIT is also presented for comparison. Ieimahstrated
in Fig. 5.13a that the benefits of using soft VQ decoding bexamre obvious, when the feedback-link
experiences a low SNR, but they become less obvious as thbdelelink’s quality improves. These
findings are consistent with the MSE results shown in Fig 5This is also demonstrated in Fig. 5.13b,
where the DL SNR is fixed to 14dB and the AWGN feedback-link SN&teases from 0dB to 20dB.
Fig. 5.13 also demonstrated that the best DL performanceliaachieved by employing an adaptive
feedback scheme. More explicitly, it is beneficial to empéo3-bit quantiser combined with soft VQ
decoding, when the feedback-link SNR is below about 5dBy theitching to a3-bit quantiser com-
bined with soft decoding until the feedback-link SNR reacfi€dB. When the feedback-link SNR is
between 10dB and 15dB, usingit quantiser combined with soft decoding is capable of/jgiag a
slightly reduced DL BER compared to the one using hard VQ diecp Once the feedback-link SNR
becomes higher than 15dB, the benefits of using soft decdmingme marginal and hence employing
low-complexity hard decoding becomes more attractive gwinits reduced complexity.

Figs. 5.14 shows the BER performance of the same systéf,-= 2, Nz(z];) =1 K=2-
while employing the soft VQ decoding aided CIR recovery for TxZF based preprocessing schemes,
and communicating over correlated Rayleigh fading MIMOrutels having a correlation coefficient of
Pnh, ~ 0.8. The results of Figs. 5.14 demonstrate that provided the A&&dback-link SNR becomes
higher than 5dB in the absence of fading, or becomes highaerabdB in the presence of Rayleigh fading,
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Figure 5.14: TxZF: BER versus SNR per bit performance of a MIMO channel using tinsmit
antennas, two receive antennas and supporting two usees, @dmmunicating over correlated Rayleigh
fading channels associated wiitw 0.8, where a total o10-bit are used for quantising every CIR tap of
each user.

the performance degradation imposed by the error-contpedrnfeedback link is negligible compared to
the DL BER performance using quantised CSIT.

5.3 Channel Prediction and PVQ for a Realistic Finite-DelayFeedback
Channel

The CSI reconstructed at the BS is usually out-dated beaafube propagation delay plus the signal
processing delay and the control protocol-induced delaiussrated in Fig. 5.2 of Section 5.1.1. Nat-
urally, channel prediction techniques can be used to niéitige effect of signalling delay by predicting
the channel’'s envelope into the future [162]. We proposedragically operated CIR update scheme
employing a channel predictor at the BS, which mitigateseffects of feedback delay. Furthermore, we
employed a Predictive Vector Quantizer (PVQ), which expltioth the spatial- and temporal-domain
correlation in order to that of significantly reduce the fle&ck bit rate compared to the conventional VQ.
The system model of a TXMMSE aided MISO DL SDMA system havingalistic feedback channel
is introduced in Section 5.15. The channel prediction amdliptive vector quantization algorithms are
introduced in Section 5.3.2 and Section 5.3.3, respegtivéihile our simulation results are provided in
Section 5.3.4.
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Figure 5.15: Model of a TXMMSE aided MISO multi-user SDMA system using hal prediction and
predictive vector quantization for CIR feedback.

5.3.1 System Model

Let us consider a MISO multi-user system employing a totaVgf DL transmit antennas and a single
receive antenna at each MT, as shown in Fig. 5.15. The systenaughput may be increased by a factor
of K (K < Nry) with the aid of a TXMMSE scheme. In order to provide the CIRstiie BS, the MTs’
CIRsh® [n] (N1, x 1) have to be sampled and estimated periodically, which areftvevarded to the
guantizer for digitisation. Instead of the quantized GlIRself, the quantized CIR prediction errey is
represented as a PVQ codeword at the inflewhich is then fed back to the BS. The PVQ codebook is
designed off-line and assumed to be known by both the MTs &=l Bs a result, the BS reconstructs
the CIR tad}(k) [n] by inverse quantization. The most recéhhumber of reconstructed CIR taps are fed
into the channel predictor to predict the future CIRs tagserTan interpolator is invoked to reconstruct
the CIR taps. The predicted and interpolated CIR taps willdstored and periodically updated in the
BS’s DL transmit buffer. This process, as seen in Fig. 5.1évides the predicted CIRs, which are closer
to the actual CIRs than in the absence of prediction.

5.3.2 Channel Predictor

Tsam e 1
i "
BS DL channel - |plDlD|-o--- plp|Plp|D|------ p[p]|pr(
T}}[n] T hln + 1]

Figure 5.16: The pilot-aided CIR estimation

The DL channel’'s complex-valued envelope is sampled wighdid of pilot symbols and estimated
at every Ty, Seconds, and it is represented by a sequéiie ..., i[n], ..., iln+0],.... The
temporal correlation betweér| andh[n + v] may be characterised by the zero-th order Bessel function
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Jo(-) of the first kind, as discussed in Section 2.1.2.2. More et it is formulated as [93]

p(U) = ]0(27demUTsample)/U = 1/ 2/ ey (514)

where f;,, represents the maximum Doppler frequency shift in Hz. Aditw to the Nyquist theo-

rem [163], the sampling rat€ ;.. = % must be in excess dff;,. In practice, the channel has
sample

to be over-sampled. Hence we define the over-sampling féct®hen the relationship betweeiy,, 1.
and f4,, is formulated assmpie = Bfam- Forthermore, we normalise the sampling raig, .. and the
maximum Doppler frequency shiff;, to the data symbol rate, which result in

fam—norm = famTs (5.15)
fsample—norm = fsampleTs
fsampte—norm = Bfam—norm-
Then, Equation (5.14) may be rewritten as
1
B

It is evident that the correlation coefficiemtv) will increase, when having an increased over-sampling
factor .

p(v) = Jo(27T 2 fam—norm®), v =1,2,.... (5.16)

According to the autocorrelation coefficient of Equationl@, the predicted CIR at the-th time
instantfzp [n] may be modelled by the Auto-Regressive (AR) process of [93]

v
hyln] = ;a[v]fz[n — 0] +n[v], (5.17)

whereV is the number of previously estimated CIR§; — v] represents the CIRs at time instémt— o],
a[v] represents the AR predictor coefficients arid] represents the DL Gaussian noise having a variance
Np. The design ofi[v] is detailed below.

AR Predictor Coefficient Vector for a SISO Channel

Provided that both the normalised maximum Doppler frequefy,—,...» as well as the number of
previous channel tapg and the over-sampling factg@rare known, the real-valued predictor coefficient
vectora = (a[1], ..., a[V]) can be derived as follows [93].

1. Calculate
1
p(U) = ]O(ZNdemfnorm)rv =0,1,...,V; (5.18)
2. Construct the autocorrelation matrix of the channel:
p(0) p(1) p(V —1)

; (5.19)
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3. Construct the autocorrelation vector of the channel
p(1)

p= ; (5.20)

4. Calculate the AR predictor coefficient vector

a=a[1],al2], ..., a[V])T =R p. (5.21)

AR Predictor Coefficient Matrix for a MISO Channel

Provided thatf;,,_..rm, V, B are known, the AR coefficient matrid[v], v = 1,2,....V can be de-
termined. The CIR vectdk[n] sampled at time instants and havingNr, non-zero elements may be
predicted according to:

14
hyln] =Y Afvlh[n— o] +no], (5.22)
v=1
whereA[v] is a real-valued Nt x Nr,) matrix.

1. Calculate
1

o(v) = ]0(27Tﬁ

fam—normv),v=0,1,...,V; (5.23)

2. Construct
R[ij] = Efh[n — ila[n — "] = p(|i — 1) Iny,; (5.24)

3. A[v] may be calculated based on the equation:

R[11] R[12] ... R[1V] AT R[10]

R[21] R[22] ... R]v] || AT R[20]

: : . , = : : (5.25)
R[{/u R[V2] ... R[vV]) \A[V]T R[V0]

The accuracy of the prediction is characterised by the MStwémn the predicted CIR,[n] and the
estimated CIF[n], which is formulated as

& = E |[yln] — h[)|P). (5.26)

The prediction-accuracy is affected by the valué/oby the over-sampling factg and by the accuracy
of the previous estimated CIR$n — v].
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Figure 5.17: Structure of the Predictive Vector Quantizer.

5.3.3 Predictive Vector Quantizer

Fig. 5.17 shows the structure of a PVQ. Although in theorydh@nnel predictor’s order in (5.17) and
the PVQ’s predictor order in Fig. 5.17 can be chosen to bemifit, in our design both were fixed to
V. Hence the previou¥ number of quantized CIR tapB[¢ — 1],h[n —2],...,h[n — V]) are used at
the MTs to predict the current estimated CIR tap. The prediotlueh,[n] is then subtracted from the
current estimated valuen] and the resultant prediction errel] is quantized. The quantization result
é[n] is then added to the prediction reshyjfn] to generate the quantized Chig[n] for future prediction.
The reason of using quantized CIRs instead of the unquan@iBRs at the MTs for channel prediction
is to avoid using different predictor inputs at the BS and Mdiace at the BS only the knowledge of
quantized CIRs is available. At the same time, the infjeaf the codebook representireg|n] is fed
back to the BS. At the BS, as seen in Fig. 5.17, the PVQ decad¢icbnverts the received codebook
index I; to the corresponding codeword. Simultaneously, an idehpcedictor invokes the previously
reconstructed CIR taps to predict the current CIR taps. Tédigted result is then added to the quantized
prediction error in order to reconstruct the current CIR tap

The PVQ quantizes the CIR tap prediction error instead oictt@nel’s envelope or phase vector.
It is clear that the former has a reduced input signal rangaseB on the theorem stated in [91], the
overall reproduction erroE(||i[n] — h[n]|?) is equal toE(|le[n] — e;[n]]|?). Hence, given a certain
feedback rate, the CIR quantization error will be signiftgareduced by the PVQ compared to that of
the conventional VQ.

The design of the PVQ scheme shown in Fig. 5.17 has alreadydeseribed in Section 5.3.2. The
PVQ codebook used for quantising the prediction egfat can be generated using either the open-loop
or the closed-loop method. In the open-loop method, thenastid CIRﬂ%[n] are employed for channel
prediction. The resultant prediction error vectors areduse training data to generate the codebook
using the Linde-Buzo-Gray (LBG) algorithm described in t88t 2.3.1. The closed-loop method is
based on the open-loop method, whose initial codebook idogmeg to generate the quantized CIRs.
The quantized CIRA,[n] will then be used for channel prediction, and generate nedgigtion error
vectors as updated training data. A updated closed-loopbmmk is obtained using the LBG algorithm
and these updated new training data. After several suclgrdésirations, an improved codebook will
be generated with the aid of the closed-loop design. Whemgusilarge PVQ codebook, the closed-
loop design provides only modest improvements, but in cdseless accurate quantizer, closed-loop
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design can substantially improve the accuracy of the PV iShllustrated in Table 5.3, in terms of the
quantization error variance versus the number of desigatit®s using the over-sampling rgge= 10,
the quantization bité = 5 andb = 10 bits, respectively. It shows that fér= 5bits, the quantization
error decreases upon employing the closed-loop desigralimast no improvement is obtained, when
usingb = 10bits.

Coforb=5|¢gforb=10
Open-loop design 0.3128 5.15 x 107>
Closed-loop one iteratior] 0.0786 52 %1073
Closed-loop four iteration 0.0406 5.18 x 107>

Table 5.3: Comparison of the quantization error variance for différamber of design iterations, when
usingfs = 10f4,,, N = 5andN = 10 bits

5.3.4 Simulation Results and Discussion

Number of BS antennal¥’r, 2
Number of MT antennasfl({’;) 1
Number of userK 2
Channel code, Convolutional Coder;,, = %
DL Modulation scheme BPSK
MUT scheme TXMMSE
Predictor type Linear MMSE
Predictor ordeV 2
Normalised Doppler Frequeng§f,,; —orm 0.01
Up-sampling ratg8 10

Table 5.4: System Parameters

The system parameters used in our simulations are sumhani3able 5.4. Moreover, the channels
are assumed to be spatially independent flat Rayleigh fadiing interpolation between the predicted
CIR taps is assumed to be perfect sinc-interpolation inraécus our attention on the quantizer and
predictor design. The feedback link is also assumed to loe-Bae.

Fig. 5.18 illustrates the attainable BER verdiyg Ny performance. In this example the DL channel
estimation is assumed to be perfect and five specific scanargoe investigated concerning the knowl-
edge of the CIR used for transmit preprocessing. The firsiasae assumes that the transmitter em-
ploys perfect CIR knowledge for preprocessing. The secowelstigation assumes finite-precision, but
zero-delay CIR knowledge provided by a VQ using= 8 bits, while the third one also assumes finite-
precision, zero-delay CIR knowledge, which is provided M usingb = 6 bits. The over-sampling
factorB is set to 10. The last two scenarios assumed that the feedledakr was equal to the sampling
interval Ty, 51 @and that channel prediction was employed. A VQ uding 12 bits, and a PVQ using
b = 10 bits are employed in the fourth and the fifth scenarios, mgmdy. The simulation results of
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10™
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Figure 5.18: BER versust;, / Ny with perfect, quantized and predicted CIRs using PVQ or \&3pec-
tively, assuming perfect DL channel estimation.

Fig. 5.18 indicated that firstly the BER versus SNR perforoesis about 1dB worse than that of the one
having instantaneous CSIT in the situation of having a neno-feedback delay. Moreover, the perfor-
mance of PVQ is better than that of the VQ. For example, the B&Rrmance using &= 10-bit PVQ

is about 0.8dB better than that usihg= 12-bit VQ, when having a feedback delay o= Ty pie-

5.4 Chapter Summary

In this chapter, we have studied the linear MUT-aided cldseg DL SDMA system of Fig. 5.1. Sev-
eral different MUT algorithms, including the TxBD, TxZF adckMMSE detailed in Section 2.2.2 are
employed in this chapter. Unlike in the previous two chapterhere the feedback channel was assumed
to be noise-free and delay-free, the effect of an imperf&#GN-contanminated feedback channel was
investigated in this chapter. More explicitly, we have d¢dased a feedback channel, which is bandwidth
limited, noise-contaminated and delayed. To mitigate thgradation caused by the imperfections of
the feedback channel, three algorithms were proposedsdrchiapter. Firstly, we proposed the ECO-CQ
scheme of Section 5.1 in order to assist the system in mainggihe lowest possible CSI feedback over-
head, while ensuring that an open EXIT-tunnel is still atdle, which implies maintaining an infinites-
imally low BER. Secondly, in Section 5.2 we proposed a softoding assisted MIMO-CIR recovery
scheme, which reconstructed the CIR at the transmitter e®arlcombination of all codewords based
on the received error-contaminated signal, so as to mieithis distortion due to AWGN-contaminated,
error-prone feedback channels. Furthermore, in Sect®mv.proposed a periodic CIR update scheme
employing a channel predictor at the DL transmitter and a Rj@ntizer at the MTs, in order to miti-
gate the effects of feedback delay as well as to minimisedbaldack overhead. The results provided in
this chapter characterize three typical systems, whodemmysarameters are summarised in the first two
columns of Table 4.3. The corresponding simulation resamsalso summarised in Table 4.3 and may
be categorised into three groups of comparisons, which detraied the advantages of our schemes.
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Table 5.5: Simulation Results Summary

System Comparison BER | Number of Feedback
Parameter Schemesg Bits b
Number of antennas 29 Conventional CQ 107° 5
(N2, Ny @2 1 shownin Fig.5.3and5.4 at SNR=3dB
Number of user& 3
Interleaver length 10°
Modulation 4QAM
Coding rater, 0.5 Proposed ECO-C( 10~° 3.5
Channel code URC shown in Fig. 5.3 and 5.4 at SNR=3dB
RSC[5,7]
Preprocessing TxBD
Number of data 9
streamNj
Number of antennas Hard Decoder| 5-1072 5 for vector |k (K |
(k) (2.1)
(NTxi NRX)
Number of user& 2
Modulation BPSK
Feedback-link SNR 6dB
DL channel i.i.d. Soft Decoder 4-1072 5 for vector|h (¥ |
Rayleigh
Feedback-link AWGN
channel
Preprocessing TXMMSE
Number of antennas 21 Conventional VQ 2-1073 12
(NTy, NI(;;)) 1) with channel predictor at SNR=3.6dB
Number of user& 2
Modulation BPSK
Coding rater, 0.5
Normalised Doppler 0.01
frequencyf i, —norm Proposed PVQ 2-1073 10
Upsampling rates 10 with channel predictor at SNR=3dB
Predictor ordeV/ 2
Feedback delay Tsample
Preprocessing TXMMSE




Chapter

Spatial Modulation Aided Open-Loop and
Closed-Loop Single-User MIMO System

In this chapter, a single-user MIMO system using the reggmibposed Spatial Modulation (SM) [27]
scheme will be investigated, which employs a Space Shifti{p{SSK) scheme [7]. The SSK modulated
information bits are conveyed by the indices of the trangmienna by exploiting the relative indepen-
dence of the channel fading associated with different tréinantennas. According to the information
bits, only one transmit antenna is activated during each shat, which reduces the complexity both at
the transmitter as well as at the receiver.

T Yy
SM j\‘\zx> H 77 SM 11(é) ¢ Channel L

Mapper Detecto Decoder

@ | Channel | € I Il(c
Encoder

. [FeedbacK-

Figure 6.1: System model of a spatial modulation aided closed-loop&inger system.

Unlike in the previous chapters, both open-loop and cldsepd-designs will be discussed. The novel
contributions of this chapter are:

1. An open-loop Space Time Space Shift Keying (ST-SSK) sehisnproposed for systems having
more than two transmit antennas in order to achieve trardinersity. This scheme is capable
of achieving a maximum transmit diversity order (@, — 1) when usingL = (N, — 1) time
slots. Moreover, the proposed scheme is more robust to ehastimation errors than the original
SSK modulation [7].

2. A novel closed-loop feedback-aided phase rotation regasmproposed for systems having two
transmit antennas, which achieves the maximum attainaulensl-order transmit diversity and it
is resilient to both the spatial correlation of the channatswell as to channel estimation errors.
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It also outperforms the original SSK modulation of [7] in theenario of having Rician fading
channels.

3. A novel closed-loop feedback-aided power allocatiomnegs proposed, which achieves an addi-
tional transmit diversity gain, increases the Euclideatagice between the SSK modulated sym-
bols and enhances the robustness of SSK modulation botk thnnel’s spatial correlations and
to channel estimation errors.

4. A novel diagonal linear dispersion code is proposed, wii@capable of achieving the maximum
attainable transmit diversity gain or multiplexing gainhile obeying the usual diversity versus
multiplexing gain trade-off. Moreover, the proposed schestiminates the requirement of syn-
chronisation between transmit antennas and reduces thelexity of the receiver by activating
only a single transmit antenna during each transmissioe $iox.

This chapter is organised as follows. An overview of the igpatodulation scheme is provided in
Section 6.1. Then, three novel schemes, namely the op@Ed¢5SK designed for systems having more
than two transmit antennas, the closed-loop feedbacldgitiase rotation conceived for systems having
two transmit antennas and the closed-loop feedback asgieteer allocation are proposed in Section 6.2
in order to achieve a useful transmit diversity for SSK matioh. Moreover, transmit diversity assisted
spatial modulation is discussed in Section 6.3, where almmleme referred to as a diagonal linear
dispersion code is proposed and combined with the ST-SS#qsehFinally, the summary of this chapter
is provided in Section 6.4.

6.1 Overview of Spatial Modulation

The main contributions on the subject of spatial modulatiosnsummarised in Table 6.1. The concept
of SM may be traced back to [164], which has then been furtbeeldped in [165] and [166]. The term
of SM has been introduced in [27] by Mesleh and Haas. A congmsille summary of the research
carried out by Mesleh and Haas [169-172] was provided in, [@8lere several important facets of
SM were detailed, including the detector’s design, therstde BER and the receiver’'s complexity in
comparison to other MIMO schemes. Besides Haas and his tesganathaet al.[7,167,173] pointed
out the constraints of the detector schemes advocated j2327and proposed an optimal detector for
SM in [167], complemented by its closed-form BER analysisor&bver, Jeganathagt al. [7, 167,
173] proposed a scheme termed as SSK in [7] and provided itpiahensive analysis, which may be
considered as a simplified or special case of SM. Based on ilestame contributions in [7, 28, 167],
further research has been dedicated to this scheme, lefadmgre sophisticated SM schemes in [173—
178].

In this section, an overview of the SM scheme is provided. doti®n 6.1.1, bit-to-symbol mapping
and the detection algorithms are detailed. Then in Sectibr2 6a comparison of SSK modulation and
conventional Amplitude Phase Modulation (APM) is offeradrder to provide further insights. Finally,
in Section 6.1.3, the performance evaluation of the SM sehisroffered.
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Table 6.1: Major contributions addressing spatial modulation.

Author(s) Contribution

[164] Chau and Yu 2001 proposed the idea of space shift keying and a corresponding
transceiver algorithm.

[165] Haaset al. 2002 proposed a Walsh matrix aided multiplexing scheme for aesyst

having four transmit antennas, which activated a singlestrat
antenna each time and employed BPSK modulation.

[166] Meslehet al. 2005 extended the scheme proposed in [165] for QPSK
by exploiting the properties of the DFT matrix.
[27] Meslehet al. 2006 proposed the concept of spatial modulation.
[28] Meslehet al. 2008 characterized several important facets of spatial moidulasuch

as its detector design, its BER and receiver complexity in
comparison to other MIMO schemes. The authors also coresider
the effects of channel imperfections in both uncoded anédod
situations.

[167] Jeganathasat al. 2008 | detailed the constraints imposed by the detector proposed

in [27, 28], and conceived an optimal detector

in conjunction with its closed-form BER analysis.

[7] Jeganathaet al. 2009 restated the concept of space shift keying in conjunctich wi
comprehensive analysis, which is completely differentrfithe
one in [164].

[168] Serafimovsket al. 2010 | proposed the concept of “fractional-bit encoded spatial
modulation”, which becomes applicable to an arbitrary nends
transmit antennas.

6.1.1 System Model

The general system model consistsMf, transmit andNg, receive antennas, which is illustrated in
Fig. 6.2. A random sequence of independent bits [ay,...,ay,] enters the channel encoder, which
produces the vectar = [cy, ..., cn.], whereN, and N, represent the number of channel encoder input
and output bits, respectively. The resultant coding rateecomes, = % The pseudo-randomly inter-
leaved encoded bitEl(c) then enter an SM bit-to-symbol mapper, where groups: 6f log,(MNr,)

bits are mapped to a constellation vector formulated as

0 ... 0 vV mEbsi 0 ... 0
x = 1 , (6.1)
j — th position

whereE, represents the average energy of a single bit,safd < i < M) is the j-th element of the
transmitted vetox hosting the modulated symbol usidd-level conventional Amplitude Phase Modula-
tion (APM) with unity power. Therefore, th&7,-element transmitted signal vectosatisfies the power
constraint ofE, [xx] = mE,. The modulated signal is then transmitted over(iNg, x N, )-element
wireless channeH, which is then contaminated by a¥iz,-dimensional additive white Gaussian noise
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vectorn = [nl,...,nNRx]T, nj ~ CN (0, Ny), whereNj represents the noise variance. The received
signal is given by = Hx + n. At the receiver side, the SM detector estimates the tratesiits using
the same mapping table as the one employed at the transmitter

R ' SM R .
a Chs 1lc (e SM j\‘\ H Vi 11(é) ! ¢ Channel |@
=1 Encoder I Mapper . . |Detecto Decoder
- SM - mapping table
SM — mapping tabie/ N \ . )
input |antno/transmit ﬂ VNiﬁ input |ant.notransmit

bits () |symbols

bits | () |symbols / ~_ : :
| 5 E 011 | 2 +1

011 2 +1

Figure 6.2: A SM aided MIMO system havingt, transmit and\g, receiver antennas.

SM Mapping

Spatial modulation consists of a grouprefbits that are mapped to a vectohaving only a single non-
zero element/mkE,s;. Hence, only thg-th transmit antenna will be activated to transmit the matid
signals;. The received signal can be formulated as

y= WlEbh]‘Sl‘ +n, (6.2)

wherel <j < Nr,, 1 <i <M, andhj represents thgth column of the channel matrid. Assuming
N7, = 4 and that BPSK is employed, the SM mapping rules are illustrat Table 6.2. When the input
bits are “011” for example, the second transmit antennabeithctivated, and the transmit symbol is “+1”.
More generally, the index of the activated transmit antdamketermined by the first two input bits, while
the transmitted BPSK symbol depends on the third bit. We nmaclode hence that SM essentially
divides the input data stream into two sub-streams. Thenmditon in one of the sub-streams consists of
m1 = log, Nt bits/symbol and it is conveyed by the indices of the activatensmit antennas, hence itis
SSK modulated [7]. Employing SSK modulation is evidentlg ey feature of SM, which distinguishes
SM from any other MIMO schemes. The other information streamsists ofn, = log, M bits/symbol
which are conveyed using the conventional APM scheme andramemitted through &1 x Ngy)-
element SIMO channel.

SM Detection

The detection of the APM symbols depends on the detectiomefISK modulated symbols, since
the activated 1 x Ng,)-element SIMO channel is determined by the SSK modulatedsisn This is
different from the transmit eigen-beamforming schemeudised in Chapter 4, where the MIMO channel
is decomposed into independent orthogonal subchanneltharBER performances of the subchannels
(eigen-beams) are independent of each other. Therefa@ptimal detection algorithm jointly detects
the APM symbols and the SSK modulated symbols using the Mamxitnikelihood (ML) criterion [167].



6.1.2. Comparison of SSK Modulation and APM 118

Input bits | Activated antenna index Transmit Symbol
000 1 -1
001 1 +1
010 2 -1
011 2 +1
100 3 -1
101 3 +1
110 4 -1
111 4 +1

Table 6.2: SM Mapping table for a system haviigr, = 4 transmit antenna, using BPSK modulation
and transmit 3 bits per symbol.

Assuming that the channel matiik is perfectly known, the index of the activated anteflaad the index
of the modulated symbalis jointly determined by [167]

U, i = afgf?il.n <|Iy —V mEbhjSin) (6.3)
= argrrjlet'x (2\/mEb§R ((h]-sl-)Hy> - mEb||hisin> )

Following SM detection, the signal is demodulated, delaated and decoded correspondingly.

6.1.2 Comparison of SSK Modulation and APM

Understanding the SSK modulation philosophy is the key ®uhderstanding of SM, since the for-
mer one is the key component of the latter one. Hence, in duia we compare thal-level SSK
modulation scheme to the corresponding conventidrdkevel APM arrangement from three different
perspectives, namely their constellation diagrams, thdidean distances between any two modulated
symbols and their BER performances. For the sake of theicfanparison, we assumed that the energy
of the modulated symbdi; is unity. Moreover, the APM modulated symbols are trangdithrough a

(1 X Ngy)-element SIMO fading channl, while the Nt,-level SSK modulated symbols activates one
out of Nt, transmit antennas, and also transmitted throughxalNg,-element SIMO fading channel,
whose power is normalised by a factor?élt.

For SSK modulation, the modulated symbols are faded acuptdi the different transmit antennas’
CIRs denoted aB;(1 < j < Nr,). For example, the constellation diagram of the SSK moddlate
symbols is portrayed in Fig. 6.3a, when we haNg, = 4, Ng, = 1 andh = [0.51 4+ 0.19, 0.03 —
0.06i, —0.39 —0.69, 0.27 — 0.43i]. The constellation diagram of the 4QAM constellation ials
portrayed in Fig. 6.3b for comparison. It is evident thattitsmsmitted constellation points of APM are
independent of the channel and are time-invariant, whigetthnsmitted signal constellation points of
SSK modulation are channel dependent.

Besides the constellation diagrams, we are also interestem types of Euclidean distances, namely
in the Euclidean distance of the modulated symbols befargsmission denoted ds,, and in the Eu-
clidean distance of the modulated symbols after transomnssver a noise-free fading channel denoted
asdgy. The Euclidean distancek, using APM may be formulated a'"™ = |s; — s;|, which is illus-
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Figure 6.3: Constellation diagrams of a) SSK modulation when we hsye = 4, Nz, = 1 andh =
[0.5140.19¢, 0.03 —0.06i, —0.39 —0.69i, 0.27 — 0.43i]; and b) 4QAM modulation, respectively.

trated in Fig. 6.3b. By contrast, there is no modulated syrfdyrdc5SK modulation before transmission.
Hence, the distanaé;>X does not exist. Moreover, the Euclidean distafgg using APM over a noise-
free SIMO fading channel after RxMF-based detection is fdated asig. ™ = |h;|d4™. By contrast,
the Euclidean distanagg, using SSK modulation over a noise-free SIMO fading chammelkeffined as
A3k = |hi — hj|(i # j). Itis evident that bothi4?M andd33X are fading-dependent. However, these
two distances are quite different, as detailed below.

e The average Euclidean distance betweenittie APM symbol and thg-th APM symbol after
detection is denoted &, [d4 M (i, j)], which tends to increase upon increasing the number of
receive antennalg,. The value oft, [daPM (i, j)] will converge tad4PM(i, j), if the value ofNgy
increases to infinity and the power of the channel is norredllsy a factor ofL Similarly, the
corresponding average Euclidian distadéd?5k (i, /)] using SSK modulatlon WI|| also increase
upon increasing the number of receive antenNas. However, the value ofy[d33X (i, j)] will
converge toy/2 for any pair of(i, j) when the value oNg, increases to infinity. This is because
the CIR vectordi; become orthogonal tlo;, when having an infinite number of dimensions.

e The minimum average Euclidean distance of APM denoted &gy
D gy = min E [k ™, ), (6.4)
which decreases when the number of modulation leMelmcreases fromd towards infinity By
contrast, the corresponding minimum average Euclidegardis using SSK denoted d§X
may not decrease, when the number of modulation levElacreases. For example, when having

an infinite number of receive antennas, the valuésnﬁffm remainsy/2 for any value ofM, which
is similar to the related property of Frequency Shift Keyir@K) modulation [163].

e For APM, increasing the channels’ spatial correlation widrease the variance of the modulated
signal constellation’s distanag; ™ (i, j), but does not affect its mean value. By contrast, for
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SSK modulation, increasing the channels’ spatial conelawvill decrease both the variance and
the mean value of the constellation’s distamgéX (i, j) between any two symbaland;j. For
example 33X will tend to O with a probability of one, if we have = k; at any instant.

NRX:1OO

5 10 15 20
E,/N,(dB)

Figure 6.4: BER performance versus, / Ny when using 4QAM, 16QAM, 64QAM, 4-SSK,16-SSK and
64-SSK. The number of receive antennas Wgs = 100, and the SIMO CIRﬁj are normalised by a
power scaling factor oﬁ

The uncoded BER performance can be characterized as adnraftthe Euclidean distance [163].
Hence, based on the associated Euclidean distance pespé¢hi BER performance of the conventional
APM and of the SSK modulation scheme exhibits the followihgracteristics:

e The BER performance of the conventional APM is proportiawahe channel quality quantified
in terms of the CIR tap@jy. By contrast, the BER performance of the SSK modulation @ pr
portional to the difference between the CIR taps associaitdthe different transmit antennas,
namely tolh; — h;[(i # j);

e The BER performance of the conventional APM improves upeneiasing the number of receive
antennas, gradually tending to the performance curve cAYM&N channel. Similar BER trends
are also observed for SSK modulation. However, the perfoomaf SSK modulation will tend to-
wards to that of the FSK modulation under the asymptotic timms of having an infinite number
of receive antennas. This is demonstrated in Fig. 6.4 fostemario of having 100 receive an-
tenna$ each subjected to independently fading, where the BER peaioces of 4QAM, 4-SSK,
16QAM, 16-SSK, 64QAM and 64-SSK are compared. Fig. 6.4 ekplidemonstrated that the
SSK modulation has similar properties to FSK modulatiorthtad which may be deemed to be
energy efficient schemes, provided that the number of re@itennas is sufficiently high;

INaturally, this assumption is unrealistic for practicasarios, but assists us in characterizing the upper-boeridrmance
of the system.
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e The BER performance of BPSK s better than that of 2-SSK gsthe former has a higher Euclidian
distance ofi4’M = 2 than themax(d33X) = v/2 value of the latter one. For the same reason, the
BER performance of QPSK or 4QAM is better than that of 4-SSKemwwe havéNy, < +o0;

e TheM-level SSK modulation scheme is capable of outperformiegtitresponding/-level APM
modulation scheme fa¥l > 8 andNg, > 1.

In summarygexploiting the independence of the complex-valued fadingf¢he different antennas
is the intrinsic feature of SSK modulation, which constitutes an energy-efficient modulation scheme.
Its BER performance is commensurate with the differencerden the CIR taps characterizing the fading
associated with the different transmit antennas. SSK mayeoiorm the conventional APM scheme,
when the number of modulation leveld becomes higher than eight and the number of receive antennas
is higher than one.

6.1.3 Performance Evaluations

The family of SM scheme has a number of advantages. First,dhaluncoded SM scheme is capable
of achieving the maximum attainable recedliwersity order of Nk, [7,28]. Secondly, random trans-
mit diversity is attainable for a coded SM system, since pexgic selection of the transmit antenna to
be activated at each time instant is random [28]. Moreovéergficial receive antenraray gain is
achieved, despite employing a low-complexity singleasmmieML detector. Furthermore, the transmit-
ter's complexity is reduced, since the synchronization of transmit anteisiasoided. The receiver's
complexity is also reduced, since the Inter Channel Interige (ICI) is completely avoided. Last but
not least, the SSK modulation schemeabust to channel estimation errors [7,175]. This is partially
owing to the reason that the channel estimation error is nmfiteential in determing the actual channel
realization encountered than the technique of distingugskhe distance between two columns of the
CIR matrixH.

Despite the above-mentioned benefits, the SM scheme dedédnilsection 6.1.1 also has a number of
disadvantages. First of all, the uncoded SM scheme achievansmit diversity [7,28] and the random
transmit diversity-induced gain achieved by the coded SMuige limited. Secondly, no transmitter
array gain is achieved at all. Moreover, the achievabteughput is R = log, N, + log, M, which
increases logarithmically with the number of transmit antes, and this constitutes an inefficient way of
exploiting the available transmit antennas.

In order to mitigate or eliminate these disadvantages, moplisticated SM schemes have also been
proposed in the literature [173—-178]. For example, a novhkme termed as time-orthogonal signal
design assisted SM was proposed in [178] in order to achravesiit diversity. The authors of [174]
proposed a scheme, which selects a specific beamformingrwestead of activating a particular transmit
antenna to convey information. This regime is capable ofexatg a valuable fraction of the maximum
attainable transmit array gain. In order to increase théeaahle throughput, a generalised SSK scheme
was proposed in [173], wherg out of Nt,, number of transmit antennas are activated simultaneonsly i
order to represent the information symbols to be transchids a result, the achievable throughput using
the generalised SSK scheme increases flogy Nt to log, (! ), towards the maximum attainable
throughput oflog, (NI(,xTi ). An algorithm optimising the number of simultaneously \eatied transmit

antennas was proposed in [173] in order to minimise the BER.
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Naturally, the SSK/SM scheme is not the ultimate winner, wbempared to other MIMO schemes
in terms of the achievable BER performance. However, it jzab&e of outperforming other MIMO
schemes in certain scenarios. This conclusion may be @dfdrom the BER performance comparison
of SSK and AMP modulation provided in Section 6.1.2. Morec#pzlly, in Section 6.1.2, the SSK
modulation is equipped wittNt, > 1 transmit antennas, while the APM scheme has a single transmi
antenna. If they are both equipped with the same number drréi antennas, the APM arrangement
can either achieve a transmit diversity by exploiting thé8ETphilosophy, or attain a multiplexing gain
by creating a V-BLAST scheme, or indeed exploit both the g and multiplexing gain using the
family of LDC schemes [2]. Here, two design examples are igex; in which the SSK/SM scheme
outperforms the STBC scheme and the V-BLAST scheme, ragplct

e Example 1 (SSK versus STBC): Let us assume that we hawér, = 8, Nz, = 8, a target
throughput ofR = 3 bits/symbol, and investigate an 8-SSK versus a half-ratad@onal STBC
scheme using 64QAM modulation.

Analysis: Since the receive diversity order is as high as eight, thefitesf achieving a further
transmit diversity gain improvement using the STBC scheameains limited. The BER perfor-
mance of 8-SSK having a receive diversity order of eight iseexed to be better than that of
64-QAM for transmission over an AWGN channel. As a resule BER performance of SSK
modulation is better than that of the diversity-aided STBResne in this scenario.

e Example 2 (SM versus V-BLAST):Let us how assume havingr, = 4, Nz, = 2, and a target
throughput ofR = 4 bits/symbol. One of the schemes employed 4-SSK combindd 4QAM,
and used the SM scheme’s low-complexity ML detector. Therodrrangement employed the
V-BLAST scheme, which transmits two independent 4QAM da&taasns and invoked an MMSE
detector at the receiver. The reason for employing the MM&Edor is to ensure that the receiver
complexity of these two schemes remained comparable.

Analysis: The V-BLAST scheme transmits two independent 4QAM symbdifie achievable
diversity order of the V-BLAST scheme using the MMSE dete@ne. The SM scheme employs
4-SSK as well as 4QAM, and achieves a diversity order of twdbfith the SSK modulated and
4QAM symbols. As a result, the BER performance of the SM sehsnexpected to be better than
that of the V-BLAST scheme.

Furthermore, the SM/SSK scheme has some unique featuodsastdior example exhibiting a robustness
to channel estimation errors, hence it is capable of outpmihg the other MIMO schemes considered.

In summary, the SM scheme is constituted by a combinatior8éf ®odulation and of &1 x Ng,)-
element SIMO system using the conventional APM. The initifisature of SSK modulation is that
it exploits the independent fading of the different trartsamitennas’ signals, which allows the system
to dispense with transmit antenna synchronisation, whilébiting a robustness to channel estimation
errors. As a result, SM schemes exhibit certain advantagessather MIMO schemes and hence they
will be further investigated.
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6.2 Transmit Diversity Assisted Space Shift Keying

As discussed in Section 6.1.3, the family of uncoded SSK hatidn schemes achieve no transmit
diversity. Although employing channel coding is capablepodviding some time-diversity gain and
space diversity gain owing to the bit-based interleavihg, dchievable gain may remain limited. The
authors of [178] proposed a novel scheme referred to asdmhegonal signal design aided SM in order
to achieve transmit diversity. However, this scheme is @pplicable to systems having two transmit
antennas.

Against this background, we intend to design a more divemsge of transmit diversity assisted SSK
schemes. Following the philosophy of STBCs, in Sectionl6w first propose an open-loop ST-SSK
scheme for scenarios having more than two transmit antenviash employs multiple transmit time
slots for achieving transmit diversity. The unique feasunéthe proposed ST-SSK scheme and its design
are discussed. Then in Section 6.2.2, we propose a feedlideH-phase rotation scheme, when relying
on two transmit antennas. Moreover, another closed-lobprse using feedback-aided power allocation
is proposed in Section 6.2.3 for systems having an arbitramyber of transmit antennas. Our simulation
results are discussed in Section 6.2.4, where the i.i.d.leRdyfading channel, the spatial correlated
channel, the Rician channel as well as the effects of chastmhation errors are considered. Without
any loss of generality, we assume haviNg, = 1 throughout this section in order to simplify our
discussions.

6.2.1 Open-Loop: Space Time Space Shift Keying faNt, > 2

Following the well-established philosophy of STBCs, wegmse a ST-SSK modulation scheme, which
usesL time slots to transmit; = log, Nr, bit sequencé;. During each time slot, one out &¥r,
antennas is activated according to the bit-to-antenna mgyfpnction off (¢;,b;) (1 < f(t;,b;) < Nry).
Hence, wherb; is transmitted, the signal received during théme slots is formulated as

ytl hf(tllbi) n't
: e : .
L =T | s | | (6.5)
Ly L Pppy 1 Lont ]
where we havd < [ < L, 1 < f(t;,b;) < Nr,. Upon definingy = [y",...,y"]T andhgg,) =
ey - ,hf(tL,,,‘,)]T, the transmitted sequenbeis determined at the receiver side according to
A . mE
b; = argmin [y — | ="y, 3 (6.6)

L mE
= arg n}’lnz ’ytl — Ehf(tubi) ’2.
i

Before considering the design of the bit-to-antenna mapfuinction, let us first prove the following two
propositions.

Proposition 1: For a (N7, x 1) ST-SSK modulation aided system usihgime slots, the transmit
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diversity order ofL is achieved if and only if for any two bit sequendgsandb; (i # j), and for any two
time instances$ andn (I # n), we have

1. the indices of the antennas activated for signalling ihedmuenceb; andb; are different from
each other at any time slgtwhich is formulated ag(t;,b;) # f(t;,b;);

2. when transmitting; andb;, the difference between the activated channels’ CIR tajpseaitth
time slot denoted bhy, = h(, by — Br, p;) Must be a random variable, which is independent of
the one during the-th time slot represented @81, = s, 5,) — h(t, b))-

Proof: Transmitting the bit sequencésandb; (i # j), the Euclidean distance between the corre-
sponding received signals without noise is formulated as

mEb

d=\/——Ilhsw,) —hsw)llF (6.7)

mE
=\ Z’hf (t,b )|2

mE
= _ Z’Ahtl|2

A diversity order ofL is achieved if and only ifAl;,, I € [1, L] are independent complex-valued
Gaussian variables. As aresult # j, | # n, i,j € [1, Nry], I,n € [1, L], we havef(t;,b;) #
f(t,bj) and |l by — g, (11, »| must be independent @i ¢, ) — s, )|

Proposition 2:For a (N7, x 1) ST-SSK modulation aided system, the maximum achievabtesinit
diversity order cannot be higher thaN{, — 1).

Proof: Assume that we havé = Nr,, when a transmit diversity order @i, is achieved. Ac-
cording to Proposition 1, the Euclidean distanceetweenb; andb; is a sum ofNr, independent\i,
values. However, foNT, transmit antennas there are at masgt{ — 1) independent\h values. Hence,
achieving a diversity order higher thaN+{, — 1) becomes impossible.

Let us now consider the design of the bit-to-antenna magpfpinction. We propose a shift-mapping
function f;(t;, b;) for the scenarios having an even number of transmit antemmaspropose what we
refer to as a shift-swap-mapping functifn ., (f;, b;) for the scenarios having an odd number of transmit
antennas. More explicitly, the algorithms are describefbiémvs.

1. fs(t;,b;) whenNr, > 2 andNr, is an even number:

e setv =11, 2,..., Np,J;

e set[f(t,b1), f(t;,b2),..., f(t,bn,,)] = Shift(v,] — 1), where Shiftv,] — 1) represents
a left circular shift of [ — 1) positions.

2. fs—w(t;,b;) whenNy, > 2 andNr, is an odd number:

e Create a shift-mapping function following the above-maméid steps;

NTx

e Randomly group the lastZ* bit sequencesbny, ., .-, bx;,) into 5> pairs;
2
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e Within each pairs, for exampIkNT“rl andb ., 4o grouped as a pair, swap the mapping
2 2

Nty
results off(t,,b%ﬂ) andf(tl,b%ﬁ) forall I < ==.

The examples of the activated transmit antenna indeVfar = 3 using the shift-mapping of;(f;, b;),
and for N7, = 4 using the shift-swap bit-to-antenna mappingfef,(¢;,b;) are shown in Table 6.3,
respectively. The shift-mapping results f§i, = 4 are also shown in Table 6.3 within the brackets.

Input bitsb; | Activated antenna index(t, b;)
tq tr
0 1 2
1 2 3

(@)

Input bitsb; | Activated antenna indek_, (¢, b;) ( fs(t1,b;))
5] ta t3
00 1(2) 2(2) 33
01 2(2) 33) 4 (4)
10 4 (3) 1(4) 1(2)
11 3(4) 4 (1) 2(2)

(b)

Table 6.3: Example of the activated transmit antenna wheiNa) = 3, Ng, = 1 using shift bits-to-
antenna mapping;(/,b;); b) Nt = 4, Nr, = 1 using shift-swap bits-to-antenna mappifig (1, b;)
and the shift-mappinds (1, b;).

The proposed bit-to-antenna mapping functions have gtesdrthat the transmit diversity order of
L is achieved if we havéd. < (Nt, — 1), which was shown in Proposition 1. More explicitly, since
there is no identical value in the vectoy the first requirement stated in Proposition 1, namely that w
haveV i # j, f(t;,b;) # f(t,b;), is satisfied. This is demonstrated by Table 6.3, where ttieated
indices in the same column of thiah time slot are different from each other. Moreover, thepased
mapping function has also guaranteed tidt # n, Ahy, is independent of\;,, which satisfies the
second requirement stated in Proposition 1. As a resultnith€ (N7, — 1), a transmit diversity order
of L is achieved using the proposed mapping functions.

There are two disadvantages of the proposed ST-SSK schersity, fthe receiver’'s complexity using
the single-stream ML detection method will be increased factor of L. The other disadvantage is that
the achievable throughput is reduced by a factdr.dBince the benefit of increasing the transmit diversity
order from one to infinity is the most substantial for low \edwofL, but becomes more modest for large
L, it is worth employing the proposed ST-SSK scheme for loweslofL.
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6.2.2 Closed-Loop: Feedback-aided Phase Rotation fo¥r, = 2

Based on Proposition 2, it is plausible now that using thendpep ST-SSK modulation scheme proposed
in Section 6.2.1 we can only achieve a transmit diversityepaf one forNt, = 2, since there is only
Nr, —1 = 1 independentAh value. In this section, we propose a scheme specificallNigr = 2,
which feeds back a phase val@drom the receiver to the transmitter so as to maximise thdidean
distanced,,;, = d = /E,||h1 — h2|| and hence to achieve transmit diversity. The objective tfanc
used for our design may be written as

arg max i, = arg max |y — hoel||? (6.8)
= arg max |71 || + |72 — 2R (h{{hzefe)
= arg nbinﬁ? (h{{hzeﬂ’)
= argnbin% (|h{{h2|ej(9+4’)> ,
where we havé{{hZ = ]h{{hzlej‘i’. Explicitly, the minimum of Equation (6.8) is achieved for
0+¢=(2k+1)m ke Z. (6.9)

As a result, the Euclidean distance becordes= /E,(|h1| + |h2]) owing to having two indepen-
dent channel gains. Hence, a transmit diversity order ofisamachieved. In fact, as long as we have
R(hHhye?) > 0, a diversity order of two can be guaranteed. The objectivetfan of Equation (6.8)
achieves the minimum BER, in addition to achieving an inseeadiversity gain. Moreover, singeis

a random variable uniformly distributed |8, 27|, 6, is expected to have the same uniform distribution
between0 and27r. A scalar quantizer having uniformly distributed quantiiza levels constitutes an
adequate quantizer design.

For the scenario of having more than two transmit antens,stheme requires the feedback of
the phase vectdt = [0y, ..., 0, ] satisfyingR(hFh,e/% ) > 0,Vi # p. This optimisation process
is computationally demanding and the existence of the isoli$ not guaranteed. Hence, this feedback
scheme is not applicable for scenarios havig, > 2.

6.2.3 Closed-Loop: Feedback-aided Power Allocation

In this section, we proposed another closed-loop schemehwhploits the limited feedback information
for power allocation. The basic idea is to allocate more pawéhe specific transmit antenna associated
with a higher channel gain, and less power to the transméraunat associated with a lower channel gain.
As aresult, the BER performance after power allocation lélimproved because the distances between
channel’s fading coefficients associated with the diffeteansmit antennas are enhanced.

Our proposed feedback-aided power allocation scheme adletktas follows. First of all, the chan-
nel's fading coefficient$h;| associated with different transmit antennas are estinaittg receiver side.
Secondly, the transmit antenna having the lowest chanmeligaentified at the receiver, and its index
is fed back to the transmitter usigg, Nr, bits. For example, two bitf) 0] will be fed back to the
transmitter, if we havéh; | < |hy| < |h3| < |hs| for a system having four transmit antennas and a single
receive antenna. Upon receiving the feedback informatiatransmitter will allocate zero power to the
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antenna having the lowest channel gain, and increase ther@docated to other antennas from a value
of mE, to mE, + N”;fjl. Using the aforementioned example, the power allocatetidditst transmit
antenna is zero, and the power allocated to the second ahitdourth antennas are increased iy

to (24 2)E,.

The proposed scheme achieves a certain degree of transenisit in a way similar to the conven-
tional antenna selection. The conventional antenna gatheattivates the transmit antenna associated
with the highest channel gain using full transmit power. Téwultant effective channels becomex; i;
instead off;, which has a higher mean and a lower variance value. Siyjilté proposed scheme
deactivates the transmit antenna associated with the iakesinel gain, and allocates the total trans-
mit power equally to the other transmit antennas, which alib change the statistical properties of the
resultant effective channels. Unlike the conventionakana selection, the performance of a system
using the SSK modulation is more dependent on the differéeteeen the resultant effective channel
Ah = |h; — hj| than in the resultant effective channel itself suchvasc ;. The reason is that the BER
performance of the SSK modulation is proportional to theigaf Ak rather than tdh|. For a system
having two transmit antennas, the proposed scheme is eapidthieving a diversity order of two, since
we haveAh = /2E, max(|h], |h2|), whereh;, andh; represent the two CIRs. For systems having more
than two transmit antennas, the determination of the aahlewdiversity order remains an open problem.

The proposed scheme is capable of improving the attainaBlR performance compared to the
original SSK modulation scheme described in Section 6.1.akiqular reason for this is that a higher
transmit diversity order is achieved based on the aforeioreed analysis. Another reason is tl(lg,ﬁ_l)
out of(Nsz) Euclidean distances of the SSK modulated symbols at theibotpletector becomes higher,
when employing the proposed feedback-aided power allmtathssuming that the channel associated
with the k-th transmit antenna has the lowest channel gain, the Badlidistance of3>X between the
i-th andj-th SSK modulated symbols, which activate thélh andj-th transmit antennas respectively
(i #j # k), isincreased from33% = /mEy|h; — hj| to d5< = \/(ml + nog) Evlhi — hjl, when
using the feedback-aided power allocation. Although thelilian distanceslf@K associated with thie-
th antenna, and correspondingly th SSK modulated symbol, do not necessarily increase,vbab
BER performance will be improved since the majority of thelitlean distanced;>X are increased by
using the proposed feedback-aided power allocation.

The advantages of the proposed scheme are its low complxityow feedback overhead. Only
low-complexity channel estimation and channel gain coisparare required at the receiver. The trans-
mit power after power allocation is fixed to eithen; + I\,’”—Tlx)E;7 or to zero. The number of feedback bits
is as low adog, N1,. The disadvantages of the proposed scheme manifest themseltwo aspects.
Firstly, the proposed scheme might not be the optimal ong,d@es not achieve the maximum attain-
able transmit diversity. Moreover, the transmit power rgftewer allocation fluctuates over time, which
may impose strong interference on other systems. Hencerdipesed feedback-aided power allocation
scheme may suffer from a serious performance degradat@amiimerference-limited scenario. Nonethe-
less, the proposed closed-loop feedback-aided powertibmcconstitutes an effective low complexity
scheme, which is capable of achieving a certian degree mdriné diversity, hence improving the BER
performance compared to the original open-loop SSK moduacheme. The BER performance of the

2Ah, h; andh; are scalar values, since having a single receive antenoeiatesi withNg, = 1 is assumed, as stated at the
beginning of this section.
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proposed scheme operating in a single-user noise-limdedasio is characterized in Section 6.2.4.

6.2.4 Simulation Results

Number of antennaSNr,, Ngy) (4,1),(2,2)
Channel Code Convolutional codeg
Channel code’s constraint length 7
Coding Rate. :
Interleaver Length 1500
Modulation 2-SSK, 4-SSK
ST-SSK Time Slot L=1,23
Channel Spatial Correlation Phihy = 0,0.05,...,0.95
Rician Factor A=005...,2
Channel Estimation Error h, =0,0.05,...,0.2

Table 6.4: Simulation Parameters

In this section, the achievable performance of the threpgs®ed schemes, namely that of the open-
loop ST-SSK scheme of Section 6.2.1, of the closed-looplfeeldaided phase rotation regime invoked
for Ny, = 2 and detailed in Section 6.2.2, as well as the closed-loogbfeek-aided power allocation
arrangement described in Section 6.2.3, is characterizéd@mpared to that of the original SSK mod-
ulation scheme described in Section 6.1. The communicati@mnels are initially assumed to be i.i.d
Rayleigh fading. Then the effects of spatial correlatioitid channels, and of realistic imperfect chan-
nel estimation are discussed, respectively. Both uncodddcaded systems are simulated, where a rate
re = % convolutional code having a constraint length of seven ipleyed. The length of the interleaver
is set to 1500 bits. The simulation parameters are sumnaianstable 6.4.

The uncoded BER versui’é,% performance of a system haviddgr, = 4, Nz, = 1 antennas and
using the proposed open-loop ST-SSK modulation schemeistied in Section 6.2.1 is characterized
in Fig. 6.5a. When the transmission time duratioimcreases from 1 to 3, the achievable throughput
decreases from 2 (bits/sym) §)(bits/sym). At the same time, the achievable transmit ditggrorder
increases from one to three, which is illustrated in Figa@®$ the increased slope of the BER curves.
Moreover, when the number of time slots increased. te= 4, the slope of the BER curves remains
the same as that df = 3, which demonstrated that the maximum achievable divemsither of a ST-
SSK modulation aided system is thré®¥r, — 1 = 3). Further BER improvements can be achieved
upon combining the ST-SSK scheme with the feedback-aideapallocation of Section 6.2.3. Similar
observations are also valid for the coded system, as #itestrin Fig. 6.5b.

Fig. 6.6a characterises the uncoded BER ve%merformance for a throughput & = 1 (bits/sym)
and Ny, = 2,Ngr, = 1. The scenarios of a) perfect phase feedbackl-bit feedback-aided phase
rotation; c)1—bit feedback-aided power allocation; and d) the originaérefpop 2-SSK modulation
are compared. A diversity order of two results in an appretety 8dB power gain achieved using
the first three type of closed-loop schemes of a BER®f2. Moreover, usingl—bit to quantise the
feedback phase information imposes a modest performamgadigion of about —dB. The achievable
BER performances recorded, when usirig-bit feedback for either the phase information or for power
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Figure 6.5: Uncoded and coded BER versg% for N7, = 4, Ngy = 1 for 1) ST-SSK scheme using
L = 1/2/3, respectively, and using the shift-swap bits-to-antenapping fs—,, shown in Table 6.3b;
2) ST-SSK scheme combined with feedback-aided power altotand 3) the original SSK modulation.
All other system parameters are summarized in Table 6.4.

allocation are almost the same. For the coded system chesatt in Fig. 6.6b, about 2dB power gain is
achieved using the proposed closed-loop schemes at a BER &f

The attainable performance of the proposed schemes israisstipated when the wireless channels
are not i.i.d. Rayleigh fading channels. More explicitlyg wvestigate the achievable BER versus the
channel’s spatial correlation coefficiqm]hj, as well as versus the Rician fading factbiand versus the
variance of the channel estimation erfgrat a certain SNR per bit value. We opted for recording the
SNR per bit value, where a BER 03 is achieved for transmission over i.i.d. channels.

The algorithm of generating spatially correlated chanigetietailed in Section 2.1.2.1. The format
of the transmitter’s covariance matrk;, employed in our simulations is illustrated in Fig. 6.7a and b
for Ny, = 2 and N7, = 4, respectively. The transmitter’'s covariance matrix shawiig. 6.7b may be
deemed to be representative of the antenna arrangement ginévg. 6.7c. More explicitly, the first and
third antenna are located sufficiently far away from the sdcand the fourth antenna to ensure that the
channels between them are independent. Moreover, theathilthe fourth antenna are gradually moved
towards the first and the second antenna, respectively. e5l¢ime correlation between the CIRsand
hs, as well as betweel, andhy increases accordingly.

The BER performance versus the spatial correlation coefficiecorded for various transmission
schemes are illustrated in Fig. 6.8. It is demonstrated gn &8 a and b that when we hadg-, = 2,
the original open-loop SSK scheme is very sensitive to apatirrelation, especially for a channel coded
system. The proposed closed-loop scheme using both fdedided phase rotation and feedback-aided
power allocation performs better in spatial correlatechades. Moreover, the coded BER performance
using1-bit feedback-aided phase rotation is better than thagubiit feedback-aided power allocation,
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Figure 6.6: Uncoded and coded BER versg%; for N7, = 2, N, = 1 using perfect phase feedback,
1-bit quantized phase feedback antlit power allocation feedback-aided SSK modulation, eesipely.
The performance of the original open-loop SSK modulatioal$® included for comparison. All other
system parameters are summarized in Table 6.4.

when the spatial correlation coefficient becomes highemn th&. These observations may be explained
with reference to their associated Euclidean distaxiceThe expression of the Euclidean distardefor

the original SSK modulation, for the feedback-aided phasation scheme and for the feedback-aided
power allocation scheme akgE,|hy — ha|, /Ep(|h1| + |h2|) and/2E, max(|hy|, |h2|), respectively.
The latter two values will less dramatically decrease if@iRsh; andh, are correlated to each other
due to spatial correlation. As a result, it is evident thattiio closed-loop systems are less sensitive to
spatial correlations than the original SSK modulation sobe

Itis also demonstrated in Fig. 6.8c and d that the ST-SSKrselalvocated is sensitive to the spatial
correlation, which shows a very similar slope to the uncdBlE® curve of the original SSK scheme. For
the convolutionally coded system, the sensitivity of thegmsed ST-SSK scheme to spatial correlation
is slightly less pronounced than that of the original SSkesab, when the spatial correlation coefficient
becomes higher than 0.8. Furthermore, the employment girtposed feedback-aided power allocation
is capable of reducing the system’s sensitivity to spatitedations. The beneficial effect of power
allocation is clear for uncoded systems, but becomes laessopnced for coded systems. Again, the
reasons for these observations lie in the effect of the tasuCIR tap differencé\i. The value ofAh
may be expressed in a common format as for all three schemgaBgh; — h;|, whereh; andh; are
L-element vectors for the ST-SSK scheme, while they are rsctda the other two schemes. Thig:
guantity is affected by the spatial correlation, regarsiighether we use feedback-aided power allocation,
whethere we increase the dimensiorkpby using the ST-SSK scheme.

The Rician fading MIMO channel matrix may be modeled as the efithe matrix representing the
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Figure 6.7: The transmit covariance matrRr, for a) Ny, = 2 and b)N, = 4. An example of the
antenna arrangements corresponding to the transmit eowarb) are also plotted in c).

LOS component and a Rayleigh fading channel matrix as fall@83]:

/| A /1
hRician = H—Ahmean + H—Ah/ (6.10)

where theNr,-element vectoh,,.,, host the mean values of the CIR taps of fkie,-element MISO
channel,\/HIAhmm is the LOS component ﬁh is the fading component and is the Rician
factor. The Rician factoA is defined as the ratio of the LOS and the scatterred poweraoems. Upon
increasing the Rician factof, the channel's spatial correlation increases accordiragigd the channel
will eventually tend to an AWGN channel. The LOS comporignt,, was set to a matrix constituted by
unity values in our simulation for simplicity.

The BER performance versus the Rician factorecorded for the various transmission schemes is
illustrated in Fig. 6.9. More explicitly, it is demonstrdta Fig. 6.9a and b that favt, = 2, the original
open-loop SSK scheme is quite sensitive to the Rician fadtosince the resultant channets and
h, become correlated with each other. By contrast, the BERopaeince of the proposed closed-loop
scheme using either feedback-aided phase rotation or dekebded power allocation improves upon
increasing the value ofl. It is plausible thatAh of the proposed closed-loop schemes formulated as
VEp(|h1| + |h2|) and\/2E, max(|h], |h2|) is increased, when having a strong LOS signal. Moreover,
the convolutional coded BER performance uslnrbit feedback-aided phase rotation is seen to be better
than that using-bit feedback-aided power allocation. It is also demoistran Fig. 6.9 ¢ and d that the
proposed ST-SSK scheme is sensitive to the Rician factaltgyyielding a steeper slope for the uncoded
system’s BER curve than for the original SSK scheme. Monmeabe employment of the proposed
feedback-aided power allocation scheme is capable of meglube system’s sensitivity to the Rician
factor A.

Recall that we have discussed the pilot-assisted chantiglati®n regime in Section 3.2.1. The

resultant channel estimation error may be formulated as

h=/hg+h, (6.11)

whereh, represents the variance of the channel estimation erreryelstorg is constituted byNr,-
dimensional random Gaussian variables having a zero mahnranhvariance, while théN,-element
vectorh represents the i.i.d. Rayleigh fading channel.
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The BER performance versus the variahgef the channel estimation error recorded for the various
transmission schemes is illustrated in Fig. 6.10. It is destrated in Fig. 6.10 a and b that fdly, =
2 the original open-loop SSK scheme is sensitive to chanriwhaton errors. The proposed closed-
loop scheme using the phase information and the feedbdekigiower allocation regimes are both less
sensitive to small channel estimation errors, for example t< 0.05. However, the sensitivity to high
channel estimation errors becomes similar for all threesas. It is also demonstrated in Fig. 6.10 ¢ and
d that for small channel estimation errors, the propose®SK-scheme is significantly less sensitive than
the original SSK scheme. Moreover, the employment of thpgsed feedback-aided power allocation
is capable of reducing the sensitivity to channel estinmagigors provided that these errors are confined
to relatively small values. However, the sensitivity tothighannel estimation errors becomes similar for
all three schemes. The resaon for these obervation is nabtbe ofAh has been increased by using the
proposed schemes. As a result, the proposed schemes bedarseto small channel estimation errors.
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fixed SNR per bit value using 1) the original open-loop SSK niation; 2) the proposed closed-loop
scheme using perfect and quantized phase feedbad¥fpr= 2; 3) the proposed feedback-aided power
allocation scheme foN7, = 2; 4) the proposed open-loop ST-SSK schemeNgt, = 4; and 5) a
combination of ST-SSK and feedback-aided power allocdbo™Nr, = 4. All other system parameters
are summarized in Table 6.4.
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Figure 6.9: Uncoded and coded BER performance versus the Rician factatrra fixed SNR per bit
value using 1) the original open-loop SSK modulation; 2)gheposed closed-loop scheme using perfect
and quantized phase feedbackfor, = 2; 3) the proposed feedback-aided power allocation scheme fo
Nr, = 2; 4) the proposed open-loop ST-SSK schemeNgr = 4; and 5) a combination of ST-SSK and
feedback-aided power allocation Nk, = 4. All other system parameters are summarized in Table 6.4.
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Figure 6.10: Uncoded and coded BER performance versus the variance ohtdrnel estimation error
h. at a fixed SNR per bit value using 1) the original open-loop $8Klulation; 2) the proposed closed-
loop scheme using perfect and quantized phase feedbadkfore= 2; 3) the proposed feedback-aided
power allocation scheme fa¥r, = 2; 4) the proposed open-loop ST-SSK schemeNer = 4; and 5) a
combination of ST-SSK and feedback-aided power allocdtoiNr, = 4. All other system parameters
are summarized in Table 6.4.
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6.3 Transmit Diversity Assisted Spatial Modulation

In Section 6.2, we proposed an open-loop scheme and twadelosp schemes in order to achieve trans-
mit diversity for a system using SSK modulation. In this g#Gtwe propose a transmit diversity aided
spatial modulation scheme, which is a combination of theSSk scheme and of the diagonal LDC
scheme proposed in Section 6.3.1. The diagonal LDC is capdlachieving the maximum attainable
transmit diversity, while activating only a single transrantenna each time, and hence using a low-
complexity single-stream detector. In Section 6.3.2, tla@ahal LDC is combined with the ST-SSK
schemes proposed in Section 6.2.1, which compensatesrthigtiput loss imposed by the employment
of ST-SSK scheme, while providing a flexible transmissiammgement, as demonstrated by the simu-
lation results of Figs. 6.12 and 6.13. For simplicity, thealéss channel considered in this section is an
i.i.d. Rayleigh fading channel.

6.3.1 Diagonal LDC

As discussed in Section 6.1.3, one of the major benefits @ 81€/SM modulation is its low complexity.
However, the benefit of having a low complexity is not an eciplienefit of the SM scheme, it is rather
a result of activating less transmit antennas at each trige&m instant. The diagonal LDC scheme
proposed in this section is a low-complexity MIMO schemagshe conventional APM, which activates
a single transmit antennas at each transmission instantvilNgemonstrate that this scheme is capable
of achieving the maximum attainable diversity gain as welhalltiplexing gain at the same time.

Assuming thaitM-level QAM modulation is employed, the-element transmit symbol vectemradi-
ated duringL consecutive time slots using the proposed diagonal LDCrmatitated as

N;
x =Y /mEugisi, i=1,...,N; (6.12)
i=1

wherem; = log, M, g represents &-element unitary vectos; represents the QAM modulated symbol
having a normalised power, ard; is the number of multiplexed modulated symbols. Similarhe t
conventional LDC detailed in Section 4.2.1, the diagonalCLIB defined by its Dispersion Character
MatrixX X 4iag—DC, Which is a(L x N;)-element complex-valued matrix formulated as

Xdiag-LDC = [8§1 &2 --- &N.)- (6.13)
Using this matrix, thd.-element transmit symbol vectarmay be expressed in a more compact matrix
format as
X = Xdiag—LDCS, (6.14)

wheres is aN;-element vector that consists Nt modulated symbols. There are a total\ét's legitimate
combinations o whenM-level QAM is employed.
The L elements in the transmit vectarare transmitted one by one usifgiime slots. A different

transmit antenna is activated in each time slot, whose irgldgnoted ag(#;), (1 < f(#;) < Npy, 1 <
tp < L)andf(t;) # f(tn), (I # n). Consequently, for a system havitgr, transmit antennas and a
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single receive antenna, tiheelement received signal vectpiof the L time slots may be expressed as

rotf [ h 0 0 r o h ]
y! fh) 811 812 --- 8N, 51 n
: 0 ' :
no| - /ME : t
YU EVTT : i) T
: . 0 :
tr L1 8L2 --- 8LN; SN; fL
Ly 0 o0 Ry, | REE 8 L n't ]
(6.15)

The maximum attainable transmit diversityr, is achieved if we havé = Nr,. More generally, for a
system having\g, receive antennas, the received signaf the L time slots is formulated as

B 7] B t
r ygl 7 hlf(tl) ngl
- Pafin) ] - )
:;/tf . gll e gle S1
Nix t
- hNRxf(fl) nI&IRx
mEy : . : . .
e | VL :
h Mfo) "
2 hof(i) | L1 - 8N | | SN, | 1y
" :
L YNk,
Nia L hNRxf(tL) J L ng\Lfo J
(6.16)
Alternatively, this transmission regime may be charastgtiin a more compact format as
_ maEp - _
= %HXdiag—LDCS +1, (6.17)

where the received signglis a (Ng,L x 1)-element vector, the equivalent chandglis a (Ng,L x
L)-element matrix, the diagonal LDC'’s dispersion charactetrixi x4, 1pc iS @ (L X N;)-element
complex-valued matrix, the signal veckis a N;-element vector having/™: legitimate values and the
equivalent noisé& is a N, L-element Gaussian variable.

At the receiver, the symbol detection using the ML detectorsideringM™: legitimate values may
be formulated as

g = argmiin ly — I:demg,LDCsiHZ. (6.18)

If the conventional LDC detailed in Section 4.2.1 is emphhyies dispersion character matptono—.pc
has a larger size dfNt,L x N;), and the corresponding equivalent chanHehlso has a larger size of
(NrxL x N1 L) elements. As a result, the complexity of the ML detector gishe proposed diagonal
LDCis only1/Nr, of that using the conventional LDC. Moreover, the synchsation between transmit
antennas is also avoided by using the diagonal LDC structimee only a single transmit antenna is
activated in each time slot.

The optimization of the dispersion character matrix is eiakfor both the conventional LDCs [179],
as well as for the proposed diagonal LDC. A simple optim@satechnique is to generate a large num-
ber of x4isg—pc Matrices consisting of unitary vectors and then choose dnécplar one offering the
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Figure 6.11: BER versu€, / Ny for a system having two transmit antennas and a single reegitenna,
for the LDC2121-QPSK, LDC2122-QPSK, diagonal LDC2121-ADAnd diagonal LDC2122-4QAM
schemes, respectively.

best BER performance at a high SNR value using full searcho dptimal dispersion character ma-
trices have to be derived using this method for a system pawio transmit antennas as well as a
single receive antenna and transmitting one or two QPSKMQ@#odulated symbols within two time
slots. In order to facilitate our further discussion, weerdb the different diagonal LDCs as the “di-
agonal LDQNT,Ng,LNs-modulation”, similarly to Section 4.2.1 related to contrenal LDCs. Hence,
the resultant pair of optimal diagonal LDCs are termed agltagonal LDC2121-4QAM and diagonal
LDC2122-4QAM. Their uncoded BER performances are comp#oeatie corresponding conventional
LDCs. It is demonstrated in Fig. 6.11 that the diagonal LDGiexes exactly the same uncoded BER
performance as the conventional LDCs of Section 4.2.1.

6.3.2 Combination of the ST-SSK and the Diagonal LDC

It is a natural choice to combine the ST-SSK scheme propasé&kction 6.2.1 and the diagonal LDC
scheme detailed in Section 6.3.1, so that a transmit diyegain is achieved for both the SSK as well as
the APM and diagonal LDC schemes. Another benefit is thattteghput loss imposed by the ST-SSK
scheme might be compensated by increasing the number oflatiotdulevels or the multiplexing order
N; of the diagonal LDC employed.

However, this combination cannot guarantee that a trandiwérsity order of L(L < Nry) is
achieved for both the SSK modulated and for the diagonal LDB@xd information symbols. The in-
dex of the activated transmit antennas has to be different #ach other for each of thetime slots for
the diagonal LDC coded information symbols in order to aghidae maximum attainable tleth order
transmit diversity. By contrast, the same transmit antenight have to be activated more than once in
each of theL time slots for creatind. independentA values, so that the SSK modulated information
symbols benefit from a diversity order bf For example, the first antenna may be activated in the second
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and third time slot, when the bits sequerj@el ] is transmitted using the ST-SSK scheme, as shown in
Table 6.3b. of Section 6.2.1. By appropriately choosingaittivated transmit antennas for each of the
times slots, it is possible to enhance either the SSK moetiilat the diagonal LDC coded information

symbols.
Configuration| Nty | Nry | L | mq | mp N; 8 ML detector complexity,
a 8 1 |-] 3 |- - - 4NTxNpy = 32
b 8 1 2| 313 1 \/%[1, )T 4N7yNryML = 512
c 8 1 |3| 316 1 \/%[1, 1T 4N7,NryML = 6144
d 4 1 12| 212 2 |1[0,...,0,1,0,...,0]" 4NT NpreML = 126
e 4 1 21 2 |2 2 unitary vector AN7 Nr  MN:L = 512
f 4 1 (2] - 13 2 unitary vector ANR, MNL = 256
g 4 2 21 2 |2 2 unitary vector ANT NpMNL = 1024
h 4 2 |2 -3 2 unitary vector 4Ng MNL = 512
i 8 2 3] 3|6(64)] 1 1[L,..., 17T 4N7 Nr ML = 12288

Table 6.5: Computational complexity of the various MIMO systems aelmng a thoughput oR = 3
(bits/sym), formy = log, N1, andm; = log, M.

BER
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Figure 6.12: BER versusﬁ,—% for a system havindNg, = 1, 2 and a throughput oR = 3 (bits/sym)
using the various configurations listed in Table 6.5

In Fig. 6.12 and 6.13, the uncoded and coded BER performahttee wriginal SSK scheme, of
the diagonal LDC scheme and of the combination of the LDC ai&SK schemes is compared. The
parameters of eight different configurations are listeddbl& 6.5 in conjunction with their complexity
when using the ML detector. Each of them achieves a throughiigy (bit/'symbol). The uncoded BER
performances of these eight configurations are charaetenzFig. 6.12, and the corresponding coded
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R=1bits/sym, 1/3 Convolutional Code
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Figure 6.13: BER versusﬁ,—% for a coded system havinyz, = 1, 2 and a throughput oR = 1
(bits/sym) using% convolutional codes and the various configurations listetaible 6.5

BER performance of th& = 1 (bits/sym) scheme using ?rate convolutional code is illustrated in
Fig. 6.13. Configuration (a) utilisety, = 8 transmit antennasNz, = 1 receive antenna and the
conventional SSK modulation scheme, in order to achieveaughput ofR = 3 (bits/sym) and a di-
versity order of one. Configuration (b) uses two time slotstfansmission, and employed, = 1, as
well asM = 8-QAM to compensate for the throughput loss. Its uncoded BERopmance is worse
than that of Configuration (a) at low SNRs because of the asmeé number of modulation levels, but
it becomes better at high SNRs because of the increase ichiisvable transmit diversity order. How-
ever, the coded performance of Configuration (b) is about wdBse than that of Configuration (a) at
a BER of10~3. Configuration (c) further increased the valuelofo three, and employed 64QAM for
throughput compensation. When achieving a transmit diyeosder of three, both the uncoded and
coded BER performance improved compared to that of Configurga). However, the complexity of
the detector has also dramatically increased. Configurgtp employedNr, = 4, Nz, = 1 anten-
nas,4-SSK modulation and two time slots to separately transnit 440AM modulated symbols. The
achievable uncoded BER performance of Configuration (dvatind medium SNRs is almost the same
as that of Configuration (c), but at a significantly reducedhplexity. At high SNRs, the uncoded BER
performance of Configuration (d) is worse than that of Coméiian (c) because the 4QAM symbols of
Configuration (d) benefit from a transmit diversity order némnly. If these two 4QAM symbols are dis-
persed to two time slots by two complex-valued dispersiastors, as in Configuration (e), the uncoded
BER performance improves at high SNRs at the cost of slightlyeasing of the detector's complexity.
Nevertheless, the coded BER performance of Configuratimngl) and (e) is almost identical since their
uncoded BER performances are similar at low and medium SNR®e SSK modulation scheme is not
employed, as in Configuration (f), the uncoded BER perforceamproves at low SNRs between -4dB
and 5dB, since no error propagation is imposed by the SSK hatedlisymbols. However, the uncoded
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BER performance of Configuration (f) recorded at high SNRgasse than that of Configuration (c) (d)
and (e) because QAM is not a power-efficient scheme. Simméads may also be observed for the coded
scenario. The benefits of using SSK modulation are furtheramstrated by comparing the performance
of Configuration (g) and (h), whemdz, = 2, ST-SM and ST are employed, respectively. As discussed
in Section 6.1, the minimum Euclidean distance of the sysibelng SSK modulation improves, when
Ngy is increased. Hence, the benefits of employing the ST-SMnsehas in Configuration (g) over the
pure STBC scheme of Configuration (h) becomes more sulstanti

6.4 Chapter Summary

In this chapter, we have studied various SM aided open-lodxkbsed-loop MIMO systems obeying the
architecture of Fig. 6.1. In Section 6.1, we have first predidn overview of the SM scheme, where the
corresponding modulation and detection algorithms wetaildd, and a comparison between the SSK
and the conventional APM scheme was given. Then, in Sectidnvée have proposed a novel open-
loop scheme termed as ST-SSK and two closed-loop schermms|ynthe feedback-aided phase rotation
and feedback-aided power allocation regimes designeatfiedng transmit diversity for a system using
SSK modulation. The simulation results extracted from 6i§.to Fig. 6.10 demonstrated that in addition
to achieving transmit diversity, the proposed scheme albarmces the robustness of the system to chan-
nel effects, such as spatial correlation and channel estimarrors. The advocated schemes performe
better than the original SSK modulation in the scenario efritaRician fading channels. Moreover, in
Section 6.3 a diagonal LDC scheme was proposed, which ibtmpéstriking a flexible trade-off be-
tween the maximum attainable diversity as well as multipigxain. By activating only a single transmit
antenna in each transmission time slot, the proposed dagarC scheme is also capable of dispensing
with the synchronization between transmit antennas, asasekducing the complexity of the receiver
by using a single-stream ML detector. Furthermore, a coatluin of the diagonal LDC and the ST-SSK
scheme was proposed in Section 6.3, which provides a trasrersity gain for both the SSK modu-
lated and LDC coded information bits. The scenarios consdlan this chapter may be streamlined into
six typical systems, whose parameters are summarised e 8&b The corresponding simulation results
are protrayed in Table 6.7, which considers three group®wiparisons quantifying the advantages of
the proposed schemes.



6.4. Chapter Summary

142

Table 6.6: Simulation Parameters

Channel Code

Convolutional codeg

Coding Rate,

1

3

Interleaver Length 1500
Channel Spatial Correlatipn,.hj Pniy = 0,0.05,...,0.95
Rician FactorA A=0,05...,2
Channel Estimation Errdr, h, =0,0.05,...,0.2
Number of antenna , N, 2,1
System 1 : S{NTx Rx)) ( )
Modulation 2-SSK
Quantization bits 1
Number of antenna , N 4,1
Modulation 4-SSK
Quantization bitd 2
Number of antennag N7y, Ngy)) 4,1)
Modulation 4-SSK
System 3 -
ST-SSK Time SlotL 3
Quantization bit® 2
Number of antenna , N 8,1
System 4 | {812, Ne)) (8.1)
Modulation 8-SSK
Number of antenna , N, 4.1
System 5 S{NTx Rx)) : ( )
LDC diagonal LDC4122-8QAM
Number of antenna , N 4,1
System 6 E(NTX Rx)) : ( )
LDC diagonal LDC4122-4QAM
SSK 4-SSK
ST-SSK Time Slofl’ 2
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Table 6.7: Performance Summary

System Comparison BER Performance (uncoded/coded) R | Detector
Parameter | Schemes SNR=15dB| p=0.8 A =2 herror = 0.1 (bits com-
SNR=4dB [sym) | -plexity

System 1 in| Conventional 1.5-1072 | 4-1073| 2-1073 5.102 1 8
Table 6.6 | SSK 4102 | 2-107'| 5.1072| 15-1072 3 8
Feedback-aided 1073] 3-10%| 4-107*| 15-1072 1 8

Phase rotation 3-1007%| 4.1073 104 1072 3 8
Feedback-aided 1073 3.103| 4-107* 2-1072 1 8

Power allocationl  3-103 1072 | 3-107* 102 : 8

System 2 in| Conventional 1.5-1072 | 1.5-1073 | 1.5-1073 812 2 16
Table 6.6 | SSK 3-102 | 15-107! 1071 4-1072 3 16
Feedback-aided| 5-1073 1073 1073 7-1072 2 16

Power allocation|  4-107% | 8-1072 | 3-1072 21072 : 16

System 3in| ST-SSK 4-100*| 4-107°| 8-1072 7-1073 z 48
Table 6.6 2-107* | 9-1072| 3-107! 6-1072 z 48
ST-SSK+ 1074 3-107°| 21072 6-1073 z 48

power allocation| 2107 | 4-1072 | 4-1072 5-107° 3 48

System 4 in| Conventional 2-1072 - - - 3 32
Table 6.6 | SSK 3-1071 - - - 1 32
System 5 in| Diagonal LDC 3-1073 - - - 3 256
Table 6.6 107! - - - 1 256
System 6 in| Diagonal LDC 3-1073 - - - 3 512
Table 6.6 | + ST-SSK 3-1072 - - - 1 512




Chapter

Conclusions and Future Work

In this treatise, closed-loop multiple antenna aided wsglcommunications systems using limited feed-
back is studied, with the goal of improving the efficiency leé {CSIT acquisition and exploitation. Four
particular applications of closed-loop based MIMO schemesinvestigated in this thesis, namely the
TxMF aided single-user MISO system of Chapter 3, the TxERfea@isingle-user MIMO system of
Chapter 4, the linear MUT aided multi-user SDMA downlink alissed in Chapter 5 and the spatial
modulation aided single-user MIMO system detailed in Chapt This chapter summarises the key
contents and contributions of each chapter and preseritsntbst salient conclusions. Then some de-
sign guidlines for closed-loop MIMO system using limiteeédback are provided in Section 7.2. Our
suggestions for future research are outlined thereafter.

7.1 Chapter Summaries

7.1.1 Chapter 1

Chapter 1 constitutes the general background of our sttidiesghout this thesis. More specifically, a
brief review of MIMO techniques, especially closed-loopNUD techniques was provided in Section 1.1.
Then the scope of this thesis was specified in Section 1.2 edder, Section 1.3 outlines the focus of
each chapter. Finally, the novel contributions were dbscrin Section 1.4.

7.1.2 Chapter 2

Chapter 2 discussed three key topics in closed-loop MIMOrmanication, namely the channel model
in Section 2.1, the linear transmit preprocessing philbgojm Section 2.2 and the CSI quantisation
in Section 2.3. This chapter is the foundation of the entiresis. The algorithms described in this
chapter, including the channel modelling algorithms, th@dmit preprocessing algorithms and the CSI
guantisation codebook generation algorithms were extelysiised in the following four main chapters.

More explicitly, Section 2.1 commenced with a general dpion of wireless channels in Sec-
tion 2.1.1, where slow frequency-flat/narrow-band Rayldaging channels were considerred. Then the
algorithms of MIMO channel modelling were introduced in &t 2.1.2, where the modelling of the
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spatial- and of temporal-domain proporties were presemetiction 2.1.2.1 and 2.1.2.2, respectively.
Using these modelling algorithms, an example of a MIMO clehiwaving two transmit antennas and a
single receive antenna was portrayed in Section 2.1.3. iftndation results shown in Figs. 2.6 and 2.7
demonstrated that the joint distributions of the two chhmmeelopes and channel phases are different
from each other, and vary with the spatial correlation coigffit. Hence, two different CSI quantisers
specifically designed for the channel envelope and charaslgovectors were required.

Moreover, Section 2.2 introduced five linear transmit poepssing algorithms, which are classified
into algorithms designed for single-user scenarios, thioly the Transmit Matched filter (TxMF) and
the Transmit Eigen-Beamforming (TXEBF) detailed in Seta2.1, as well as the Multi-user Transmit-
ter (MUT) algorithms conceived for multi-user scenariogliiding the Transmit Zero-Forcing (TxZF),
Transmit Minimum Mean Square Error (TXMMSE) and Transmibd Diagonalization (TxBD) dis-
cussed in Section 2.2.2. Four aspects were highlightedaftt g#ansmit preprocessing algorithm, which
are the algorithms’ derivation, their benefits, consteaantd the required feedback information. A sum-
mary of these transmit preprocessing schemes was provideabie 2.3 of Section 2.2.3. The specific
type of the required CSI was classified into six categoridgclvare explicitly listed in Section 2.2.3.

Furthermore, the design of CSI quantisers was presenteddtiof 2.3. A general introduction to
guantization was provided in Section 2.3.1, along with tiede-Buzo-Gray (LBG) codebook genera-
tion algorithm. Then three types of quantisers were intcedy which were classified according to the
distance metrics employed for measuring the quantisatimr between the unquantised and the cor-
responding quantised data points. More explicitly, qusms using the Euclidean distance metric were
discussed in Section 2.3.2, which is applicable for arbjitiguantizers such as scalar, vector, matrix,
real-valued and complex-valued schemes. The LBG algonitfasiemployed for generating codebooks
having an arbitrary size. The averaged guantisation egosus the number of quantisation bits for
2-dimensional Rayleigh distributed real-value vectors wllastrated in Fig. 2.11. The second type of
guantisers using the chordal distance was detailed in@e2tB.3, which was designed for unitary vec-
tors. The codebook generation using the LBG algorithm wéaildd in Section 2.3.3, and the averaged
guantization error versus the number of quantization bés iNustrated in Fig. 2.12 for 2-dimensional
unitary vectors. The third type of quantisers using the RieBtudy distance was detailed in Section 2.3.4,
which is used for unitary matrices. The corresponding codklwas constructed either using the Grass-
mannian subspace-packing results available in the opaatiitre [133] or was randomly generated. The
averaged quantisation error versus the number of quantisaits for a(4 x 2)-element unitary matrix
was illustrated in Fig. 2.13.

7.1.3 Chapter 3

Chapter 3 investigated the design of the TxMF aided closeg-kingle-user MISO system illustrated in
Fig. 3.1. First of all, Section 3.1 commenced with the inggdion of the achievable ergodic channel
capacity using quantised CSI. Four different quantisenewempared in Section 3.1.1, and the results
illustrated in Fig. 3.3 demonstrated that the achievaledic channel capacity is maximized by using
the Grassmannian line-packing quantiser detailed in @22ti3.3 and by feeding back the unitary prepro-
cessing vecto%. The performance of the Grassmannian line-packing queantias further investigated
in Section 3.1.2, where both spatially independent andailyatorrelated channels were considered.
The simulation results portrayed in Fig. 3.4 and 3.5 denmatedd that the achievable ergodic channel
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capacity of a TXMF aided closed-loop MISO system using evsimgle 1-bit quantized CSIT is always
higher than that of its open-loop counterpart. The achievalannel capacity gain versus the number of
feedback bits initially increases rapidly, but the impnments become more modest, when the value of
feedback bits becomes higher.

Moreover, Section 3.2 investigated the achievable ergdaémnel capacity in a more realistic sce-
nario, where the channel estimation error, the pilot sysiteignalling overhead, the CSI quantisation
error as well as the CSl feedback signalling overhead wépmastidered. The basic pilot-assisted chan-
nel estimation algorithm described in Section 3.2.1 wasleyepl for simplicity. Using the closed-form
capacity formula of Equations (3.5) and (3.8) derived int®ec3.2.2, the achievable ergodic capacity
of an open-loop and of a TxMF aided closed-loop MISO systeencampared in Section 3.2.3 using
Mounte-Carlo simulation. The simulation results shown igsF3.7, 3.8 and 3.9 demonstrated that the
potential capacity improvements of using a closed-loopgtieand an increased number of transmit an-
tennas are indeed achieveable for slowly fading channei®rbde for relatively rapidly fading channels.
The main reason for this observation is that a large propouf the channel capacity has to be sacrificed
for pilot signalling, especially for systems having a higlmber of transmit antennas. The feedback
overhead also imposes a capacity degradation, but thissssigbstantial than the effects of the pilot
signalling overhead.

Since the investigations of Section 3.2 illustrated that ot signalling overhead imposed a seri-
ous performance degradation, a novel pilot overhead riestustheme was proposed in Section 3.4 for
rapidly fading channels. The philosophy of our proposedesthis that the pilot symbols were mul-
tiplied with the unitary preprocessing vectors containedhie pre-defined codebook, so as to replace
the consecutive transmission of pilots by their simultarsetpansmission. The corresponding new frame
structure was shown in Fig. 3.10. The main difference in canispn to that of Fig. 3.6 is that the number
of the pilot symbols becomes independent of the number péinit antennas, instead, it is related to the
codebook sizeQ|. This will dramatically reduce the capacity loss caused it gymbols, especially
when the number of transmit antennas is high, while the aoalebize is limited. The simulation results
shown in Fig. 3.11 demonstrated that a significant improvemas achieved using the proposed pilot
signalling algorithm. For example, if we have a normalisemppler frequency of s, —norm = 0.1, five
transmit antennas, a single receiver antenna and a codetitokwo entries, using the conventional
pilot signalling scheme of Fig. 3.60% of the channel capacity loss is imposed by the insertionlof pi
symbols. By contrast, using the proposed scheme shown il8Hif, only20% of the effective capacity
is used for pilot invoked for channel estimation.

Furthermore, another novel technique referred to as Pjlotf®| Assisted Rateless (PSAR) coding
was proposed in Section 3.4. After briefly introducing theeless coding philosophy in Section 3.4.1,
the system model was presented in Section 3.4.2, where ¢dbdek CSI was used not only for TxBF
preprocessing, but also for channel encoding. The philosab our proposed PSAR scheme is that
a predetermined fraction of binary pilot symbols is intersed with the channel-coded bits before the
channel coding stage, instead of multiplexing the pilotthwhe data symbols after the FEC stage but
before the modulation stage, as in classic Pilot SymbolsAasdiModulation (PSAM) used in previous
sections. As a result, the PSAR code-aided transmit prepsity scheme succeeds in gleaning more
beneficial knowledge from the inserted pilots, becauseitbehits are not only useful for estimating the
channel at the receiver, but they are also beneficial in tefrsignificantly reducing the computational
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complexity of the rateless channel decoder. The detailsjd®f the proposed PSAR scheme, including
the transmit distribution selector, the encoding proctssiransmission and the decoding process were
explicitly discussed in Sections 3.4.2.1to 3.4.2.4. Thau$ation results shown in Fig. 3.18 demonstrated
that a more thaB(0% decoder complexity reduction can be attained by the prapsgstem, when com-
pared to the corresponding benchmarker scheme having e gidot overhead but using the classic
PSAM technique.

7.1.4 Chapter 4

Chapter 4 investigated the design of the TXEBF aided clés®al-single-user MISO system. First of
all, relying to Section 3.1, where the achievable ergodfgaciy of a TXMF aided closed-loop single-
user MISO system was analysed, the achievable ergodicitapéa TXEBF aided closed-loop single-
user MIMO system was detailed in Section 3.1. More explicithe CCMC capacity achieved with
the aid of perfect CSIR/CSIT was detailed in Section 3.1.iene the upper-bound of the achievable
ergodic capacity was provided and illustrated in Fig. 4.2ef the CCMC capacity associated with
perfect CSIR in combination with quantized CSIT was disedsa Section 4.1.2. The required feedback
information, namely the power allocation vector and thévatdéd eigen-beam vector, were discussed in
Section 4.1.2. The simulation results portrayed in Figiltustrated the achievable ergodic capacity gain
versus the number of quantization bits, which demonstridgithe achievable capacity gain may indeed
be attained, when using a sufficiently high number of quatioa bits.

Given the CSIT, the novel Linear Dispersion Code (LDC) aide&BF scheme of Section 4.2 may
be invoked. After providing a brief introduction to LDCs ire&ion 4.2.1, our proposed algorithm of
Fig. 4.8 was detailed in Section 4.2.2, along with the déioveof the achievable capacity of the proposed
scheme. The philosophy of the scheme advocated is that tHalated symbols are first LDC encoded
before preprocessing by the TXEBF weighting vectors. Arwéll the LDCs, the proposed scheme
is capable of achieving the maximum attainable diversity gad of approaching the Discrete-Input-
Continuous-Output Memoryless Channel's (DCMC) capaaitydn arbitrary number of transmit and
receive antennas. The simulation results of Figs. 4.9, dnti}4.11 were interpreted in Section 4.2.3 and
demonstrated the advantages of the proposed scheme indktinesachievable DCMC capacity as well
as the attainable BER performance.

In contrast to the LDC aided TXEBF scheme discussed in Sedt®, where the LDCs were em-
ployed to eleminate the difference between the decompatledgmnal eigen-beams, the algorithm pro-
posed in Section 4.3 exploited the different channel qualitthe orthogonal eigen-beams for unequal-
protection video transmission. A brief introduction to tHe264/AVC video codec was provided in
Section 4.3.1, which illustrated that the information ls#presenting a compressed video source signal
have unequal error sensitivity. The philosophy of the psglbscheme is to transmit the more sensitive
video bits through the eigen-beam having a higher eigemeyalhile transmitting the less sensitive video
bits through the eigen-beams corresponding to a lower eigkre. The system model was detailed in
Section 4.3.2. The simulation results of Figs. 4.13 and i Bection 4.3.3 demonstrated that improved
video transmission quality was achieved using the propsskdme.
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7.1.5 Chapter 5

Chapter 5 investigated the design of the linear MUT aidedexdedloop SDMA downlink. In contrast
to the previous two chapters, where the feedback channehssmsned to be noise-free and delay free,
the detrimental effects of imperfect feedback channelsvimrestigated in this chapter. More explic-
itly, three scenarios of imperfect feedback channels wensidered, namely bandwidth-limited, error-
contaminated and delayed feedback channel. Three nowidek schemes were proposed correspond-
ing to the aforementioned three types of imperfect feediochekinel.

First of all, the novel concept, of Exit-Chart Optimized GRliantization (ECO-CQ) was proposed
in Section 5.1. After briefly reviewing the pilot-aided ClRtienation and CIR feedback illustrated in
Fig. 5.2, the philosophy of the proposed scheme was detail&ection 5.1.1, explicitly the ECO-CQ
assists the system in maintaining the lowest possible @8bfeck overhead, while ensuring that an open
EXIT-tunnel is still attainable so as to achieve an infinitedly low BER. The proposed scheme was
applied in a TxBD aided SDMA downlink system, whose systendehavas detailed in Section 5.1.2
and the related EXIT-Chart analysis was provided in Sedidr3. The simulation results of Fig. 5.9 in
Section 5.1.4 demonstrated that the proposed ECO-CQ mageadte normalised feedback overhead
compared to the conventional Channel Quantizer (CQ). Fsiamte, as summarised in Table 5.2, the
ECO-CQ aided iterative downlink SDMA system using an averai2.7 quantization bits per CIR co-
efficient achieves &0% normalised overhead reductionit/ Ny = 5dB, compared to the conventional
CQ aided benchmark system.

Moreover, a soft decoding assisted MIMO CIR recovery scheamproposed in Section 5.2, which
is capable of minimising the distortion imposed by erraoy@ feedback channels. The proposed scheme
was applied in a TXMMSE assisted MISO multi-user SDMA systesnich is illustrated by Fig. 5.10 in
Section 5.2.1. The soft decoding algorithm was detaileckirtin 5.2.2. More explicitly, the CIR recon-
structed at the transmitter using the proposed soft VQ dedadconstituted by a linear combination of
the codebook entries recovered from the error-contantdnaieeived signal. As a result, this design does
not rely on the straightforward feedback of a specific CIRstaplex or of an entire CIR’s index. A visu-
alisation of the proposed algorithm was offerred by Fig15.The simulation results of Figs. 5.12, 5.13
and 5.14 Section 5.2.3 demonstrated that both the averagesteuction error and the achievable BER
performance were improved using the proposed soft VQ decode

Furthermore, a periodically activated CIR update schemglaimg a channel predictor at the DL
transmitter for predicting the CIR taps for each future sghttansmission instant was proposed in Sec-
tion 5.3. Hence this scheme mitigates the performance datiom imposed by the associated signalling
delays. The design of long-term channel prediction inclgddoth the scalar and vector quantiser was
introduced in Section 5.3.1. Then a Predictive Vector Qaant{PVQ) of Fig. 5.17 was discussed in
Section 5.3.2. The simulation results were illustratedent®n 5.3.4. Compared to a conventional Vec-
tor Quantizer (VQ), the PVQ has significantly reduced the @&lback bit rate. Hence, the new PVQ
scheme was capable of providing more accurate CIR infoamair of supporting a channel having a
higher Doppler frequency in comparison to a conventionalWwi@lle using a fixed feedback bit rate.
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7.1.6 Chapter 6

Chapter 6 investigated the design of the Spatial Moduldsi) aided open-loop and closed-loop single-
user MIMO. Section 6.1 commenced with a literature reviewsbdf schemes, along with the detailed
portrayal of the SM algorithm, and its comparison to the emivnal Amplitude and Phase Modulation
(APM). It was demonstrated in this section that the SM is titried by a combination of Space Shift
Keying (SSK) modulation and a SIMO system using the coneeati APM. The intrinsic feature of
the SSK modulation is that it exploits the independent fadihthe different transmit antennas signals,
which allows the system to dispense with transmit antennatspnisation, while exhibiting a robustness
to channel estimation errors. As a result, the SM scheméigd@rtain advantages over other MIMO
schemes.

Moreover, three novel schemes, namely the open-loop SpamSpace Shift Keying (ST-SSK) de-
signed for systems having more than two transmit antenhas]a@sed-loop feedback aided phase rotation
conceived for systems having two transmit antennas andidsed:loop feedback assisted power allo-
cation were proposed in Section 6.2 in order to achieve ailsahsmit diversity for SSK modulation.
More explicitly, following the philosophy of STBC, the STS& scheme was proposed in Section 6.2.1
for scenarios having more than two transmit antennas, wégploys multiple transmit time slots for
achieving transmit diversity. Then, in Section 6.2.2, thedback aided phase rotation scheme was dis-
cussed, when relying on two transmit antennas. Anotheedksop scheme using feedback aided power
allocation was proposed in Section 6.2.3 for systems hagingrbitrary number of transmit antennas.
Our simulation results were discussed in Section 6.2.4usi@ parameters listed in Table 6.4. The pro-
posed schemes were capable of significantly improving theeeable uncoded BER performance over
i.i.d. Rayleigh fading channels as well as over Riacianrfgdihannels, as illustrated in Figs. 6.5, 6.6
and 6.9, respectively. Additionally, the robustness tcsietial correlation and channel estimation errors
was also improved by employing the proposed scheme, asdtad in Figs. 6.8 and 6.10.

Furthermore, a novel transmit diversity aided spatial nfatittn scheme was proposed in Section 6.3,
which is a combination of the ST-SSK scheme and of the nowgatial LDC scheme. The diagonal
LDC detailed in Section 6.3.1 is capable of achieving theimam attainable transmit diversity, activat-
ing only a single transmit antenna at each symbol instamt,raducing the complexity of the detector.
Then in Section 6.3.2, the novel diagonal LDC was combingt thie ST-SSK schemes proposed in Sec-
tion 6.2.1, which compensate the throughput loss causetidogrployment of ST-SSK scheme. This
scheme provided a more flexible transmission arrangemgdigmonstrated by the simulation results of
Fig. 6.12 and 6.13.

7.2 Design Guidelines

Our guidelines conceived for the design of closed-loop MIBiGtems using limited feedback are sum-
marised in this section as illustrated in Fig. 7.1 by exangrihe various schemes investigated throughout
Chapter 3 to Chapter 6. More explicitly, we may formulateftiitowing general design steps in order to
acquire and exploit the CSIT, and hence to maximise the lisrdfusing closed-loop schemes.

1. Step 1: Design appropriate transmit preprocessing schemes umelassumption of having perfect
CSIT.
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Step 1 Step 2 Step 3 Step 4 Step 5

tPa%ssignr?t Determin Design Improve Joint
preprocessing _feedback CSl Csl fimisati
algorithms information quantizer transmissio optimisation

Figure 7.1: Flow chart of the five-steps design procedure.

Example:The transmit preprocessing algorithms detailed in Se@i@rand employed throughout
Chapter 3 to Chapter 5 were derived assuming that perfect @8$ available. The benefits of
these schemes were quantified for example in Fig. 3.2 of @e8til and Fig. 4.2 of Section 4.1.1.
The feedback-aided phase rotation scheme of Chapter 6 sadedigned assuming the availability
of perfect CSIT as illustrated by Equation (6.8).

2. Step 2: Determine the specific type of the required feedback infeionawhose entropy has to be
as low as possible.
Example:It was demonstrated in Fig. 3.3 of Section 3.1.1 that feetak the unitary beamform-
ing vector is more efficient than that of the entire CIR vedétora TXMF aided closed-loop MISO
system, since the former one exhibits a lower entropy tharetiter one.

3. Step 3: Design an efficient quantiser based on the statistical ptiepeof the required feedback
information. The distortion metric of the quantiser may be tonventional MSE metric, but the
employment of a direct data-link performance related roétrpreferable.

Example: The different statistical properties of the channel phasgtor and channel envelope
vector were characterized in Figs. 2.6 and 2.7 of Sectior82vthich illustrated the importance
of considering the statistical properties of the quantithé¢ quantized during the quantiser design.
The quantisers employed in this thesis included the MSEssctor quantiser of Section 2.3.2,
the Grassmannian quantiser of Section 2.3.3 and 2.3.4 dtof fhe quantisers were designed
following this principle. The employment of the MSE metriestribed in Section 2.3.2 is straight-
forward, which relies on the employment of the LGB algorittoncodebook generation. However,
the chordal distance described in Section 2.3.3 and thenF8hiidy distance of Section 2.3.4 are
more favourable, since they are capable of maximizing tteelilék’s received SNR and achievable
mutual capacity, respectively.

4. Step 4: Improve the efficiency and robustness of the quantiser byl@nmg conventional source
compression.
Example: The PVQ scheme proposed in Section 5.3 enhanced the effioidribe quantiser by
exploiting the temporal correlation of the MIMO channel.€eT$pft decoding algorithm discussed
in Section 5.2 minimised the distortion imposed by the fee#lchannel. These two approaches
are commonly employed in the design of source encoders 291, 9

5. Step 5: Joint optimisation of the data transmission link and the @8tback link based on the
ultimate target performance metric.
Example: The ECO-CQ scheme of Section 5.1.1 provided a framework fomnising the feed-
back overhead based on a specific target BER performancege.gpen EXIT-Chart tunnel) of
the data-link.
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7.3 Future Work

It appears promsing to extend our work reported in this thiesihe following directions.

1. In Chapter 3, we investigated the capacity loss imposegilbirassisted channel estimation. It
would be interesting to identify the capacity loss imposgdiiore accurate channel estimation
schemes, such as decision-feedback channel estimatioh [@&rder to minimise the effects of
the estimation errors. Alternatively, it would be benefi¢@investigate the capacity loss, when
using semi-blind [31, 32] or entirely blind [33] channeligsition, where the signalling overhead
associated with channel estimation is minimised.

2. In Chapter 4, we demonstrated that the TXEBF is capableoviding unequal error protection
to the video stream, hence it is capable of enhancing theid@smission quality. It would be
interesting to investigate the optimal combination of tix&BF and the channel codes for the sake
of achieving various Quality of Service (Qos) requiremeritkis work may also be extended to
audio system and 3D video.

3. In Chapter 5, the problem of minimising feedback overh@aidimising the reconstruction error
imposed by the error-contaminated feedback channel andtigfating the feedback delay were
treated separately in three distinctive sections. It wdnddnteresting to design a robust system
jointly considering all these three aspects, and to evaliisiperformance.

4. In Chapter 6, the throughput of SSK modulation increasggrithmically with the number of
transmit antennas, which is inefficient. It would be intérgsto combine our proposed schemes
with the generalised SSK modulation scheme proposed if jhZ8der to increase its throughput.
Moreover, it would be beneficial to investigate the appiaatof spatial modulation in a multi-
user scenario. Since less transmit antennas are activatattasieously at each symbol interval,
the resultant inter-user interference might become quifterent from that of the system using
traditional MIMO schemes.

5. Scheduling algorithms [51] were not considered in oudywtut would be necessary to combine
the algorithms proposed in the thesis with user scheduliggrithms operating in multi-user or
multi-cell scenarios.
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