
University of Southampton Research Repository

ePrints Soton

Copyright © and Moral Rights for this thesis are retained by the author and/or other 
copyright owners. A copy can be downloaded for personal non-commercial 
research or study, without prior permission or charge. This thesis cannot be 
reproduced or quoted extensively from without first obtaining permission in writing 
from the copyright holder/s. The content must not be changed in any way or sold 
commercially in any format or medium without the formal permission of the 
copyright holders.
  

 When referring to this work, full bibliographic details including the author, title, 
awarding institution and date of the thesis must be given e.g.

AUTHOR (year of submission) "Full thesis title", University of Southampton, name 
of the University School or Department, PhD Thesis, pagination

http://eprints.soton.ac.uk

http://eprints.soton.ac.uk/


 

 

UNIVERSITY OF SOUTHAMPTON 

 

FACULTY OF LAW, ARTS AND SOCIAL SCIENCES 

 

School of Management 

 

 

 

 

 

 

 

Credit Risk Models for Mortgage Loan Loss Given Default 

 

by 

 

Mindy Leow 

 

 

 

 

 

 

 

 

 

 

Thesis for the degree of Doctor of Philosophy 

 

August 2010 

 



 

II 

 

 

 

 

 

 

 

 

 

 

To my lgz.



 

III 

UNIVERSITY OF SOUTHAMPTON 

 

ABSTRACT 

 

FACULTY OF LAW, ARTS AND SOCIAL SCIENCES 

SCHOOL OF MANAGEMENT 

 

Doctor of Philosophy 

 

CREDIT RISK MODELS FOR MORTGAGE LOAN LOSS GIVEN DEFAULT 

by Mindy Leow 

 

Arguably, the credit risk models reported in the literature for the retail lending 

sector have so far been less developed than those for the corporate sector, 

mainly due to the lack of publicly available data.  Having been given access to a 

dataset on defaulted mortgages kindly provided by a major UK bank, this work 

first investigates the Loss Given Default (LGD) of mortgage loans with the 

development of two separate component models, the Probability of Repossession 

(given default) Model and the Haircut (given repossession) Model.  They are then 

combined into an expected loss percentage.  Performance-wise, this two-stage 

LGD model is shown to do better than a single-stage LGD model (which directly 

models LGD from loan and collateral characteristics), as it achieves a better R-

square value, and it more accurately matches the distribution of observed LGD.  

We next investigate the possibility of including macroeconomic variables into 

either or both component models to improve LGD prediction.  Indicators relating 

to net lending, gross domestic product, national default rates and interest rates 

are considered and the interest rate is found to be most beneficial to both 

component models.  Finally, we develop a competing risk survival analysis model 

to predict the time taken for a defaulted mortgage loan to reach some outcome 

(i.e. repossession or non-repossession).  This allows for a more accurate 

prediction of (discounted) loss as these periods could vary from months to years 

depending on the health of the economy.  Besides loan- or collateral-related 

characteristics, we incorporate a time-dependent macroeconomic variable based 

on the house price index (HPI) to investigate its impact on repossession risk.  We 

find that observations of different loan-to-value ratios at default and different 

security type are affected differently by the economy.  This model is then used 

for stress test purposes by applying a Monte Carlo simulation, and by varying the 

HPI forecast, to get different loss distributions for different economic outlooks. 
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Introduction 

1 

CHAPTER 1. INTRODUCTION 

 

 

The term credit risk refers to the risks associated with lending as financial 

institutions run the risk of losses if debtors default on their loans.  In order 

to absorb some of these losses, banks hold certain levels of capital – the 

more they hold, the less risky it is that they would encounter bankruptcy, but 

it also means that they would make less profit.  How much a financial 

institution holds not only depends on their risk appetite, as the Basel II 

accord regulates the minimum amount of capital it should hold.  In order to 

comply with these regulations, an institution is required to estimate a 

number of components that make up credit risk losses.  They are the 

Probability of Default (PD), Exposure at Default (EAD) and Loss Given Default 

(LGD).  In this thesis, a series of novel approaches for LGD estimation are 

developed and validated, thereby focusing mostly on the LGD of mortgage 

loans.   

 

This first chapter provides a brief introduction to the Basel II accord, its 

history and implications, and the credit risk components it defines.  Also, 

further background information is included about the consumer lending 

portfolios that are the main focus of this thesis, i.e. UK mortgage loans.  At 

the end of the chapter, the three main research parts of this work are 

introduced and motivated, and the main research contributions are identified.  

Subsequently, this thesis will explore the credit risk models associated with 

residential mortgage lending in three parts.  First, a loss model is developed 

for the prediction of mortgage loan LGD, which, in the second part, is further 

extended by including macroeconomic variables.  In the third part, mortgage 

loan loss is reinvestigated using a different modelling technique, viz. survival 

analysis, which will provide a novel framework to stress test the estimates.  

Chapter 2 will detail the data used in the analysis.  The three main research 

parts are then documented in Chapters 3 to 5, respectively.  Chapter 6 

concludes with a summary of the main results and issues for further work.  
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1.1 Basel Committee and Basel II Regulations 

 

The Basel Committee on Banking Supervision was established by central bank 

governors of 10 major industrial countries at the end of 1974, with the aim 

of providing a set of broad supervisory standards or guidelines for regulatory 

bodies to adapt for banking infrastructures in different countries.  Although 

the committee does not carry any formal or legal powers, it has the 

endorsement of governments to steer banking practises in individual 

countries towards two main objectives: that no foreign banking institution 

escapes supervision; and that this regulation should be adequate (Basel 

Committee on Banking Supervision (2001)).  In 1988, a set of 

recommendations were introduced, which regulated minimum capital 

requirements of financial institutions in an attempt to decrease the chance of 

bank insolvency.  This is commonly known as the Basel Capital Accord (also 

referred to as “Basel I”), and was subsequently adopted across many non-

member countries by banks that were active in international banking.  Under 

Basel I, the different assets of a financial institution are categorised into five 

different risk classes and assigned a respective risk weight.  Capital ratio, 

defined as the ratio of available capital to weighted risk assets, should then 

be at least 8%. 

 

In June 1999, the committee set out to define a second Capital Accord, 

commonly known as Basel II, mainly because different kinds of loans that 

would have different risk levels were not adequately differentiated and 

acknowledged; for example, loans that were backed by security (also known 

as collateral) should be considered less risky than those that are not.  

According to recent surveys by the Financial Stability Institute, 95 countries 

are expected to implement some form of the Basel framework by 2015, 

which would translate to more than 5,000 financial institutions controlling 

about 75% of banking assets (Financial Stability Institute (2004), Financial 

Stability Institute (2006)).  This widespread implementation of the Basel II 

Accord highlights the impact it will make on the stability of the financial 

sector and hence the world economy.  It was unfortunate timing that the 

implementation of Basel II was carried out by international banks as from 

January 2008 just as the world economy destabilized.   
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The Basel II Accord consists of three pillars: the Minimum Capital 

Requirement, the Supervisory Review Process, and a part relating to Market 

Discipline and Public Disclosure.  Pillar I encompasses three main types of 

risk.  They are credit risk, defined to be risks associated with bank lending; 

operational risk, defined to be risk arising from the internal operations or 

staff of the financial company; and trading book issues (known as market 

risk), defined to be risks related to financial instruments or assets held for 

the purpose of hedging.  Nestled within Pillar I of the new Basel II capital 

framework, there are guidelines and rules on the minimum amount of capital 

that financial institutions are required to hold for their estimated exposure to 

credit risk, market risk and operational risk.  According to the most advanced 

approach of these (cf. infra), the minimum capital required by financial 

institutions to account for their exposure to credit risk is to be calculated for 

each section of their credit risk portfolios, via three components: the 

Probability of Default (PD), i.e. the probability of default of a debtor in the 

following 12 months; Exposure at Default (EAD), the outstanding amount at 

default; and the Loss Given Default (LGD), the proportion of the remaining 

loan that the bank would be unable to recover.  Expected Loss (EL) is then 

derived to be the product of the three, for example, a £50,000 loan that has 

a 2% chance of going into default and a 10% LGD would have an expected 

loss of 0.02 x 0.1 x 50,000 = £100.   

 

Banks can choose to implement either one of two approaches, the 

Standardized Approach or the Internal Ratings Based (IRB) Approach.   

 

Table 1.1: Risk components to be developed according to Basel II Approaches 

 PD EAD LGD 

Standardised Approach  - - - 

Foundation IRB Approach  Internal Supervisory Supervisory 

Advanced IRB Approach Internal Internal Internal 

 

The Standardized Approach, essentially an extension of the first Basel Accord, 

does not require any internal estimation of PD or LGD parameters.  It divides 

bank liabilities into sections and dictates that the capital to be set aside 

should be a direct percentage of the value of exposures.  For example, most 
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retail exposures are risk weighted at 6% of the loan, while residential 

mortgages are at 2.8%.  The IRB approach is further split into two and can be 

implemented using either the Foundation IRB Approach or the Advanced IRB 

Approach.  Under both IRB approaches, the bank portfolio is split into five 

asset classes, which are (a) corporate, in which five further sub-classes are 

defined (project finance, object finance, commodities finance, income-

producing real estate, and high volatility commercial real estate); (b) 

sovereign; (c) bank; (d) retail, which is further divided into three sub-classes 

(exposures secured by residential properties, qualifying revolving retail 

exposures, all other retail exposures); and (e) equity.  In these asset classes, 

(internal or external) estimates must be provided for each of the three credit 

risk components, viz. PD, EAD and LGD.  The estimates from these risk 

models are then inputs to a series of risk-weight functions defined in the 

Basel II document.  Under the Advanced IRB Approach, financial institutions 

are required to develop their own models for the estimation of all three 

components for each section of their credit risk portfolios, subject to an 

estimate floor value (for example, the minimum PD is set to be 0.03%), 

whereas only the PD component is required for non-retail under the 

Foundation IRB Approach (see Table 1.1).   

 

Expected losses, which should be calculated via the three credit risk 

components, are alternatively known as provisions, because they should be 

incorporated into the pricing of the loan.  Also part of the first pillar is the 

calculation of Unexpected Loss (UL), for which regulatory capital is required, 

which is a function of PD, downturn LGD, EAD, and a correlation parameter 

among loans.  This calculation is based on a Value at Risk (VaR) Model to 

estimate unexpected loss based on a 99.9% confidence level; i.e., assuming 

all model assumptions were correct, there is a 0.1% chance, or a once in a 

1,000 years occurrence, that the amount of capital set aside would not cover 

the unexpected losses, which would in theory cause the financial institution 

to enter insolvency.         

 

The second pillar of Basel II, the Supervisory Review Process, aims to 

highlight not only the responsibility of regulatory bodies in terms of 

supervision and transparency, but also the responsibility of the banks 

themselves in terms of the development of an internal system of risk 
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assessment.  This would include any aspects of risk not covered by Pillar I, as 

well as having a risk management structure in place, for example for when to 

backtest and, if necessary, update the model, or what measures to undertake 

when the bank takes on unexpected losses.  The third pillar of Basel II aims 

to introduce a standard set of terms for disclosure that all participating 

financial institutions would have to adhere to.  More details for the second 

and third pillars can be found in the online Basel II documentation and will 

not be covered here.   

 

The Basel II accord also addresses the need and importance of stress testing, 

defined to be “a risk management tool used to evaluate the potential impact 

on a firm of a specific event and/or movement in a set of financial variables”1.  

This would straddle across both Pillars 1 (IRB only) and 2.  On the level of 

Pillar 1, it is necessary to ensure the respective internal risk models 

developed are able to adequately prepare banks for any unexpected events in 

the economy, whilst on the broader level of Pillar 2, banks should also be 

aware of correlations amongst different parts of their portfolios, and have a 

course of action in place to react to such events quickly and systematically.  

Stress testing will be again discussed in a later chapter.     

 

In addition, the recent credit crisis of 2008 has drawn much attention to the 

area of credit risk modelling.  Not only is there an increased awareness that 

these credit risk models are what underpins the amount of regulatory capital 

banks are required to hold, the quality of these models (as well as the role of 

regulatory bodies) are also questioned.  Also, even though only some 

portfolios of loans were affected (in particular, residential mortgages and the 

structured products into which they were packaged), the resulting lack of 

confidence by the public or the markets could drive a bank to the brink of 

bankruptcy, which could then affect the wider economy swiftly.  Therefore, 

the importance of building and validating robust and accurate risk models 

has become ever more apparent in recent years.       

 

 

                                                 
 
1 Section 2.1 of Stress Testing at Major Financial Institutions: Survey Results and 
Practice (Committee on the Global Financial System (2005)). 
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1.2 Mortgage loans in the UK  

 

As described in the section above, the portfolios of a financial institution can 

be broadly divided into five classes, including corporate and retail exposures.  

Traditionally, corporate exposures have had much more attention paid to 

them in the literature, which can be partly explained by the greater 

availability of (public) data and because the financial health or status of the 

debtor companies can be directly inferred from share and bond prices traded 

on the market.  However, this is not the case for retail exposures.  Retail 

exposures are further divided into three sub-classes, viz. exposures secured 

by residential properties, qualifying revolving retail exposures (e.g. credit 

cards) and all other retail exposures (e.g. Small and Medium Entities (SME) 

retail).  Each of these is given different risk-weight functions, based on their 

PD and LGD estimates.  The work here focuses mainly on residential 

mortgage loans.   

 

 

Figure 1.1: Total consumer credit: UK net lending, in sterling millions, seasonally 

adjusted, for years 1986 to 2009, source from ONS and BOE.   

 



Introduction 

7 

 

Figure 1.2: Banks UK net lending secured on dwellings (residential properties), in 

sterling millions, for years 1963 to 2009, source from ONS 

 

In the UK, until the recent downturn, lending to consumers has seen steady 

growth since the 1990s, as shown in Figure 1.1.  The drops in net lending2 

observed on the graph correspond to the two economic downturns 

experienced by the UK in 1991 and 2008.  However, we also see that net 

lending levels recovered quickly in the mid 1990s and saw a growth even 

greater than before, which again reinforces the growing importance of retail 

lending and indicates how vital it is to have a good and robust credit model 

tailored for each sub-class of retail exposures.  According to the Council for 

Mortgage Lending (CML), there are about 11.4 million mortgages worth over 

1.2 trillion pounds as of 20103.  Figure 1.2 sees how banks’ net lending 

secured on dwellings (residential properties) has grown since 1963.  After 

the economic downturn in 1991, net lending in mortgages increased from 

4.7 billion pounds to 48.9 billions pounds in 2002.  This exponential rise is 

probably due to a combination of consumers having easier access to loans 

                                                 
 
2 Net lending is the flow of gross lending less the flow of repayments. 
3 Council of Mortgage Lending website.   
URL: http://www.cml.org.uk/cml/media/press/2674. 
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and because UK house prices doubled in the 2000s (see Figure 1.3).   The 

Basel Committee has also recognised this, and close inspection of the 

amount of savings (in terms of capital) a bank can make by adopting the 

advanced IRB approach (as compared against the old Accord) shows that the 

bulk of it is in the mortgage portfolio (see Table 8 of Quantitative Impact 

Study 5 in Basel Committee on Banking Supervision (2006)).  

 

 

Figure 1.3: Halifax house price index for the UK, quarterly, non-seasonally adjusted, 

for years 1983 to 2009, source from Lloyds Banking Group 

 

In the United Kingdom, as in the US, the local Basel II regulation specifies that 

a mortgage loan exposure is in default if the debtor has missed payments for 

180 consecutive days (The Financial Services Authority (2009), BIPRU 4.3.56 

and 4.6.20; Federal Register (2007)).  In the case of residential mortgages, 

loss does not necessarily occur when an account goes into default if the 

property does not undergo repossession (and also in the case where sale 

proceeds from the property are able to cover the outstanding loan and other 

related costs).   
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When a loan goes into default, financial institutions could contact the debtor 

for a re-evaluation of the loan whereby the debtor would have to pay a 

slightly higher interest rate on the remaining loan but have lower and more 

manageable monthly repayment amounts; or banks could decide to sell the 

loan to a separate company which works specifically towards collection of 

repayments from defaulted loans; or, because every mortgage loan has a 

physical security (also known as collateral), i.e. a house or flat, the property 

could be repossessed (i.e. enter foreclosure) and sold by the bank to cover 

losses.  In this case, there are two possible outcomes: either the sale of the 

property is able to cover the outstanding loan (and the costs associated with 

default and repossession), and any excess the bank has made in 

repossessing and selling the property must be returned, so this scenario 

would result in a loss rate of zero; the alternate outcome is that the sale 

proceeds are less than the outstanding balance and there is a loss.  In the 

case where the bank does not repossess the property, or was not able to sell 

it after repossession, the loss rate is again often assumed to be zero (if no 

further data is available).  Note that the distribution of LGD in the event of 

repossession is thus capped at one end.  Another thing to note is that when a 

property undergoes repossession, one cannot expect it to fetch a price equal 

to its market value due to the circumstances.  The repossessed property is 

usually sold at a price lower than its market value and this difference is 

referred to as the haircut (defined here to be the ratio of forced sale price 

over its current market valuation) 4.  More detail is given in the next section, 

as well as in later chapters. 

 

1.3 Overview of the three research projects 

 

Having had an overview of the importance and widespread implementation of 

the Basel II Accord and an understanding of the increasing worth of the retail 

portfolio, we formulate a number of research questions that this thesis 

addresses.   

 

                                                 
 
4  Haircut can either be defined as 

valuation market current

price sale forced or 

valuation market current

price sale forced- valuation market current  
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In the first part, we investigate, using a large set of recovery data of 

residential mortgage defaults from a major UK bank, the LGD of mortgage 

loans according to the repossession procedure that defaulted mortgage loans 

would undergo.  The aim of LGD modelling in the context of residential 

mortgage lending is to accurately estimate the loss as a proportion of the 

outstanding loan, if the loan were to go into default.  A two-stage approach is 

proposed here: in order to differentiate between accounts that would be 

repossessed and those that would not, a Probability of Repossession Model is 

developed; and to investigate the level of haircut each repossessed property 

would be expected to undergo, a Haircut Model is developed.  In those 

models, a common indicator is the loan-to-value ratio, which is the ratio of 

the amount of loan over the current valuation of the property, which can be 

updated at various points of time throughout the loan period to reflect the 

amount of loan the debtor has paid back and any appreciation in the value of 

the property.  In the first part of the thesis, we therefore also investigate the 

role of the loan-to-value ratio and which is more suitable for use within each 

component model (LTV at origination, henceforth referred to as LTV; or LTV 

at default, henceforth referred to as DLTV), as well as find out what is the 

most appropriate method of combining the component models to get an 

expected loss percentage.  We note however that repossession decisions and 

hence LGD are partly related to a bank’s policy decisions (as well as external 

legislative factors); hence any statistical model will inherently have certain 

limitations as far as predictive power or forward-lookingness is concerned.  

 

In the second part of the thesis, we subsequently examine the role of 

macroeconomic variables in retail LGD by testing the inclusion of a range of 

macroeconomic variables in two different retail LGD models: the two-stage 

mortgage LGD model developed in the first part and an unsecured personal 

loans LGD model, built on a second available dataset.  There has been ample 

evidence in the corporate sector that some macroeconomic variables are able 

to improve predictions of PD and LGD, which is to be expected because a 

poor economic environment would affect all debtors, as well as magnify any 

adverse effects due to the empirical correlation found between PD and LGD.  

We are inclined to expect similar results in the retail sector and indicators 

relating to e.g. net lending, gross domestic product and interest rates are 

considered.   
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In the third and final part, we re-visit the development of an LGD model for 

residential mortgage loans.  In the previous parts, LGD models were 

developed using a combination of logistic and linear regression models.  

These regression techniques have been the popular choice and are typically 

able to produce decent predictions of LGD, but a repossession model based 

on logistic regression is only able to predict whether an event (here: 

repossession) will happen but not when.  Also, because traditional regression 

models are only able to take into account static variables, time-dependent 

macroeconomic variables (i.e. macroeconomic variables that change with 

time) cannot be fully incorporated.  Survival models, on the other hand, are 

able to incorporate time-dependent variables and produce estimates for the 

likelihood of an event happening at each (say monthly) time step.  A 

competing risks survival model is to be developed in order to reflect that a 

defaulted mortgage account could either enter repossession or be closed, 

both of which would give very different loss estimates.  Eventually, this 

model shall be used for the purpose of stress testing by applying a Monte 

Carlo simulation, and by varying the macroeconomic variables, to get 

different loss distributions for different economic outlooks. 

 

In this sense, we see that all three parts of the thesis explore the 

development of LGD models for residential mortgage loans.  Both regression 

and survival analysis methods are covered, and the role of macroeconomic 

variables in the prediction of LGD is explored.  We recognise the importance 

of stress testing and try to incorporate a suitable framework for it during our 

analysis and modelling.   

 

Hence, this work aims to contribute to the existing academic literature on 

credit risk modelling, especially the still relatively under-explored area of LGD 

models for retail exposures.  More specifically, the major contributions of 

this thesis are: 

• The development of a Probability of Repossession Model that is shown 

to perform significantly better than a model with just the commonly 

used DLTV as the explanatory variable; 

• The detailed description and empirical validation of a two-stage model 

consisting of two component models, a Probability of Repossession 

Model and a Haircut Model (which consists of the Haircut Model itself 
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and the Haircut Standard Deviation Model) to produce estimates for 

LGD, and its comparison against a single-stage model that it was 

shown to outperform;  

• Our empirical investigation based on two real-life datasets of the 

extent to which macroeconomic variables could be beneficial for LGD 

models in retail lending, the results of which suggest limited scope for 

improvement in predictive performance, particularly so for unsecured 

personal loans; 

• The development of a novel approach based on survival analysis 

models with time-dependent variables to better estimate the time 

taken for defaulted mortgage loan accounts to go from default to 

some event (repossession or otherwise), which can be used alongside 

the former two-stage model to more accurately estimate discounted 

loss;  

o It was found that the time-dependent variable (HPIG) gives 

valuable insight on how drivers of risk are different for different 

types of securities of different DLTV bands in different 

economic climates 

• The development and validation of an appropriate framework using 

Monte Carlo simulation through which mortgage loan LGD stress 

testing can be carried out and which is shown to produce intuitive 

typical and downturn loss distributions. 
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CHAPTER 2. DATA 

 

 

The dataset used in this study is supplied by a major UK Bank, with 

observations coming from all parts of the UK, including Scotland, Wales and 

Northern Ireland.  There are more than 140,000 observations and 93 

variables in the original dataset, all of which are on defaulted mortgage loans, 

with each account being identified by a unique account number.  About 30 

percent of the accounts in the dataset undergo repossession, and time 

between default and repossession varies from a couple of months to several 

years.  After pre-processing we retain about 120,000 observations.  

 

Under the Basel II framework, financial institutions are required to forecast 

default over a 12-month horizon and resulting losses from a given time point 

(referred to here as “observation time”).  As such, LGD models developed 

should not contain information that only becomes available at time of default.  

However, due to limitations in the dataset, in which information on the state 

of the account in the months leading up to default (e.g. outstanding balance 

at observation time) are unavailable, we use approximate default time 

instead of observation time.  When applying this model at a given time point, 

a forward-looking adjustment could then be applied to convert the current 

value of that variable, for example, outstanding balance, to an estimate at 

time of default.  Default-time variables for which no reasonable projection is 

available are removed. 

    

2.1 Time periods and geography 

 

This dataset consists of observations that encompass a fairly long time frame.  

90% of observations have a start year (also known as loan origination) 

ranging from 1983 to 2002, and 99% of observations originate between the 

years 1970 to 2002.  In the end, all loans predating 1983 were removed 

because of the unavailability of house price index data for these older loans.  

Note that this sample does not encompass observations from the recent 

economic downturn.   
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 All observations in this dataset enter a state of default between the years 

1988 to 2002.  For properties that undergo repossession, together with their 

subsequent outcome of being sold or otherwise, we only have information 

about these dates if repossession occurred in year 2003 or earlier.  

Depending on which LGD model is being developed, we use different periods 

of time.  In the first two parts of the thesis where LGD models are developed 

using a combination of logistic and linear regression models, only loans that 

default between the years of 1988 and 2001 are used, because we have to 

allow at least a two year outcome window for repossession to happen, if any.  

Logistic regression is only able to differentiate between whether the account 

experienced the (repossession) event in some fixed time frame or not, so an 

outcome window that is too short might wrongly handle observations that 

might experience the event after this time period.  In the third part where 

survival analysis was used in LGD model development, we were able to use 

all available data, i.e. accounts that defaulted even in 2002, because survival 

models are able to handle censoring, where the more recent observations 

that did not (yet) experience any event in the first t months after default are 

differentiated from those for which we have observed an actual outcome. 

 

In terms of geographical information, although exact postcodes of properties 

are not known, we have information about the region that the security is in.  

The UK is divided into a number of sections, namely: North, Yorkshire and 

Humberside, North West, East Midlands, West Midlands, East Anglia, Wales, 

South West, South East, Greater London, Northern Ireland, Scotland.  These 

districts are standard and common, with Housing Indices using the same 

divisions.   

 

2.2 Multiple defaults 

 

Some accounts have repeated observations, which means that some 

customers were oscillating between keeping up with their normal repayments 

and going into default, whereby each default is recorded as a separate 

observation of the characteristics of the loan at that time.  The UK Basel II 

regulations state that the financial institution should return an exposure to 

non-default status in the case of recovery, and record another default should 
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the same exposure subsequently go into default again (Financial Services 

Authority (2009), BIPRU 4.3.71).  For the LGD models detailed in the first two 

parts of the thesis, we include all instances of default in our analysis, and 

record each default that is not the final instance of default as having zero 

LGD.   

 

2.3 Date of default 

 

 

Figure 2.1: Estimation of default date and calculation of variable time on book.  

Variables in bold are given in the dataset, variables in italics are calculated from 

other variables. 

 

In this dataset, we are given only the year of default.  However, we have also 

another year variable which we believe to be an indication of an observation 

year post default, and a variable containing the number of months between 

the estimated5 date of default and the year-end of this observation year.  By 

subtracting number of months in default from the year-end of observation 

year, as illustrated in Figure 2.1, we are able to extract a more specific 

(estimated) date of default.  As a check, we compare the year from estimated 

default date with the year of default as given in the dataset, and find that 

both values coincide for all observations.  From this estimated default date, 

we are also able to calculate time on books (see next sub-section).  

 

                                                 
 
5 Date of default was estimated by the bank using the arrears status and amount of 
cumulated arrears at the end of each year for each account.  However, we are not 
explicitly given this date in the original dataset. 
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2.4 Time on books 

 

 

Figure 2.2: Mean time on book over time with reference to year of default.  Due to a 

data confidentiality agreement with the data provider, the scale for the vertical axis 

has been omitted in some of the reported figures. 

 

Time on Book is calculated to be the time between the start date of the loan 

and the approximate date of default (see Section 2.3).  The variable time on 

book exhibits an obvious increasing trend over time (cf. Figure 2.2) which 

might be partly due to the composition of the dataset.  In the dataset, we 

have defaults between years 1988 and 2002, which just about coincides with 

the start of that economic downturn in the UK in the early nineties.  We 

observe that the mean time on book for observations that default during the 

economic downturn is significantly lower than the mean time on book for 

observations that default in normal economic times. 
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2.5 Repossession 

   

 

Figure 2.3: Defaults over time with reference to length of time to repossession.  The 

red parts represent observations that were not repossessed, and the rest of the 

colours correspond to the number of years it took for repossession to occur.   

 

About 35% of observations in this dataset undergo repossession.  Properties 

that are repossessed are usually repossessed within a couple of years of the 

account going into default – about 75% of observations that get repossessed 

are repossessed within 24 months after default.  The histogram in Figure 2.3 

gives a graphical representation of the subsequent outcomes for those 

observations that went into default in a given year.  The different colours in 

each vertical bar represents whether they were subsequently repossessed, 

and if so, whether they were repossessed within the 12-month intervals after 

default, up to 14 years.  We see that most defaulted accounts do not undergo 

repossession (represented by the red parts); but of those that do, the 

majority is repossessed within two years of time of default (the green and 
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blue parts representing repossession within the first and second 12-month 

intervals after default, respectively).  Also, we observe a large increase in 

number of repossessions between the years of 1990 and 1992, which 

corresponds to the UK economic downturn of the early nineties as shown in 

historical economic data. 

 

2.6 Valuation of security at default and haircut 

 

At the time of the loan application, information about the market value of the 

property is obtained.  As reassessing its value would be a costly exercise, no 

new market value assessment tends to be undertaken thereafter and 

valuation of property at various points of the loan can be obtained by 

updating the initial property value using the publicly available Halifax House 

Price Index 6  (all houses, all buyers, non-seasonally adjusted, quarterly, 

regional).  The valuation of security at default is calculated according to 

Equation 2.1.   

 

start
region qtr, yr, start

region qtr, yr, def
def security of Valuation

HPI

HPI
security of Valuation ×=

  (2.1) 

 

Using this valuation of security at default, other variables are then updated.  

One is the ratio of valuation of property over the average property value in 

the region, which gives an indication of the quality of the property relative to 

the rest of the properties in the same area; another is loan to value at default 

(DLTV), which is defined to be the ratio of the outstanding loan amount at 

default over the valuation of security at default.  The calculation of haircut, 

which will be the target variable in our second component model, also 

depends on valuation of security at default.  It is only applicable for 

observations with a valid forced sale price, i.e. where the security has 

undergone repossession and sale, and is defined in Equation 2.2.   

 

                                                 
 
6 Available at: http://www.lloydsbankinggroup.com/media1/research/halifax_hpi.asp 
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defaultproperty of valuation

price sale forced
  Haircut =  

(2.2) 

 

For example, a property estimated to be valued at £1,000,000 but 

repossessed and sold at £700,000 would have a haircut of 7.0
000,000,1£

000,700£
= . 

 

2.7 Type of security 

 

There are five types of securities in this dataset – flats, terraced, semi-

detached, detached, and others.  However, because there are only a small 

number of observations under others, they are combined with flats.   

 

2.8 Training and test set splits 

 

To obtain unbiased performance estimates of model performance, we make 

sure to set aside an independent test dataset.  We develop all component 

models (i.e. the Probability of Repossession Model, the Haircut Model, the 

Haircut Standard Deviation Model, the macroeconomic LGD models and the 

survival models) on a training set before applying the models onto a separate 

test set that was not involved in the development of the model itself, to 

gauge the performance of the model and to ensure there is no over-fitting.  

To do so, we split the cleaned dataset into two-third and one-third sub-

samples, keeping the proportion of repossessions the same in both sets (i.e. 

stratified by repossession cases).  This training and test set split remains the 

same throughout all three parts.     

 

2.9 Loss given default 

 

Only recoveries from forced sales are included in this dataset; hence loss is 

defined to be the outstanding balance less recovery amount from the sale of 

the repossessed property. 
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When a loan goes into default and the property is subsequently repossessed 

by the bank and sold, legal, administrative and holding costs are incurred. As 

this process might take a couple of years to complete, revenues and costs 

have to be discounted to present value in the calculation of LGD, and should 

include any compounded interest incurred on the outstanding balance of the 

loan.  In our analysis, because we are not provided with information about 

the legal and administrative costs associated with each loan, the definition of 

LGD is simplified to exclude both the extra costs incurred and the interest 

lost.  Two slightly different definitions of LGD are used for different parts of 

this work.   

 

In Chapters 3 and 4, where regression models for LGD are developed, we are 

only able to predict if repossession, and hence any loss, happens, but not 

when these losses occur.  Hence, LGD is as defined in Equation 2.3, the ratio 

of the final (nominal) loss from the defaulted loan over the outstanding loan 

balance at (year end of) default, and where loss is defined to be the 

difference between outstanding loan at default and the forced sale amount, if 

the property was sold at a price that is lower than the outstanding loan at 

default (i.e. outstanding loan at default > forced sale amount).  If the 

property was able to fetch an amount greater than or equal to the 

outstanding loan at default, then loss is defined to be zero.  If the property 

was not repossessed, or repossessed but not sold, loss is also assumed to be 

zero, in the absence of any additional information.  With loss defined to be 

zero, LGD is of course also 0. 

 







 −

=
default

default
nominal

balance loan

amount sale forcedbalance loan
,0maxLGD  

(2.3) 

 

In Chapter 5 however, where we use survival analysis to get an estimate of 

when repossession will happen (in the case of default and repossession), we 

are able to form an estimate for the time required from time of default to 

time of sale, so here we choose to model discounted (rather than nominal) 

loss, as defined by Equation 2.4. 
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Where rate discount=d  and 
12

sale and default between months of number
=k . 
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CHAPTER 3. PREDICTING LOSS GIVEN 

DEFAULT (LGD) FOR RESIDENTIAL 

MORTGAGE LOANS: A TWO-STAGE MODEL  

 

 

In this chapter, the LGD of mortgage loans is modelled using a combination 

of logistic and linear regression.  A Probability of Repossession Model and a 

Haircut Model (comprising of a Haircut Model and a Haircut Standard 

Deviation Model) are developed and then combined into an expected loss 

percentage7.   

 

3.1 Literature review 

 

Much of the work on prediction of LGD, and to some extent PD, proposed in 

the literature pertains to the corporate sector (see Schuermann (2004), 

Gupton and Stein (2002), Jarrow (2001), Truck, Harpaintner and Rachev 

(2005), Altman et al. (2005)), which can be partly explained by the greater 

availability of (public) data and because the financial health or status of the 

debtor companies can be directly inferred from share and bond prices traded 

on the market.  However, this is not the case in the retail sector, which partly 

explains why the LGD models are not as developed as those pertaining to 

corporate loans. 

 

3.1.1 Risk models for residential mortgage lending 

 

Despite the lack of publicly available data, particularly on individual loans, 

there are still a number of interesting studies on credit risk models for 

mortgage lending that use in-house data from lenders.  However, the 

majority of these have in the past focused on the prediction of default risk, 

as comprehensively detailed by Quercia and Stegman (1992).  One of the 

earliest papers on mortgage default risk is by von Furstenberg (1969) who 

                                                 
 
7 This chapter is based on a paper currently under review at the International Journal 
of Forecasting. 
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found that characteristics of a mortgage loan can be used to predict whether 

default will occur.  These include LTV (at origination), term of mortgage, and 

age and income of the debtor. Following that, Campbell and Dietrich (1983) 

further expanded on the analysis by investigating the impact of 

macroeconomic variables on mortgage default risk.  They found that LTV is 

indeed a significant factor, and that the economy, especially local 

unemployment rates, does affect default rates.  This is confirmed more 

recently by Calem and LaCour-Little (2004), who looked at estimating both 

default probability and recovery on defaulted loans from the Office of Federal 

Housing Enterprise Oversight (OFHEO).  Of interest was how they estimated 

recovery by employing spline regression to accommodate the non-linear 

relationships that were observed between both loan-to-value ratios (LTV and 

DLTV) and recovery, which achieved an R-square of 0.25. 

 

Similarly to Calem and LaCour-Little (2004), Qi and Yang (2009) also 

modelled loss directly using characteristics of defaulted loans, using data 

from private mortgage insurance companies, in particular on accounts with 

high loan-to-value ratios that have gone into default.  In their analysis, they 

were able to achieve high values of R-square (around 0.6) which could be 

attributed to their being able to revalue properties at time of default (near-

perfect expert-based information that would not normally be available to 

lenders on all loans; hence one would not be able to use it in the context of 

Basel II which requires the estimation of LGD models that are to be applied to 

all loans, not just defaulted loans). 

 

3.1.2 Single vs. two-stage LGD models 

 

Whereas the former models estimate LGD directly and will thus be referred to 

as “single-stage" models, the idea of using a so-called “two-stage" model is to 

incorporate two component models, the Probability of Repossession Model 

and the Haircut Model, into the LGD modelling.  Initially, the Probability of 

Repossession Model is used to predict the likelihood of a defaulted mortgage 

account undergoing repossession. It is sometimes thought that the 

probability of repossession is mainly dependent on one variable, viz. a loan-

to-value ratio, hence some probability of repossession models currently in 

use only consist of this single variable (Lucas (2006)).  This is then followed 
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by a second model which estimates the amount of discount the sale price of 

the repossessed property would undergo.  The Haircut Model predicts the 

difference between the forced sale price and the market valuation of the 

repossessed property. These two models are then combined to get an 

estimate for loss, given that a mortgage loan would go into default.  An 

example study involving the two-stage model is that of Somers and Whittaker 

(2007), who, although they did not detail the development of their Probability 

of Repossession Model, acknowledged the methodology for the estimation of 

mortgage loan LGD. In their paper, they focus on the consistent discount 

(haircut) in sale price observed in the case of repossessed properties and 

because they observe a non-normal distribution of haircut, they propose the 

use of quantile regression in the estimation of predicted haircut.  Another 

paper that investigates the variability that the value of collateral undergoes is 

by Jokivuolle and Peura (2003).  Although their work was on default and 

recovery of corporate loans, they highlight the correlation between the value 

of the collateral and recovery. 

 

In summary, despite the increased importance of LGD models in consumer 

lending and the need to estimate residential mortgage loan default losses at 

the individual loan level, still relatively few papers have been published in 

this area apart from the ones mentioned above.  

 

3.2 Research objectives 

 

From the literature review, we observe that the few papers which looked at 

mortgage loss did so either by directly modelling LGD (“single-stage” models) 

using economic variables and characteristics of loans that were in default or 

did not look at both components of a two-stage model, i.e. haircut as well as 

repossession.  This might be due to their analysis being carried out on a 

sample of loans which had undergone default and subsequent repossession, 

and thus removed the need to differentiate between accounts that would 

undergo repossession from those that would not.  We note also that there 

was little consideration for possible correlation between explanatory 

variables. 
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Hence, the two main objectives of this chapter are as follows.  Firstly, we 

intend to evaluate the added value of a Probability of Repossession Model 

with more than just one variable (loan-to-value ratio).  Secondly, using real-

life UK bank data, we would also like to empirically validate the approach of 

using two component models, the Probability of Repossession Model and the 

Haircut Model, to create a model that produces estimates for LGD.  We 

develop the two component models before combining them by weighting 

conditional loss estimates against their estimated outcome probabilities. 

 

3.3 The Probability of Repossession Model 

 

Our first model component will provide us with an estimate for the 

probability of repossession given that a loan goes into default.  Observations 

that undergo repossession within the observation period of the dataset are 

defined to be repossessions.  About 35% of the observations in this dataset 

are repossessed. 

 

3.3.1 Modelling methodology 

 

We first identify a set of variables that are eligible for inclusion in the 

Repossession Model.  Variables that cannot be used are removed, including 

those which contain information that is only known at time of default and for 

which no reasonably precise estimate can be produced based on their value 

at observation time (e.g. arrears at default, the number of months between 

observation time and default), or those that have too many missing values8, 

are related to housing or insurance schemes that are no longer relevant, or 

where the computation is simply not known.  We also then check the 

correlation coefficient between pairs of remaining variables, and find that 

none are greater than | 0.6 |.  Using these, a logistic regression is then fitted 

onto the repossession training set and a backward selection method based 

on the Wald test is used to keep only the most significant variables (p-value 

of at most 0.01).  We then check that the signs of each parameter estimate 

                                                 
 
8 The variables in the original dataset were either consistently present or missing.  In 
the case where variables do have missing observations, at least 30% of the 
observations are not available.   
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behave logically, and that parameter estimates of groups within categorical 

variables do not contradict with intuition. 

 

3.3.2 Model variations 

 

Using the methodology above, we obtain a Probability of Repossession Model 

R1, with four significant variables: LTV (at origination), a binary indicator for 

whether this account has had a previous default, time on book in years and 

type of security, i.e. detached, semi-detached, terraced, flat or others.  In a 

second model, we replace LTV and time on book with DLTV, referred to as 

Probability of Repossession Model R2.  Including all three variables (LTV, 

DLTV and time on books) in a single model would cause counter-intuitive 

parameter estimate signs.  Another simpler repossession model fitted on the 

same data, against which we will compare our model, is Model R0. The latter 

model only has a single explanatory variable, DLTV, which is often the main 

driver in models used by the retail banking industry. 

 

3.3.3 Performance measures 

 

Performance measures applied here are accuracy rate, sensitivity, specificity, 

and the Area Under the ROC Curve (AUC).   

 

In order to assess the accuracy rate (i.e. total number of correctly predicted 

observations as a proportion of total number of observations), sensitivity (i.e. 

number of observations correctly predicted to be events – in this context: 

repossessions – as a proportion of total number of actual events) and 

specificity (i.e. number of observations correctly predicted to be non-events – 

in this context: non-repossessions – as a proportion of total number of actual 

non-events) of each logistic regression model, we have to define a cut-off 

value for which only observations with a probability higher than the cut-off 

are predicted to undergo repossession. How the cut-off is defined affects the 

performance measures above, as it affects how many observations shall be 

predicted to be repossessions or non-repossessions. For our dataset, we 

choose the cut-off value such that the sample proportions of actual and 

predicted repossessions are equal.  However, we note that the exact value 



Predicting LGD for Residential Mortgage Loans: A Two-Stage Model 

27 

selected here is unimportant in the estimation of LGD itself as the method 

later used to estimate LGD does not require selecting a cut-off. 

 

The Receiver Operating Characteristic (ROC) curve is a 2-dimensional plot of 

sensitivity and 1 – specificity values for all possible cut-off values.  It passes 

through points (0,0), i.e. all observations are classified as events, and (1,1), 

i.e. all observations are classified as non-events. A straight line through (0,0) 

and (1,1) represents a model that randomly classifies observations as either 

events or non-events. Thus, the more the ROC curve approaches point (0,1), 

the better the model is in terms of discerning observations into either 

category. As the ROC curve is independent of the cut-off threshold, the area 

under the curve (AUC) gives an unbiased assessment of the effectiveness of 

the model in terms of classifying observations. 

 

We also use the DeLong, DeLong and Clarke-Pearson test (DeLong, DeLong 

and Clarke-Pearson (1988)) to assess whether there are any significant 

differences between the AUC of different models.       

   

3.3.4 Model results 

 

Table 3.1: Repossession models performance statistics 

Model AUC Cut-off Specificity Sensitivity Accuracy 

R1 Test Set (LTV, time 

on books, Security, 

Previous default) 

0.727 0.435 57.449 75.688 69.186 

R2 Test Set (DLTV, 

Security, Previous 

default) 

0.743 0.432 59.398 76.203 70.213 

R0 Test Set (DLTV) 0.737 0.436 58.626 76.008 69.812 

DeLong et al. p-value, 

R1 vs. R0 

<0.001     

DeLong et al. p-value, 

R2 vs. R0 

<0.001     
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Applying the DeLong, DeLong and Clarke-Pearson test we find that the AUC 

value for model R2 is significantly better than that for R0 (cf. Table 3.1).  

Model R2 is selected for further inclusion in our two-stage model.  Table 3.2 

gives the direction of parameter estimates used in the Probability of 

Repossession Model R2, together with a possible explanation.  The 

parameter estimate values and p-values of all repossession model variations 

can be found in Appendix A, Tables A1, A2 and A3. 

 

Table 3.2: Parameter estimate signs for Probability of Repossession Model R2 

Variable Relation to 

probability of 

repossession 

(given default) 

Explanation 

DLTV + If a large proportion of loan is tied up in 

security, likelihood of repossession 

increases 

Previous 

default 

+ Probability of repossession increases if 

account has been in default before 

Security  +  Lower-range properties such as flats 

(compared to higher-range properties such 

as detached) are more likely to be 

repossessed in the case of default 

 

3.4 The Haircut Model 

 

The Haircut Model is only applicable to observations that have undergone the 

repossession and forced sale process, where haircut is defined to be the ratio 

of forced sale price to valuation of security at default.  Therefore, securities 

that were not repossessed, or repossessed but not sold do not have a haircut 

value, and are thus excluded from the development of the Haircut Model. 

 

An OLS model is also developed to explicitly model haircut standard 

deviation, as a function of time on books, as suggested by Lucas (2006).  
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The distribution of haircut is shown in Figure 3.1 with the solid curve 

referencing the normal distribution.  Statistics from the Kolmogorov-Smirnov 

and Anderson-Darling Tests (Peng (2004)) suggest non-normality with p-

values of <0.01 and <0.005 respectively, but for the purposes of the 

prediction of LGD, we approximate haircut by a normal distribution. 

 

 

Figure 3.1: Distribution of haircut.  Solid curve references the normal distribution. 

 

3.4.1 Modelling methodology  

  

The top and bottom 0.05 percent of observations (26 cases) for haircut are 

truncated before we establish the set of eligible variables to be considered in 

the development of an OLS linear regression model for the Haircut Model.  

We also check the relationship between variables and haircut.  In particular, 

the valuation of security at default to average property valuation in the 

region ratio displays high non-linearity (cf. Figure 3.2) and is binned into 6 

groups for model development.  Backward stepwise regression is used to 
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remove insignificant variables and individual parameter estimate signs are 

checked for intuitiveness.  We also check for intuition within categorical 

variables, and examine the Variance Inflation Factors (VIF)9.  

 

 

Figure 3.2: Relationship between haircut and (ranked) valuation of security at default 

to average property valuation in the region ratio 

 

3.4.2 Model variations 

 

Using the methodology above, we obtain a Haircut Model H1, with seven 

significant variables: LTV (at origination), a binary indicator for whether this 

account has had a previous default, time on book in years, ratio of valuation 

of property to average in that region (binned), type of security, i.e. detached, 

                                                 
 
9 If variables within the model are highly correlated with each other, it would be 
reflected in a high value of VIF.  Any value above 10 would imply severe collinearity 
amongst variables while values less than 2 would mean that variables are almost 
independent (Fernandez (2007)). 
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semi-detached, terraced, flat or other, age group of property and region.  In a 

second model, we replace LTV and time on book with DLTV, referred to as 

Haircut Model H2; note that, as previously, including all three variables (LTV, 

DLTV and time on books) in a single model would cause counter-intuitive 

parameter estimate signs.  Comparative performance measures for the two 

models are reported in the following section.  

 

3.4.3 Performance measures 

 

The performance measures considered here are the R-square value (see 

Equation 3.1), Mean Squared Error (MSE) and Mean Absolute Error (MAE).  R-

square is calculated as follows: 
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(3.1) 

where ŷ is the predicted target value and y is the mean observed target 

value. 

 

To create a graphical representation of the results, we also present a binned 

scatterplot of predicted haircut value bands against actual haircut values, 

where predicted haircut values are put into ascending order and binned into 

equal-frequency value bands; the mean actual haircut value is then compared 

against the mean predicted haircut value in each haircut band.      

 

3.4.4 Model results 

 

First, we note that all parameters for all models have low VIF values, the only 

ones above 2 belonging to geographical indicators (see Appendix A, Tables 

A4 and A5).  In the Haircut Model, the combination of LTV and time on books 

seems to be able to capture the information carried in DLTV because, as it is 

observed from Table 3.3, Model H1 gives the better performance.  This could 
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be because LTV gives an indication of the (initial) quality of the customer 

whereas values of DLTV could be due to changes in house prices since the 

purchase of the property.  Based on this, Model H1 is selected as the Haircut 

Model to be used in the LGD estimation.   

 

Table 3.3: Haircut model performance statistics 

Model MSE MAE 2R  

H1, Test Set 0.039 0.147 0.143 

H2, Test Set 0.039 0.148 0.131 

 

 

Figure 3.3: Relationship between haircut and (ranked) LTV at time of loan 

application10 

 

                                                 
 
10 The gaps observed between ranked LTV groups 250 to 300, and again at 350 to 
400, are due to the large number of observations that have very similar LTV values, 
which has caused a number of observations to have tied ranks. 
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Table 3.4: Parameter estimate signs of Haircut Model H1 

Variable Relation 

to haircut 

Explanation 

LTV  + Refer to Figure 3.3 and explanation in 

Section 3.4.4 

Ratio of valuation of 

security at default to 

average property 

valuation in that region, 

binned 

+/- Medium-end properties (relative to the 

region the property is in) have higher 

haircut than lower-end properties, but 

higher-end properties tend to have 

lowest haircut (cf. Figure 3.2 in Section 

3.4.1) 

Previous default + Haircut is higher for accounts that have 

previously defaulted 

TOB (Time on book in 

years) 

+ Older loans imply greater uncertainty 

and error in estimation of value of 

security at default, so higher haircut is 

possible 

Security + Haircut tends to be higher for higher-

end property types (e.g. detached) 

Age group of property 

(oldest to newest) 

+ Haircut tends to be higher for newer 

properties 

Region N/A Haircut differs across regions 

 

Table 3.4 details parameter estimate signs. From it, we see that a greater LTV 

at start implies a higher haircut (i.e. a higher forced sale price).  This would 

mean that the larger the loan a debtor took at time of application in relation 

to property value, the higher the forced sale price of the security would be in 

the event of a default and repossession.  At first, it might seem as though 

this parameter estimate sign might be confused due to the number of 

variables in the Haircut Model, or due to some hidden correlation between 

variables.  In order to rule out this possibility, we look at the relationship 

between LTV at start and haircut.  From Figure 3.3, we observe that there 

indeed appears to be a positive relationship between haircut and LTV.  An 

explanation for this might be found in policy decisions taken by the bank.  

For loans with high LTV, due to the large amount the bank has committed 

towards the property, when the account does go into default and subsequent 
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repossession, the bank may be reluctant to let the repossessed property go 

unless it is able to fetch a price close to the current property valuation. 

 

To further validate the model, we also include in Figure 3.4 a scatterplot of 

mean (grouped) predicted and actual haircut.  From it, we observe that our 

model produces unbiased estimates of haircut.  Parameter estimates of all 

models can be found in Appendix A, Table A4 and A5.    

 

 

Figure 3.4: Prediction performance of haircut model (for test set).  The stars 

represent the mean actual haircut and the solid dots represent the mean predicted 

haircut, in each haircut band. 

 

3.4.5 Haircut standard deviation modelling 

 

To be able to produce an expected value for LGD (see later, Section 3.5.1), 

we will not only require a point estimate for haircut but also a model 

component for haircut variability.  Further inspection reveals that the 
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standard deviation of haircut increases with longer time on books (cf. Figure 

3.5), which can be expected because the valuation of a property is usually 

updated using publicly available house price indices (instead of 

commissioning a new valuation process), and the longer an account has been 

on the books, the greater the uncertainty and error in the estimation of 

current valuation of property, which will affect the error in the prediction of 

haircut as well.   

 

 

Figure 3.5: Mean haircut standard deviation by time on book bins 

 

Table 3.5: Haircut Standard Deviation Model performance statistics 

Model MSE MAE 2R  

Training Set 0.0001 0.0046 0.9315 

Test Set 0.0002 0.0105 0.8304 

 

As suggested by Lucas (2006), to model this relationship, a simple OLS 

model was fitted that estimates the standard deviation for different time on 
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books bins 11 .  Time on books is binned into equal-length intervals of 6 

months, and standard deviation of haircut is calculated for each group based 

on the mean haircut in that group.  This model will later on be used to 

calculate the expected values for LGD (cf. Section 3.5.1).  Performance 

statistics for this auxiliary model are detailed in Table 3.5; parameter 

estimates can be found in Appendix A, Table A6.  

 

3.5 Loss Given Default Model 

 

After having estimated the Probability of Repossession Model, the Haircut 

Model and the Haircut Standard Deviation Model, we now combine these 

models to get an estimate for Loss Given Default.  Here we illustrate two 

ways of combining the component models, report their respective LGD 

predictions, and advocate use of the more conservative approach producing 

an expected value for LGD that takes into account haircut variability.  We also 

compare these results against the single-stage model predictions and 

performance statistics.     

 

3.5.1 Modelling methodology 

 

A first approach referred to in this chapter as the “haircut point estimate” 

approach would be to keep the probabilities derived under the Probability of 

Repossession Model and apply the Haircut Model onto all observations.  The 

latter would give all observations a predicted haircut value in the event of 

repossession.  Using this predicted value of haircut, predicted sale price and 

predicted loss (outstanding balance at default less sale proceeds), if any, can 

be calculated.  We then find predicted LGD by multiplying the probability of 

                                                 
 
11 Alternatively, because standard deviation of haircut is different for different groups 
of observations, the weighted least squares regression method was considered to 
adjust for heteroscedascity in the OLS model developed in Section 6.4.  Two different 
weights were experimented with – the error term variance of each observation (from 
running an OLS model for haircut) and time on books.  Both models produced similar 
parameter estimates to the selected haircut model, which suggests that the OLS 
model was able to produce robust parameter estimates even though the 
homoscedasticity assumption was violated.  Also, because both models did not 
explicitly model and produce standard deviation of haircut, which is required in the 
calculation of expected LGD, a separate OLS model for standard deviation is 
necessary. 



Predicting LGD for Residential Mortgage Loans: A Two-Stage Model 

37 

repossession with this predicted loss if repossession happens.  Although this 

method does produce some estimate for LGD, regardless of whether the 

observation is predicted to enter repossession or not, it uses only a single 

value of haircut (although it is the most probable value).  However, if the true 

haircut happens to be lower than predicted, sale proceeds would be 

overestimated, which would mean that a loss could still be incurred (provided 

that haircut falls below DLTV).  This is an illustration of how misleading LGD 

predictions could be produced if the component models were not combined 

appropriately.  Hence, to produce a true expected value for LGD, one should 

also take into account the distribution to the haircut estimate, and the 

associated effect on loss in its left tail.   

 

Hence, the second and more conservative approach, suggested e.g. by Lucas 

(2006) and referred to here as the “expected shortfall” approach, also takes 

into account the probabilities of other values of haircut occurring, and the 

different levels of loss associated with these different levels.  To do so, we 

first apply the Probability of Repossession Model to get an estimate of 

probability of repossession given that an account goes into default.  We then 

apply the Haircut Model onto the same dataset to get an estimate for haircut, 

jĤ , for each observation j, regardless of whether the security is likely to be 

repossessed.  A minimum value of zero is set for predicted haircut, as there 

is no meaning to a negative haircut.  The Haircut Standard Deviation Model is 

then applied onto each observation j to get a predicted haircut standard 

deviation, jσ , depending on its value of time on books (see Section 3.4.5).  

From these predicted values, we approximate the distribution of each 

predicted haircut by a normal distribution, ( )2,ˆ~ σjj HNh .   

 

For simplicity, the subscript j, which represents individual observations, will 

be dropped from here on.   

 

As long as the haircut (sale amount as a ratio of valuation of property at 

default) is greater than DLTV (outstanding balance at default as a ratio of 

valuation of property at default), and ignoring any additional administrative 

and repossession-associated costs, the proceeds from the sale would be able 
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to cover the outstanding balance on the loan, i.e. there would be no shortfall.  

Hence, the expected shortfall expressed as a proportion of the indexed 

valuation of property is:   

 

( ) ( )( )∫
∞−

−=
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(3.2) 

where p(.) denotes the probability density function of the distribution for h. 

 

To convert the latter into a standard normal distribution, we let:  
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where ( )DZCDF  and ( )DZPDF  denote the cumulative distribution function 

and probability density function of the standard normal distribution, 

respectively. 

 

Expected loss given repossession is then obtained from the probability of 

non-repossession and the expected shortfall calculated for the repossession 

scenario (cf. Equation 3.4 below).  The probability of an account undergoing 

repossession given that it has gone into default is multiplied against the 

expected LGD the account would incur in the event of repossession.  We also 

multiply the probability of an account not going into repossession against 

the expected LGD for non-repossessions (denoted by c).  We can use the 
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average observed LGD for actual non-repossessions as the expected 

conditional LGD for non-repossessions.   
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where c is the loss associated with non-repossessions (assumed to be 0 in 

the absence of additional information). 

 

Finally, we obtain predicted LGD by taking the ratio ( )default|lossE  to 

(estimated) outstanding balance at default.  

 

3.5.2 Alternative single-stage model 

 

To be able to compare this two-stage model, we also developed a simple 

single-stage model using the same data.  A backward stepwise selection on 

the same set of eligible variables used earlier in the two-stage model building 

was applied, and resulting model parameter estimates are added in Appendix 

A, Table A7.  However, it is noted that whatever the results of the single-

stage model, because it directly predicts LGD based on loan and collateral 

characteristics, it does not provide the same insight into the two different 

drivers (i.e. repossession risk and sale price haircut) of mortgage loss, and as 

such does not provide as rich a framework for stress testing.   

 

The performance measures of this single-stage model are then compared 

against those of the preferred two-stage model developed in the previous 

section (i.e. using the expected shortfall approach), as well as the two-stage 

model that would result from the so-called “haircut point estimate” approach.   

 

3.5.3 Model performance 

 

Using the same performance measures as those used for the Haircut Model, 

we compare the MSE, MAE and R-square (given in Equation 3.1) values of our 
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two-stage and the single-stage models (cf. Table 3.6).  It is observed that 

both two-stage model variations achieve a substantially better R-square of 

just under 0.27 (compared to 0.233 for the single-stage model) on the LGD 

Test set, which is competitive to other LGD models currently used in the 

industry. 

 

Table 3.6: Performance measures of two-stage and single-stage LGD Models 

Method, Dataset MSE MAE 2R  

Single stage, Test set 0.026 0.121 0.233 

Two-stage (haircut point estimate), Test set 0.025 0.108 0.268 

Two-stage (expected shortfall), Test set 0.025 0.101 0.266 

 

 

Figure 3.6: Distribution of observed LGD (Empirical), predicted LGD from two-stage 

haircut point estimate model (HC pt. est), two-stage expected shortfall model 

(E.shortfall), single-stage model (single stage) (from top to bottom).  These are 

results from test sets. 
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The distributions of predicted LGD and actual LGD for all LGD models (test 

sets) are shown in Figure 3.6.  In the original empirical distribution of LGD 

(see top section of Figure 3.6), there is a large peak near 0 (where losses 

were zero either because there was no repossession, or because the sale of 

the house was able to cover the remaining loan amount).  Firstly, we observe 

that the single-stage model (shown in the bottom section of Figure 3.6) is 

unable to produce the peak near 0.  Moreover, note that the two-stage model 

using the haircut point estimate seemingly is the model that most closely 

reproduces the empirical distribution of LGD, as it is able to bring out the 

peak near 0.  Although the R-square value achieved by the two two-stage LGD 

model variations are very close (see Table 3.6), their LGD distributions are 

quite different.  However, the haircut point estimate approach does so at the 

expense of underestimating the average loss (cf. mean predicted LGD from  

haircut point estimate method being lower than mean actual LGD).  Unlike 

the former approach, the expected shortfall method takes a more 

conservative approach in its estimation of LGD, which takes into account the 

haircut distribution and its effect on expected loss based on probabilities of 

different haircut values occurring.  This will make a difference especially for 

observations that would be predicted to have low or zero LGD under the 

haircut point estimate method because these very accounts are now assigned 

at least some expected loss amount, hence moving observations out of the 

peak and into the low LGD bins.   

 

To further verify to what extent these various models are able to produce 

unbiased estimates at an LGD loan pool level, we create a graphical 

representation of the results (from the test sets).  We look at a binned 

scatterplot of predicted LGD value bands against actual LGD values, where 

predicted LGD values are put into ascending order and binned into equal-

frequency value bands.  For each method we used in the calculation of LGD, 

we plot the mean actual LGD value against the mean predicted LGD value (for 

that LGD band) onto a single graph, included in Figure 3.7.  Observe that 

both of the two-stage models are able to consistently estimate LGD fairly 

closely, whereas the single-stage model either overestimates or 

underestimates LGD (i.e. estimates are further removed from the diagonal).  

Furthermore, the expected shortfall approach is shown to produce the more 

reliable estimates in the lower-LGD regions, outperforming the haircut point 
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estimate approach in the lower-left part of the graph, where the haircut point 

estimate approach indeed underestimates risk.   

 

 

Figure 3.7: Scatterplot of predicted and actual LGD in LGD bands.  The solid diagonal 

line represents perfect prediction, the squares represent predictions from the two-

stage haircut point estimate method, the pluses represent predictions from the two-

stage expected shortfall method and the solid dots represent predictions from the 

single-stage method.  These are results from test sets.   

 

Finally, in order to check robustness of our two-stage LGD model, we have 

also experimented with re-estimating the two component models this time 

including only the first instance of default for customers with multiple 

defaults (i.e. not all instances of default included for observations with 

multiple defaults).  For both component models, we obtained the same 

parameter estimate signs, and parameter estimates were similar in size (see 

Tables A8 and A9 in Appendix A). 
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3.6 Conclusions  

 

In this chapter, we developed and validated a number of models to estimate 

the LGD of mortgage loans using a large set of recovery data of residential 

mortgage defaults from a major UK bank.  The objectives of this chapter 

were two-fold.  Firstly, we aimed to evaluate the added value of a Probability 

of Repossession Model with more than just LTV at default as its explanatory 

variable.  We have developed a Probability of Repossession Model with three 

variables, and showed that it is significantly better than a model with only 

the commonly used DLTV.   

 

Secondly, we wanted to validate the approach of using two component 

models, a Probability of Repossession Model and a Haircut Model, which 

consists of the Haircut Model itself and the Haircut Standard Deviation Model, 

to create a model that produces estimates for LGD.  Here, two methods are 

explained, both of which will produce a value of predicted LGD for every 

default observation because the Haircut Model, which gives a predicted sale 

amount and predicted shortfall, shall be applied to all observations 

regardless of its probability of repossession.  However, we then show how 

the first method, which uses only the haircut point estimate would end up 

underestimating LGD predictions.  The second and preferred method 

(expected shortfall) derives expected loss from an estimated normal haircut 

distribution having the predicted haircut from the Haircut Model as the mean, 

and the standard deviation obtained from the Haircut Standard Deviation 

Model.   

 

For comparison purposes, we also developed a single-stage model.  This 

model produced a lower R-square value, and was also unable to fully emulate 

the actual distribution of LGD.   
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CHAPTER 4. THE ECONOMY AND RETAIL LGD 

 

 

In the previous chapter, a two-stage modelling approach for mortgage loan 

Loss Given Default (LGD) was outlined, and it was empirically shown that the 

LGD model worked well on real-life data.  The following literature review 

highlights the increasing significance of the macroeconomy on both 

Probability of Default (PD) models and LGD models in the corporate sector, 

so we are inclined to expect similar results for risk models in the retail sector.  

Together with another retail loan dataset on personal loans that is also 

available, we use the mortgage loan dataset, and their respective LGD models, 

and extend the modelling to include relevant macroeconomic variables that 

might improve the predictions of LGD.   

 

4.1 Literature review 

 

In the research literature, credit risk models estimating PD and/or LGD, or its 

complement recovery rate (RR) tend to be more developed for corporate 

lending, partly due to the availability and ease of access of public data.  The 

majority of credit models before and during the nineties assumed LGD to be 

independent of PD, estimating LGD using the average of historically observed 

LGD, with variability of losses depending only on PD.  Since then, LGD models 

have been recalibrated to include explanatory variables like seniority of loan 

on the capital structure, the industry the firm is in, the collateral committed 

towards the loan, and in recent years, some variable representing the state of 

the economy at the time of default Schuermann (2004).  In this literature 

review, we discuss a number of papers supporting this, before moving on to 

that part of the literature that specifically documents similar developments 

within the retail sector.      

 

4.1.1 Overview of corporate credit risk models 

 

In the earliest credit risk models (Black and Scholes (1973), Merton (1974)), 

because all components of credit risk including both PD and LGD were 

assumed to be a function of risk and asset elements of a firm, PD and LGD 
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were implicitly assumed to be correlated.  However, perhaps because the 

Merton model was not as predictive as expected (Jones, Mason and Rosenfeld 

(1984)), credit models started to treat PD and LGD as independent variables, 

and it was not until the late 1990s that the relationship between PD and LGD 

was closely examined again.  Besides credit models treating PD and RR as 

separate and independent variables, some modelled RR to be the average of 

historically observed losses (Asarnow and Edwards (1995)), which might be 

further segmented on industry or seniority (Altman and Kishore (1996)), or 

type of loan (Hamilton, Gupton and Berthault (2001)).  More detail about how 

credit risk models evolved through the years can be found in Altman (2006). 

 

The introduction of Basel II regulations in the late 1990s shifted credit 

models towards Credit Value at Risk (VaR) models which aim at predicting 

distributions of loss in order to estimate expected and unexpected losses.  

These models, including JP Morgan’s CreditMetrics12 and CreditVaR13, KMV14’s 

Expected Default Frequency (EDF), Credit Suisse Financial Products’ 

CreditRisk+15 and McKinsey’s CreditPortfolioView16, were implemented in the 

industry with RR either being treated as a deterministic variable or constant 

(Crouhy, Galai and Mark (2000)).  Also, only CreditPortfolioView 

acknowledges the effect the economy might have on default risk and risk 

grade migration beyond that of interest rates (Crouhy, Galai and Mark (2000)).    

 

4.1.2 The economy, PD and LGD 

 

From 2000 onward, corporate credit models not only started to pay attention 

to the relationship that RR might have with PD but also how they might have 

some form of dependence on the economy.  Firstly, in Frye (2000a) and Frye 

(2000b), it was observed that recoveries differ according to when in the 

economic cycle the default happened, and he deduced that the PD and value 

of collateral (and hence recovery) are both dependent on the economy, and 

that they move in opposite directions (for example, an economic downturn 
                                                 
 
12 CreditMetrics is a trademark of JP Morgan. 
13 CreditVaR is CIBC’s proprietary credit value at risk model. 
14 KMV is a trademark of KMV Corporation. 
15 CreditRisk+ is a trademark of Credit Suisse Financial Products (CSFP), described in 
CSFP’s publication (Credit Suisse (1997)).  
16 CreditPortfolioView is a risk measurement model developed by Wilson (1998).  
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would increase default frequencies and reduce the amount recovered from 

repossession of collateral).  Jarrow (2001) comes to similar conclusions and 

introduces a recovery model incorporating debt and equity.  A number of 

studies including Altman, Resti and Sironi (2001) and Hu and Perraudin 

(2002) have since confirmed the negative relationship between PD and LGD.  

 

Gupton and Stein (2001) observed that RR falls when frequency of defaults in 

the market increases and have since expanded and developed their work into 

the LGD model we now know as LossCalc.  According to Gupton and Stein 

(2002) and Gupton and Stein (2005), predictive variables of recovery are type 

of collateral, type of debt and seniority, type of firm, and industry and 

macroeconomic conditions (geographic location and distance to default 

aggregated at regional and industry level).  From these variables, they are 

able to develop a robust and predictive LGD model which can be applied to a 

number of defaulted instruments, and which is consistently able to 

outperform LGD models that rely on historical averages.  The study by 

Acharya, Bharath and Srinivasan (2003) on defaulted securities finds similar 

significant determinants of RR, and that whether the industry is in distress at 

time of default is a robust and important indicator of recovery, which 

emphasizes the relevance of the macroeconomy in the analysis of recovery 

rates.   

 

However, it is the conclusions of Altman et al. (2005) and Pesaran et al. 

(2006) that confirm what has always been suspected.  From their 

benchmarking study, Altman et al. (2005) conclude that while no single 

macroeconomic variable in recovery models is adequate, recovery models do 

benefit statistically from the inclusion of a variable which represents the 

macroeconomy.  Pesaran et al. (2006) show that economic movements 

anywhere in the world do have an effect on individual firms’ portfolio losses, 

but that these are not necessarily proportional to the macroeconomic 

changes themselves.  More recently, Figlewski, Frydman and Liang (2008) 

undertook an extensive study in which they considered a broad range of 

macroeconomic variables in the prediction of hazard rates for different credit 

events.  They found that macroeconomic variables do appear statistically 

significant at times (in their default intensity models), but that they might 

also be unstable and unreliable when used for certain models (i.e. most of 
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the risk grade migration models), thus re-emphasizing the complexity of 

incorporating macroeconomic indicators and the need for more work to be 

carried out in this area.  

 

4.1.3 The retail sector: LGD and the economy 

 

In Chapter 3, a literature review was included on LGD models for mortgage 

lending, which showed that the reported LGD models for retail lending are 

not as developed as those in the corporate sector, mainly due to the 

unavailability of public data.  This is also reported in Allen, DeLong and 

Saunders (2004).  We note a number of issues here.   

 

Firstly, the retail sector work that has been reported on mortgage lending 

focuses on probability of default (e.g. von Furstenberg (1969), Avery et al. 

(1996) and Wong et al. (2004)).  Some acknowledge the volatility of loss, but 

do so only alongside default models.   

 

Pennington-Cross (2003), using data from Fannie Mae and Freddie Mac, finds 

that mortgage loan defaults are affected, amongst other loan characteristics, 

by economic conditions, but that the effect differs depending on whether the 

mortgage loan is prime or subprime.  Recovery rates are predicted using a 

simulation over time, but the main explanatory variables only consist of 

DLTV (binned) and its interaction with the loan being prime or subprime.  

Calem and LaCour-Little (2004) find DLTV to be one of the significant 

variables of LGD, and achieve an R-square of 0.25.  Neither of these LGD 

models included any macroeconomic variable.  Also, although models like 

those of Campbell and Dietrich (1983) and Pennington-Cross (2003) include 

a macroeconomic effect in their development of mortgage default models, 

there has not been a definitive study investigating the impact of the economy 

on mortgage lending credit models for LGD.         

 

Secondly, there are not many fully developed and validated credit models in 

the retail sector documented in the academic literature, even fewer for those 

specifically pertaining to mortgage lending.  Jokivuolle and Peura (2003) 

studied the connection between the variability of LGD and uncertainty in 

collateral value, and suggested that LGD is correlated to likelihood of default 
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and some other macroeconomic-related variables.  Although the study was in 

reference to corporate debt, mortgage loans too have collateral put up with 

the loan, whose value changes over time.  Hui et al. (2006) did an empirical 

study on a sample of mortgage loans in Hong Kong, and came to similar 

conclusions, i.e. that there is a correlation between collateral value and PD.  

In addition, they also show that amongst other variables, LTV and volatility of 

collateral value should play a part in the assessment of the risk of a retail 

portfolio.   

 

Finally, where LGD models for other types of retail loans are concerned, 

Bellotti and Crook (2009b) carried out a similar analysis in which they 

incorporated macroeconomic variables into an LGD model for credit card 

loans.  They find that macroeconomic variables do play a significant role in 

reducing the difference between predicted and observed LGD.   

 

4.2 Research objectives 

 

As shown in the literature review of corporate risk models, the 

macroeconomy does play a part in recovery rates, but this potential relation 

has not been expanded much upon in the work on retail credit risk models, 

particularly for residential mortgage and personal loans.   

 

In this chapter, we aim to investigate the impact the economy has on the 

predictive power of retail lending credit models for LGD.  Empirically, we 

have reason to believe that the economy affects mortgage recovery.  Figure 

4.1 is a graph of the rate of repossessions17 observed in the mortgage loan 

dataset.  It shows a substantial increase for defaults that occurred during the 

economic downturn that the UK experienced in the early 1990s, with mean 

observed LGD showing an obvious increase as well.  Note that the increase in 

LGD seems dampened because of the non-repossessions that will be posting 

                                                 
 
17  Due to data restrictions, we define rate of repossession in year i to be the 
proportion of total number of loans that went into default in year i and repossessed 
by 2003 (latest observation in dataset) to total number of defaults that took place in 
year i.  
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a zero loss18.  Subsequently, in Figure 4.2, we show the mean LGD of each 

default year of the personal loans dataset, from which an (albeit less 

pronounced) increase in LGD corresponding to the economic downturn is 

again observed. 

 

 

Figure 4.119: Observed bank repossession rate and mean LGD across default years for 

mortgage loans dataset.  The solid dots represent the bank’s mean observed 

repossession rate and the squares represent the bank’s mean observed LGD 

 

There is some evidence that loss rates are affected by the economic 

conditions, but some of these effects have already been incorporated in the 

models.  So the question now becomes: by adding variables related to the 

economy to the two LGD models and comparing their predictions of losses 

before and after the inclusion of macroeconomic variables, we hope to 

                                                 
 
18  It is common to assume that there is zero loss (i.e. LGD is 0) if there is no 
repossession and/or sale of the repossessed property. 
19 Due to confidentiality issues, the scale of the vertical axis is omitted. 
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investigate if, for mortgage LGD, the current two-stage LGD model is already 

able to cope with these economic fluctuations, or if macroeconomic variables 

are able to improve the loss prediction further.  Similarly, for personal loans 

LGD, we investigate whether the loan-related variables that were taken at 

different points of the loan term used in the OLS LGD model are already able 

to reflect changes in the economy.   

 

 

Figure 4.2: Mean LGD over default years for personal loans dataset.   

 

4.3 Macroeconomic variables  

 

Data of two different retail loans are used here, residential mortgage loans 

and unsecured personal loans, where observations in both datasets are of 

accounts that have already gone into default.  

 

The UK experienced a major economic recession in the early 1990s, after 

which most aspects of the UK economy have experienced a steady and 
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significant growth.  The datasets available here record defaults that 

happened between the late 1980s and the early 2000s, so they encompass 

these years.  The next major recession happened in 2008, and although 

macroeconomic variables for this period are available and would be very 

interesting to include in our analysis, we unfortunately are unable to gain 

access to the corresponding bank data; hence we suggest the possibility of a 

future follow-up study.   

 

The macroeconomic variables considered in this study are listed in Table 4.1 

(graphs are attached in Appendix B).  Lucas (2003) suggested the use of a 

few macroeconomic variables, i.e. change in interest rates, unemployment 

rates, asset prices and wage inflation, in a stress testing context, and this 

selection was expanded upon.  All variables were sourced from the Office for 

National Statistics (ONS), and supplemented where necessary with data from 

the Council for Mortgage Lending (CML), Bank of England (BoE), and Halifax.  

With the exception of the variables related to the Halifax Housing Price Index, 

the rest of the selected variables have data available from the year 1976 

through to 2007, which also explains the selection of BOE interest rates over 

the more directly relevant mortgage interest rates (which is only available 

from 1993).  We select variables that are seasonally adjusted unless they are 

unavailable or not consistent with information from the source.  Also, if the 

macroeconomic variables are expressed in terms of a monetary amount, we 

use growth rates such that the real change is reflected.  It is inevitable that 

most of the macroeconomic variables are correlated with each other.  

However, removing the inappropriate variable at an early stage would mean 

the potential exclusion of valuable information.  Hence, we employ stepwise 

selection, as explained later in Section 4.4.  

 

For most of the macroeconomic variables, it is difficult to make any prior 

expectation of how they would specifically affect the two types of LGD (i.e. 

mortgage loan LGD and personal loan LGD), but we try to motivate the 

selection of each variable in Table 4.1.  Things are made more complicated in 

the case of mortgage loans because its LGD is the product of two component 

models.  Macroeconomic variables taken at loan origination could give an 

indication of the quality of customers, which could affect their probability of 

being repossessed should they go into default.  For example, if net lending 
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growth at loan origination is high, it could mean that it was relatively easy for 

customers to secure their mortgage loan (hence lower-rated customers would 

also be accepted), which means that probability of repossession could 

increase should they later go into default.  On the other hand, if net lending 

growth at default is high, it could mean that debtors would find it easier to 

obtain loans from other sources in order to keep up with repayments, and 

probability of repossession would decrease.  If the HPIG at loan origination is 

high, the value of the property purchased might be inflated.  In the event of 

default, because banks have invested a larger amount, they might be 

reluctant to sell the property unless they get a good price for it (i.e. haircut is 

high).  If, on the other hand, there is high HPIG at default, the debtor is 

defaulting at a period of housing market growth, so banks are likely to be 

able to sell the property at a higher haircut.  
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Table 4.1: Macroeconomic variables considered in the analysis; variables are taken at two time points (where available), at start and default 

time.   

Macroeconomic 

Variable 

Source Time Unit Definition Motivation 

Net Lending Growth  ONS Quarterly Total consumer credit, net 

lending, seasonally adjusted, 

year on year quarterly change 

This is an indication of how easy it is for consumers 

to get extra funds, and might give an indication of 

how difficult it is to secure a loan.  Generally expect 

an increase to lead to a drop in LGD. 

Disposable Income 

Growth  

ONS Quarterly Real households’ disposable 

income per head, seasonally 

adjusted, (constant 2003 

prices), year on year quarterly 

change 

This gives an indication of post-tax income, which 

might be a more accurate indicator of wealth than 

income itself.  Generally expect an increase to lead 

to a drop in LGD. 

GDP Growth  ONS Quarterly Gross Domestic Product, 

seasonally adjusted, (constant 

2003 prices), year on year 

quarterly change 

A common indicator of overall economic growth.  

Generally expect an increase to lead to a drop in 

LGD. 

Purchasing Power 

Growth  

ONS Annually Internal purchasing power of 

the pound (based on Retail 

Prices Index), not seasonally 

adjusted, (constant 2003 

This gives an indication of wealth and inflation.  

Generally expect an increase to lead to a drop in 

LGD. 
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prices) 

Net lending Growth 

on Dwellings  

ONS Quarterly Banks net lending secured on 

dwellings, not seasonally 

adjusted, year on year 

quarterly change 

This is an indication of how easy it is for consumers 

to secure a mortgage loan.  Generally expect an 

increase to lead to a drop in LGD. 

Unemployment Rate  ONS Monthly Unemployment rate, UK, All 

aged 16 and over, percentage, 

seasonally adjusted 

An economic indicator for the job market.  Generally 

expect an increase to lead to an increase in LGD as 

well. 

Saving Ratio  ONS Quarterly Household saving ratio, 

seasonally adjusted 

A reflection of level of saving to level of disposable 

household resources.  Generally expect an increase 

to lead to a drop in LGD. 

Interest Rate  BOE Monthly Bank of England interest rate, 

mean over the month 

A pseudo indicator of cost of a mortgage loan.  

Generally expect an increase to lead to an increase in 

LGD. 

House Price Index 

Growth (for mortgage 

loan dataset)  

Halifax Quarterly All houses, all buyers, non 

seasonally adjusted, regional, 

year on year quarterly change 

An economic indicator on the housing market.  

Generally expect an increase to lead to a drop in 

LGD. 

House Price Index 

Growth (for personal 

loan dataset)  

Halifax Monthly All houses, all buyers, non 

seasonally adjusted, year on 

year monthly change 

An economic indicator on the housing market.  

Generally expect an increase to lead to a drop in 

LGD. 
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4.4 Modelling methodology 

 

The LGD models for the mortgage and personal loans datasets have already 

been developed in the previous chapter, and other work, respectively, and 

are summarised next.    

 

We refer to the LGD models already developed on each dataset as the base 

models.  As far as possible, these models do not have any macroeconomic 

variables.  After assigning the relevant macroeconomic indicators to each 

observation in each dataset, we find that correlations between the significant 

variables of each LGD model and the macroeconomic variables are no greater 

than | 0.6 |.  

   

Because of the correlations amongst the macroeconomic variables 

themselves, there is limited value in including anything more than one 

macroeconomic variable (Campbell and Dietrich (1983) incorporate only local 

unemployment rates in the development of their mortgage loan default 

model; Hui et al. (2006) incorporates only the monthly private domestic price 

index in Hong Kong in their measurement for provision for risk under Basel II 

regulations).  In order to assess the relevance and significance of each 

macroeconomic variable for each LGD model, we include the macroeconomic 

variables one at a time into a series of extended models.  From each such 

resulting model, we extract the following pieces of information: 

• Any variable in the extended or base model that becomes insignificant 

(has p-value greater than 0.01) 20 , which might also be the 

macroeconomic variable itself; if there are any, the macroeconomic 

variable will not be considered any further. 

• Any variable in the extended or base model with high Variance 

Inflation Factor21,22 (only applicable to OLS models, i.e. the mortgage 

                                                 
 
20 This excludes categorical variables as long as at least one group within the variable 
is significant. 
21 Refer to Chapter 3, Section 4. 
22 According to Fernandez (2007), VIF above 10 would imply severe multi-collinearity, 
while VIF less than 2 means that variables are almost independent. 
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loans haircut model and personal loans LGD model); if there are any, 

the macroeconomic variable will not be considered any further23. 

• The performance statistics of the model for both test and training sets 

(ROC for the mortgage loan probability of repossession model and R-

square for the mortgage loans haircut model and personal loans LGD 

model) 

 

4.4.1 Specific details for mortgage loans model 

 

The data used in the development of the mortgage loan LGD model is 

supplied by a major UK bank, and is described in Chapter 2.  Due to how the 

default date was recorded in this dataset, we chose to focus only on two time 

intervals per loan, i.e. the year the loan started and the year it went into 

default.  Each observation will have a set of macroeconomic variables 

corresponding to that of its origination year, which would give an indication 

of the economic climate at the time the loan was approved, as well as act as 

some differentiating factor between lending practices at various points of the 

economic cycle as suggested in Breeden, Thomas and McDonald (2008).  

Secondly, the time of default would give an indication of the current state of 

economy.  The inclusion of time lags and leads to the macroeconomic 

variables are also investigated.    

 

4.4.2 Specific details for personal loans model 

 

This data is supplied by a major UK bank.  There are about 50,000 

observations in the original dataset, all of which are on defaulted personal 

loans, where each observation describes an existing credit account and the 

debtor(s).  These personal loans are unsecured, so there is no physical 

security that the bank could repossess in the case of a default.  Observations 

with a significant number of missing values and LGD outliers were removed 

during pre-processing, and about 48,000 observations were retained.  We 

have about 45 variables describing customer information collected at time of 

loan application, as well as information collected during the loan term and at 

                                                 
 
23 This criterion is relaxed for categorical variables due to the correlation between 
some of the groups within the categorical variables that were originally present. 
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default.  Accounts default between the years of 1989 and 1999.  More details 

about this dataset can be found in Matuszyk, Mues and Thomas (2010).   

 

In this dataset, only default date information is readily known, so the only 

time point of interest here would be default time (instead of both start and 

default time points of the loan).  Again, lags and leads were investigated.   

 

4.5 Mortgage loan LGD results 

 

The development of the two-stage LGD model (base model for mortgage 

loans LGD) is described in Chapter 3.  This consists of two component 

models: a probability of repossession model, which gives the probability of a 

defaulted loan going into repossession; and a haircut model, consisting of 

two further sub-models, one which estimates haircut itself and the other that 

produces the standard deviation of predicted haircut.  During that analysis, 

we found that including the following three variables, LTV, DLTV and time on 

books, in any single model would cause counter-intuitive parameter estimate 

signs.  As such, the suitability of incorporating either LTV and time on books, 

or DLTV, was investigated for each of the component models and one of 

either options was selected based on which gave the best overall 

performance measure (ROC for the Probability of Repossession Model; R-

square for the Haircut Model).   

 

4.5.1 Probability of Repossession Model 

 

The final variables in the Probability of Repossession Model are DLTV, type of 

security and an indicator for whether the account has gone into default 

before.  We note that this means that the model is not totally free of 

economic effects.  The fact that DLTV is already one of the explanatory 

variables in the base model means that an updated value of the House Price 

Index (HPI) was already included in its estimation (see Chapter 3, Section 3).  

Still, we want to investigate if the inclusion of macroeconomic variables is 

able to improve LGD prediction any further.  Hence, macroeconomic variables 

will be included, independently and separately, to the Probability of 

Repossession Model.  The resulting test-set ROC values (only if variables 
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remain significant at the 99% level of confidence) are detailed in Table 4.2.  

Most of the macroeconomic variables taken from the start of the loan turn 

out to be insignificant and the variable that gives the best improvement in 

ROC is the interest rate at default (parameter estimates attached in Appendix 

C, Table C1), which is found to increase test set ROC from 0.743 to 0.758.   

 

 Table 4.2: Performance of Probability of Repossession Model (test sets) with 

macroeconomic variables 

PROBABILITY OF REPOSSESSION MODEL 

Model Additional Variable Model 

Estimate 

ROC (Test) 

Base   0.743 

Macroeconomic variables at origination 

Model Additional Variable Model 

Estimate 

ROC (Test) 

Base (DLTV) + MV 1 Net Lending Growth at 

origination 

+ insignificant 

Base (DLTV) + MV 2 Disposable Income Growth 

at origination 

+ insignificant 

Base (DLTV) + MV 3 GDP Growth at origination + insignificant 

Base (DLTV) + MV 4 Purchasing Power Growth at 

origination 

- 0.743 

Base (DLTV) + MV 5 Net Lending Growth for 

Dwellings at origination 

- insignificant 

Base (DLTV) + MV 6 Unemployment Rate at 

origination 

- 0.743 

Base (DLTV) + MV 7 Saving Ratio at origination + insignificant 

Base (DLTV) + MV 8 Interest Rate at origination + insignificant 

Base (DLTV) + MV 9 House Price Index Growth 

at origination 

- 0.744 

Macroeconomic variables at default 

Model Additional Variable Model 

Estimate 

ROC (Test) 

Base (DLTV) + MV 10 Net Lending Growth at 

default 

- 0.744 
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Base (DLTV) + MV 11 Disposable Income Growth 

at default 

- 0.745 

Base (DLTV) + MV 12 GDP Growth at default + 0.755 

Base (DLTV) + MV 13 Purchasing Power Growth at 

default 

- 0.757 

Base (DLTV) + MV 14 Net Lending Growth for 

Dwellings at default 

- 0.747 

Base (DLTV) + MV 15 Unemployment Rate at 

default 

- 0.754 

Base (DLTV) + MV 16 Saving Ratio at default - 0.752 

Base (DLTV) + MV 17 Interest Rate at default + 0.758 

Base (DLTV) + MV 18 House Price Index Growth 

at default 

+ insignificant 

 

Interest rate at default is found to be positively related to probability of 

repossession.  This is probably because an increase in interest rate would 

imply that borrowing has become more expensive (for the borrower), leading 

to increased repossession.  However, we see that the macroeconomic 

variables on the whole do not particularly improve the ROC value, perhaps 

because HPI (which is the main macroeconomic indicator in the housing 

industry) is already embedded in the calculation of DLTV.  

 

Because the results seem to suggest that macroeconomic variables at the 

time of origination are not as useful as those at time of default, we 

experiment only with a six-month lag and lead time from default.  ROC 

values for the test set corresponding to these variations are slightly higher at 

0.760 compared to 0.758 achieved by interest rates at default (see Tables D1 

and D2 in Appendix D).  Because the improvement is small, it was decided to 

use the macroeconomic variable corresponding to the time of default.  

Besides, time leads are less desirable because the goal here is prediction.     

 

4.5.2 Haircut Model 

 

The Haircut Model is made up of two sub-models: one which predicts the 

haircut, and the other which estimates the standard deviation of haircut 
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(details in Chapter 3, Section 4).  The Haircut Standard Deviation Model is left 

unchanged because of the reasonably high R-square achieved (0.93 for the 

training set; 0.83 for the test set).  Hence, it would seem that any 

contribution macroeconomic variables can give to predicted haircut would be 

in the prediction of haircut itself.  The final variables in this sub-model for 

haircut are LTV, time on books, the ratio of current valuation of property to 

the average property value in that region, an indicator for whether the 

account has gone into default before, type of security, the age band of the 

property and region.  Again, the HPI is to some extent already factored into 

the model through the calculations for the current valuation of property 

(updated from the original property value using the HPI at the start and 

default time of the loan) which is then divided by the average property value 

in that region to get average valuation ratio for the region (see Chapter 3, 

Section 4).   

 

Table 4.3: Performance of Haircut Model (test sets) with macroeconomic variables  

HAIRCUT MODEL 

Model Additional Variable Model 

Estimate 

2R  (Test) 

Base (LTV)    0.143 

Macroeconomic variables at origination 

Model Additional Variable Model 

Estimate 

2R  (Test) 

Base (LTV) + MV 1 Net Lending Growth at 

origination 

- 0.143 

Base (LTV) + MV 2 Disposable Income 

Growth at origination 

- insignificant 

Base (LTV) + MV 3 GDP Growth at 

origination 

- 0.146 

Base (LTV) + MV 4 Purchasing Power Growth 

at origination 

+ 0.146 

Base (LTV) + MV 5 Net Lending Growth for 

Dwellings at origination 

- 0.145 

Base (LTV) + MV 6 Unemployment Rate at 

origination 

- 0.147 
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Base (LTV) + MV 7 Saving Ratio at 

origination 

+ insignificant 

Base (LTV) + MV 8 Interest Rate at 

origination 

- 0.149 

Base (LTV) + MV 9 House Price Index 

Growth at origination 

+ 0.145 

Macroeconomic variables at default 

Model Additional Variable Model 

Estimate 

2R  (Test) 

Base (LTV) + MV 10 Net Lending Growth at 

default 

+ insignificant 

Base (LTV) + MV 11 Disposable Income 

Growth at default 

+ 0.144 

Base (LTV) + MV 12 GDP Growth at default - 0.149 

Base (LTV) + MV 13 Purchasing Power Growth 

at default 

+ 0.167 

Base (LTV) + MV 14 Net Lending Growth for 

Dwellings at default 

+ 0.148 

Base (LTV) + MV 15 Unemployment Rate at 

default 

+ 0.143 

Base (LTV) + MV 16 Saving Ratio at default + 0.144 

Base (LTV) + MV 17 Interest Rate at default - 0.170 

Base (LTV) + MV 18 House Price Index 

Growth at default 

+ 0.148 

 

Similarly to Section 4.5.1, we try adding macroeconomic variables 

independently and separately to the Haircut Model.  The resulting models’ R-

square values (only if variables remain significant at the 99% level of 

confidence) are as summarised in Table 4.3.  Although more macroeconomic 

variables taken at the start of the loan turn out to be significant, they do not 

substantially improve the R-square.  Again, interest rate at time of default 

contributes most to the haircut model, increasing R-square from 0.143 to 

0.170 (parameter estimates in Appendix C, Table C2).  An increase in the 

interest rate at default implies that potential buyers may find it harder to find 
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an affordable loan; hence, the reduced demand may force banks to release 

repossessed properties at a less favourable price. 

 

Again, time lags and leads from default were considered here.  However, the 

inclusion of macroeconomic variables corresponding to a six-month lag or 

lead time from default did not result in the same improvement in R-square 

achieved by using the interest rate at default (see Tables D3 and D4 in 

Appendix D).   

 

4.5.3 Two-stage LGD model 

 

From the above two sub-sections, it was found that interest rates at default 

gave the best improvements to the component models.  This variable was 

then included into the Probability of Repossession Model and the Haircut 

Model.  Together with the standard deviation obtained from the Haircut 

Standard Deviation Model, estimates for LGD were produced according to the 

methodology described in Chapter 3, Section 5.1.  Table 4.4 displays the 

performance statistics for the test sets of the two LGD models developed (the 

original (base) LGD model developed in Chapter 3, and the macroeconomic 

LGD model developed in this chapter).   

 

Table 4.4: Performance statistics of mortgage loan LGD models (Test Sets) 

Method, Dataset 2R  MSE MAE 

Two-stage base model, Test 0.268 0.025 0.108 

Two-stage macroeconomic model, Test 0.303 0.024 0.103 

 

Within each component model, we see an improvement in performance 

measures, and this eventually translates to an improvement in R-square value 

in the overall LGD model.  We highlight two observations.  First, this 

improvement is noteworthy because, as it was noted earlier, the HPI was 

already embedded into both the component models.  On top of this, the HPI 

is also used in the calculation of LGD (see Equation 3.4 in Chapter 3, Section 

5.1), because the indexed valuation is involved in the calculation for 

expected shortfall (if default occurs), and this indexed valuation is updated 

using the original valuation and HPI at the start and default times of the loan.  
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Second, probably because HPI was already involved in the LGD base model, 

the variable HPI growth (HPIG), which is the main macroeconomic indicator of 

the housing market, itself only gave small improvements or appeared 

insignificant. 

 

 

Figure 4.3: Mean observed and predicted mortgage loan LGD over each year of 

default for base and macroeconomic LGD models (Test sets).  The crosses represent 

mean observed LGD, the solid dots represent mean predicted LGD from the base 

model and the squares represent mean predicted LGD from the macroeconomic LGD 

model.  

 

Figure 4.3 puts the performance of the two two-stage LGD models on a 

single graph, from which we see that both give decent predictions but are 

unable to fully reflect the highs and lows that the observed LGD goes 

through in each year.  Also, we see that the two models give better 

predictions for different time periods, which is more obvious in Figure 4.4.  

During the economic downturn the UK experienced in the early 1990s, the 
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base LGD model (represented by the solid dots) was underestimating LGD, 

whilst the macroeconomic LGD model (represented by the squares) was able 

to give a closer prediction.  However, during the rest of the period observed 

(1993 onwards), the macroeconomic LGD model consistently gives a lower 

prediction than the base LGD model, i.e. underestimating LGD more 

frequently and by a further distance than the base LGD model.  So, although 

the inclusion of macroeconomic variables improved model predictions during 

the period of downturn, it caused the model to underestimate predictions of 

LGD during periods outside of the downturn.   

 

 

Figure 4.4: Mean difference between observed and predicted mortgage loan LGD, for 

base and macroeconomic LGD models (Test sets).  The solid dots represent mean 

difference coming from the base model and the squares represent mean difference 

coming from the macroeconomic LGD model.  

 
Consistent with the performance graphs produced in Chapter 3 (cf. Figures 

3.6 and 3.7), we subsequently look at distribution of predicted LGD and 

prediction performance of the two models in terms of LGD bands.  The 
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former is a graph which compares the distributions of predicted LGD 

estimated by the base and macroeconomic models (cf. Figure 4.5).  The latter 

is a binned scatterplot of predicted LGD value bands against actual LGD 

values (cf. Figure 4.6). 

 

 

Figure 4.5: Distribution of observed LGD (Empirical), predicted LGD from two-stage 

expected shortfall base model (E.shortfall), two-stage expected shortfall 

macroeconomic model (macro) (from top to bottom).  These are results from test 

sets. 

 

As shown in Figure 4.5, recall that in the original empirical distribution of 

LGD (see top section), there is a large peak near 0 (where losses were zero 

either because there was no repossession, or because the sale of the house 

was able to cover the remaining amount).  We see that the distributions of 

predicted LGD from the base model and the macroeconomic model are very 

similar.  Both are able to bring out the peak near 0, but do not match the 

magnitude.  We then examine a binned scatterplot shown in Figure 4.6, 
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where the mean actual LGD value is plotted against the mean predicted LGD 

value of the base and macroeconomic models (for that LGD band).  Again, 

the base and macroeconomic models give very similar performances.  

Towards the larger values of LGD, we see that the macroeconomic model was 

able to give a closer mean predicted value than the base model.  This is in 

line with our earlier observation that larger LGD values are associated with 

loans that go into default during downturn periods, and that the 

macroeconomic model was able to better predict for these accounts.  

However, in the lower LGD bands, this advantage no longer holds. 

 

 

Figure 4.6: Scatterplot of (base and macroeconomic) predicted and actual LGD in LGD 

bands.  The solid diagonal line represents perfect prediction, the solid dots represent 

predictions from the base LGD model and the squares represent predictions from the 

macroeconomic LGD model.  These are results from test sets. 

 

In summary, although the macroeconomic model was able to produce a 

higher R-square value, it did not seem to be able to consistently improve 
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prediction performance in terms of distribution of LGD and mean predictions.  

This could suggest that macroeconomic variables could be non-linearly 

related to recovery rates, so for example, a drop in interest rates from 5% to 

4% would affect recovery rates differently than if interest rates went from 

1.5% to 0.5%.  Also, the effect could be different for different types of loans, 

so the inclusion of interaction terms could be considered in future work.   

 

Bruche and González-Aguado (2010) suggest that default rates would be a 

good predictor of recovery rates, however, the internal bank default rate was 

unavailable, and although a general UK default rate was considered, this data 

is only available starting from 1993.  We believe that it is likely the economy 

could have a more obvious impact on likelihood of default; for example, 

Campbell and Dietrich (1983) showed a statistically significant relationship 

between default and the economic situation, in particular local 

unemployment rates.  However, it can be difficult to show a direct 

relationship between macroeconomic variables and recovery rates.  

 

4.6 Unsecured personal loans LGD model results 

 

An LGD model for the personal loans dataset has already been developed in 

earlier work by Loterman et al. (2009).  One of the models developed was a 

linear regression model that directly models LGD using characteristics of 

defaulted loans.  The variables used in the LGD model can be roughly divided 

into two groups – customer-related, which include the application score, 

employment and residential status of account holder at the start of the loan, 

as well as information about other loan commitments (for example, whether 

they have a mortgage, current or personal accounts); or loan-related 

characteristics such as the loan amount, the term and purpose of the loan, 

the length of time the loan has been at the bank, as well as whether the loan 

was ever in arrears and the extent of arrears, if any.  

 

Table 4.5 displays the R-square values of the personal loans LGD base, as 

well as R-square values with each macroeconomic variable included, as 

measured at time of default.  Considering that this dataset consists of 

defaulted unsecured personal loans, we expect LGD to be more likely 
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affected by general indicators of the economy than by industry-specific 

macroeconomic indicators like the House Price Index.  Perhaps surprisingly 

though, the only macroeconomic variable that is found to be statistically 

significant is net lending growth at default.  A potential explanation for the 

observed negative relationship could be that, when there is an increase in net 

lending at the time of default, the debtor might be more successful in 

securing funds from other sources to try and repay his loan, hence a lower 

LGD.   

 

Table 4.5: Results of personal loans LGD base and macroeconomic models (test sets) 

Model Additional Variable Model 

Estimate 

p-value 2R  

(Test) 

Base     0.073 

PERSONAL LOANS LGD MODEL; Macroeconomic variables at default 

Base + MV 1 Net Lending Growth at 

default 

- <0.01 0.073 

Base + MV 2 Disposable Income Growth 

at default 

- insignificant 0.073 

Base + MV 3 GDP Growth at default - insignificant 0.073 

Base + MV 4 Purchasing Power Growth 

at default 

- insignificant 0.073 

Base + MV 5 Unemployment Rate at 

default 

- insignificant 0.073 

Base + MV 6 Saving Ratio at default + insignificant 0.073 

Base + MV 7 Interest Rate at default + insignificant 0.073 

Base + MV 8 Net Lending Growth for 

Dwellings at default 

+ insignificant 0.073 

Base + MV 9 House Price Index Growth 

at default 

+ insignificant 0.073 

Base + MV 

10 

House Price Index at 

default 

+ insignificant 0.073 
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In our model variations with six-month lags or leads, none of the 

macroeconomic variables were statistically significant (see Tables D5 and D6 

in Appendix D). 

 

 

Figure 4.7: Mean observed and predicted personal loan LGD over each year of default 

for base and macroeconomic Models (Test Sets).  The crosses represent the mean 

observed LGD, the circles represent predictions from the base LGD model and the 

squares represent predictions from the macroeconomic LGD model. 

 

However, we note that, despite this variable being significant, there is no 

improvement in R-square value.  We also observe in the dataset that the 

mean LGD is quite flat across the default years (cf. Figure 4.7), and that the 

mean LGD observed during the downturn years was not that different to non-

downturn years.  The predictions from the two LGD models are also very 

similar.  It is possible that loans that went into default during downturn years 

have a longer recovery process but finally achieve similar LGD values to 

default loans from non-downturn years.  However, in this dataset, we only 
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have information on LGD but not about how long each recovery process took.  

Figure 4.8 reinforces the observation that the predictions coming from the 

LGD macroeconomic model are very similar to those from the LGD base 

model.   

 

 

Figure 4.8: Mean difference between observed and predicted personal loan LGD, for 

base and macroeconomic LGD models (Test sets).  The circles represent mean 

difference coming from the base LGD model and the squares represent mean 

difference coming from the macroeconomic LGD model. 

 

In summary, although there were some benefits to incorporating interest rate 

as an additional variable in our mortgage LGD model(s), no such 

improvement was found for the model built on the personal loans dataset.   
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4.7 Conclusions  

 

In this chapter, we investigated the inclusion of macroeconomic variables on 

two different retail loan LGD models, one on residential mortgage loans and 

the other on unsecured personal loans.  Although macroeconomic variables 

have gained significance in corporate LGD models, they do not seem to have 

the same level of importance in retail LGD models. 

 

In the case of residential mortgage loan LGD, both the Probability of 

Repossession Model and the Haircut Model benefit from the inclusion of 

macroeconomic variables (more specifically, interest rates at default).  This is 

an interesting contribution because it should be noted that the HPI, which is 

the leading macroeconomic variable in the housing market, is already 

embedded in the Probability of Repossession Model, the Haircut Model and 

the calculation of mortgage loan LGD.  Combining the component models, 

we find that although the overall R-square for the macroeconomic LGD model 

increases, there seems to be no other obvious improvements in the other 

performance measures.  The distribution of predicted LGD produced by the 

macroeconomic LGD model is similar to that produced by the base LGD 

model (see Figure 4.5).  Mean predicted values of LGD for each quarter are 

also close, but the macroeconomic model seemed to be able to predict better 

for higher LGD bands.  This implies that LGD predictions from the 

macroeconomic model are skewed towards the downturn period: the model 

performs better on observations that went into default during the economic 

downturn, but was consistently underestimating LGD for non-downturn 

periods.  More work is required here, perhaps to investigate if 

macroeconomic variables are non-linearly related to recovery rates for 

mortgage defaults, or if they affect different loans (e.g. loans of different 

DLTV bands or security type) differently.  Possible techniques include binning 

the macroeconomic variable, or even applying interaction terms.  

 

Secondly, where unsecured personal loan LGD is concerned, all of the 

macroeconomic variables turn out statistically insignificant, the exception 

being net lending growth (at default).  However, it brings no discernable 

improvement in prediction of LGD, which seems to suggest that personal 
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loan LGD seems to be less affected by the economy.  This result is similar to 

that of Bruche and González-Aguado (2010), who find that the impact that 

macroeconomic variables have on recovery rates are limited.   

 

Ultimately, one can argue that, although there was a modest performance 

improvement for the mortgage models, neither of the retail loan LGD models 

investigated here benefited from further incorporating the effects of the 

economy to the extent that was perhaps expected.  However, perhaps 

macroeconomic variables would be able to contribute more substantially to 

credit risk retail models in other ways, for example, in survival analysis 

models, where they are able to accommodate time-dependent variables, and 

this is investigated in the following chapter.   
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CHAPTER 5. COMPETING RISKS SURVIVAL 

MODEL WITH SIMULATED LOSS 

DISTRIBUTIONS 

 

 

In previous projects, Loss Given Default (LGD) models for residential 

mortgage loans were developed using a combination of logistic and linear 

regression models.  These models have produced decent predictions of LGD, 

and although there were some improvements in the individual component 

models (i.e. Probability of Repossession Model and Haircut Model) as well as 

overall R-square value, we see that macroeconomic variables caused model 

prediction to be skewed towards the downturn years.   Also, the regression 

methods would always be measuring macroeconomic indicators at just one 

snapshot in time per observation (e.g. at default) whereas these indicators 

essentially change over the course of the workout.  Survival models, on the 

other hand, are able to take into account these time-dependent variables.   

 

Therefore, in this chapter, we first model mortgage loan LGD by developing a 

competing risks model for the possible outcomes after default (i.e. 

repossession or the default case being closed), which will help us better 

understand what impacts time to repossession.  This model will also include 

a time-dependent macroeconomic variable, i.e. house price index growth.  

We then apply a Monte Carlo simulation, taking into account this time-

dependent covariate and variability of haircut, to assign each loan default a 

predicted event type and timing of that event.  With this time estimate, it is 

then possible to estimate a discounted loss (whereas previous chapters 

looked at nominal loss).  A loss distribution is then obtained by subjecting a 

given set of defaulted loans to multiple such runs.  Subsequently, it will be 

shown how to use this framework for stress testing; i.e., by varying the 

macroeconomic time series used in the simulation, distributions of predicted 

losses can be obtained under various scenarios. 
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5.1 Literature review 

 

Survival analysis is a class of statistical methods commonly used to study the 

distribution of event time; e.g. in the medical domain, survival models 

typically aim to model the amount of time a patient survives (i.e. time to 

death).  However, it is also useful in other areas where it is of interest to 

estimate when a certain event is likely to occur; for example, in the case of 

production, the prediction of machine failure, or in the case of credit risk, the 

prediction of default.  There are a number of papers which have applied 

survival analysis to credit risk modelling.  However, we note that, to our 

knowledge, most of them are PD models (i.e. the survival models developed 

predict the time the loan will enter default, based on loan characteristics 

taken at time of application).  The work here differs in that the survival 

analysis model is developed on data to try and identify accounts that are to 

be repossessed, as well as predict the length of time the repossession 

process will take given the macroeconomic conditions.   

 

5.1.1 Survival analysis in retail credit models 

   

Narain (1992) was the first to introduce survival analysis to the area of credit 

scoring but did not compare it to any alternative methods.  Banasik, Crook 

and Thomas (1999) was one of the first papers to advocate the use of 

survival models for credit problems, when logistic regression was (and still is) 

the established methodology for building PD models in retail lending.  In it, 

they acknowledged the exploration of alternative methods like discriminant 

analysis and partitioning trees (by Rosenberg and Gleit (1994), Hand and 

Henley (1997) and Thomas (1998)) but concluded that all were inadequate 

because eventually these were methods that rely on static information 

recorded during a particular time point of the loan yet expected to predict 

towards something in the future.  Even if the event could be predicted, the 

time at which the event would take place cannot be predicted and this is a 

key component in the calculation of loss.  Hence, they developed a 

competing risks survival model using loan characteristics for default vs. early 

prepayment and showed that survival analysis produces comparative results 

to a logistic regression model.   
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The idea of using survival analysis in credit scoring is popular because, if 

successful, it is able to give an approximation of when a credit event (e.g. 

default, repossession, early prepayment) is likely to occur, which is key to the 

estimation of loss.  Stepanova and Thomas (2002) outlined the use of 

survival analysis models in the development of credit scorecards for personal 

loans and showed how coarse classification of characteristics could be done 

in the context of survival analysis.  They then compared the performance of 

their survival models with their logistic regression equivalents using ROC 

values and found survival models to be better able to predict for event 

occurrence, especially for the first 12 months after the start of the loan.  

Bellotti and Crook (2009a), working on credit card data, compared the 

performance of survival models (with and without time-dependent variables) 

against corresponding regression models, and using different performance 

measures, came to similar conclusions.  Note that these papers focused on 

the prediction of an event (default) and the comparison of survival and 

logistic models. 

    

Work has also been done specifically for mortgage loans.  Phillips and 

VanderHoff (2004), using a logit model, investigated the probability of a 

defaulted loan going into repossession (also known as foreclosure), get cured 

(where debtors resume payment) or prepay (where debtor pays off the loan in 

a lump sum).  They were interested in which outcome the defaulted loan 

would eventually experience, with no indication of the extent of losses.  So 

although local economic and housing market conditions were included in 

their logit model, their objective was to run simulations to investigate how 

local legislation (e.g. lowered foreclosure costs, or different redemption laws) 

would affect the outcomes of these defaulted loans.  Pennington-Cross (2010) 

uses a competing risks model to investigate the time period subprime loans 

spend in repossession.  Specifically, these accounts are those that are in 

default and where repossession is already in process, and which could now 

experience one of a number of outcomes (cure, partial cure, repayment in 

full, real estate owned).  Again, no loss estimates were produced. 

 

McDonald, Matuszyk and Thomas (2010) applied survival analysis to estimate 

losses in a mortgage loan portfolio.  A competing risks survival model was 

developed on a dataset of mortgage loans in order to predict for default or 
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early prepayment, using both loan related characteristics and macroeconomic 

indicators (which are time-dependent).  A Monte Carlo simulation is then 

applied which, at each run, translates the survival (or hazard) probabilities 

into predicted dates at which predicted events would occur.  Based on these 

predicted events and their respective dates, any loss is calculated and cash 

flow is modelled.  Although the simulation did account for probability of 

repossession and haircut, it used only a general estimation of percentages 

(not detailed in the paper).  The methodology adopted in this work is similar 

to their work – a competing risks survival model to predict two mutually 

exclusive events followed by a Monte Carlo simulation to translate failure 

probabilities (i.e. 1 – survival probabilities) to predicted events and event 

times, but instead of focusing on default prediction, we explicitly model 

post-default events using survival analysis.    

 

In summary, our work differs from these papers firstly because we focus on 

the prediction of LGD by specifically developing survival models predicting 

for repossession or the default case being closed without having to 

repossess (henceforth referred to as “closure”).  Time-dependent 

macroeconomic variables are incorporated, with the intention of investigating 

the risk drivers of repossession.  The simulation proposed in this work will 

then investigate the impact of such time-dependent variables, as well as take 

into account the variability experienced by haircut, on loss distributions.   

 

5.1.2 Monte Carlo and stress testing 

 

It is acknowledged that the number of defaults and losses differ in good 

economic times and bad (see Frye (2000a), Frye (2000b) , Jarrow (2001), 

Altman, Resti and Sironi (2001), Hu and Perraudin (2002)).  Furthermore, the 

number of defaults and LGD are correlated such that losses are further 

magnified during poor economic situations.  Similarly, in this dataset, we 

also see an increased number of repossessions during the economic 

downturn in the UK in the early 1990s.  Also, from the Basel perspective, it is 

important to differentiate between long-run PDs and LGDs and their 

downturn counterparts.  For PD, a formula derived from a single-factor Value 

at Risk (VaR) model is provided in the Basel II documentation (Basel 

Committee on Banking Supervision (2005)) to translate PD to downturn PD, 
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but the equivalent is not available for LGD.  Hence, banks are required to 

develop their own methods to estimate downturn LGD.  Whereas such a 

downturn LGD estimate is supposed to give an indication of how bad loss 

rates typically are in an “average” bad year, the aim of stress testing on the 

other hand is to investigate the impact on the amount of capital needed to 

cope with specific unlikely but still plausible events or stress scenarios, and 

is meant as an adjunct to the simple VaR model adopted for Basel II 

regulatory capital calculations.  Although it is not reasonable to expect banks 

to hold this amount of capital in preparation for such an extreme event, the 

minimum objective is for banks to be aware of their worst case scenarios, as 

well as their available options should such a situation ever arise.  With the 

implementation of Basel II, this risk management tool became a prominent 

part in the development of risk models, with many papers upholding its 

importance (see Blaschke et al. (2001) and the Financial Services Authority 

(2005)).  However, because it is a relatively new concept, especially in retail 

credit, there is still uncertainty regarding the most appropriate 

methodologies of stress testing (see Berkowitz (2000) and Sorge (2004)).  

 

Coleman et al. (2005) carried out a case study on Australian banks and their 

housing loan portfolios, modelling default and loss rates using a regression 

model with house price changes as an explanatory variable.  Consistent with 

Sorge (2004), they defined loss to be a function of individual bank variables 

coming from the components of expected loss (i.e. probability of default, 

loss given default, mortgage insurance recoveries and resource costs) and 

macroeconomic shocks.  The data was segmented and analysed on a number 

of variables (e.g. loan to value, type of mortgage, loan age) and various 

situations were considered in order to stress test the amount of capital 

required to absorb the losses.  They found that a 30% drop in house prices 

translated into a large increase in both default rates and LGD.  Rodriguez and 

Trucharte (2007) carried out a case study using a dataset of Spanish 

mortgage loans, in which macroeconomic variables (unemployment rate and 

the official mortgage interest rate) were included in their logistic regression 

model towards the prediction of probability of default.  This model is made 

to be time-dependent with the inclusion of the corresponding variable and 

macroeconomic values of each time, essentially creating a system of models.  

If, as in this particular case study, some of the mortgage loan characteristics 
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are time-dependent, this model would require a lot of data which would also 

need to be consistently available at each time step, which might not always 

be possible.  In this paper, it is not a major issue because simulation was 

only done on one cohort year (2004).  Rodriguez and Trucharte (2007) 

therefore illustrate the advantage of using simulation to generate loss 

distributions under different economic situations, including stressed 

economic situations.  These are then compared against the Basel II capital 

requirements and the authors find that they give adequate protection.   

 

Although both these papers predict losses for mortgage loans, they are 

based on PD models.  It is thus necessary to investigate the relevance of a 

mortgage LGD model, which should also take into account the impact on 

losses that time to repossession could have.  Although it is assumed that 

there is no loss if repossession does not occur, once repossession does occur, 

any losses would have to be discounted appropriately.  Also, in order to more 

accurately estimate the valuation of the property at the time of repossession 

and sale (because the time between default and repossession could take an 

average of two years), it is necessary to model the time between default and 

repossession, if repossession does happen.  In addition, it would also be 

beneficial to develop a mortgage loan LGD model which takes into account 

both the volatility of haircut (which is a big factor in mortgage LGD) and 

macroeconomic changes.  None of this has been covered in the literature yet. 

 

5.2 Research objectives 

 

Retail LGD models are usually developed using regression models, which 

forces a deterministic solution onto a dynamic problem.  LGD varies 

depending on when the default occurred, how long the recovery process 

takes, as well as when the recoveries come back in, which is believed to 

depend on the economy.  This is especially evident in the case of mortgages, 

because if the bank decides to repossess the property, this repossession 

process may vary between months and years after default (as was observed 

in the dataset, see Figure 2.3), and the sale of the property might not be 

immediate.  If, on the other hand, the bank has not repossessed the property, 

perhaps because the debtor has restarted repayments, the account is said to 
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be closed (or have entered closure).  In this case, even though there may not 

be any costs associated with it24, it is still important to recognise this as an 

event in itself because closure and repossession are mutually exclusive 

events.   

 

Firstly, we wish to model the probability of a defaulted mortgage account 

experiencing some event (either repossession or closure) at a given time 

after default.  In order to appropriately model events (i.e. repossession or 

closure) that follow the default of a mortgage loan, survival analysis is 

considered.  Not only is it able to produce probabilities of repossession or 

closure happening in the months after default, it is also able to take into 

account censoring (observations that did not yet experience any event).  The 

Cox survival model is also able to take into account time-dependent variables, 

which would allow for the incorporation of macroeconomic variables.  By 

developing this model, we should also be able to develop a better 

understanding of the different risk drivers of repossessions and closure. 

 

In order to reflect the possibility of either of two events occurring, the 

individual models are combined into a competing risks survival model, which 

allows for more than one type of event taking place, whereby the events are 

mutually exclusive.  In other words, if the account experiences repossession, 

it is no longer susceptible to closure and vice versa.   

 

Secondly, we wish to produce an LGD model within a framework appropriate 

for stress testing.  The output from the survival models give probabilities, for 

each observation, of that event happening in each month after default has 

occurred.  Using simulation and translating these probabilities into some 

predicted event and some predicted event time, we would be able to (a) 

validate the model by comparing actual and predicted events and event times 

and (b) stress test the model by adjusting the macroeconomic variables 

within the survival models and, depending on how survival probabilities are 

affected, investigate how the pattern of repossession, and LGD, changes.   

 
                                                 
 
24 It is widely accepted in industry that loss will only occur if repossession and sale of 
the property takes place, and if sale proceeds are unable to cover the outstanding 
balance. 
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5.3 Data preparation 

 

5.3.1 Data 

 

The data used here is as described in Chapter 2.  However, note that if we 

were using regression methods, observations that entered default towards 

the end of the sample (2001-2002) would have to be removed from the 

analysis because of the short outcome window (between default and 

repossession); failing to do so would otherwise cause a misrepresentation of 

a seemingly low repossession rate for accounts that default in the early 

2000s.  Survival analysis on the other hand is able to handle such accounts 

as censored observations, avoiding any such issue. 

 

In the case of accounts that experienced multiple defaults, only the last 

instance of default is included here.  There are two main reasons for this.  

The first is due to data limitations.  For these accounts, we only have the 

estimated date of (repeated) default, so there is no information with regards 

to when the debtors recovered from their previous default.  Secondly, taking 

the last instance of default, which implies that the account is at risk of 

repossession, would ensure that the model is most conservative.  This would 

also be convenient for simulation purposes, since, if all instances of default 

of a single account were to be included, each would get estimates for if and 

when that instance would enter repossession or closure, and it would not 

make sense if the same account were predicted to be both repossessed and 

closed (at different times).   

 

Under the Basel II Internal Ratings Based framework, banks have to predict 

PD for the next 12 months, and their resulting losses, for each portfolio of 

loans.  In tandem with a PD model, the model developed here would be used 

to estimate the LGD of mortgage loans, which will depend on whether a 

repossession or closure takes place, as well as the time it takes for the event 

to happen.  In order to mimic the way the model would be used, we further 

subset the test set by years.  Validation will be done on two years: 1995, 

which represents a typical non-downturn year, and 1991, which is selected to 

represent a downturn year.   
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5.3.2 Defining events 

 

In the dataset, we have dates which correspond to the events that each 

account experienced.  An account that has a repossession and sale date is 

defined to be a repossession; an account that has a close date is defined as a 

closure.  In the case of accounts with no repossession or close date, we 

define them as censored at the latest observation time in the sample, 

December 2003.  All these are mutually exclusive events; an observation 

cannot be a closure and repossession at the same time, and if an account 

gets closed, it will no longer be at risk of repossession.  As such, it is 

necessary to have a competing risks model.   

 

5.3.3 Variable selection and pre-processing 

 

For each observation, besides information that was collected at the time of 

loan application (e.g. LTV, valuation of property, type of security), we also 

have some default time information, including an estimated default date 

from which we calculate a more current valuation for the property, 

outstanding balance, DLTV and relative standing of the property in its region 

(ratio of valuation of property at default over the average regional average).  

Although we do have a lot of information on loan and collateral related 

characteristics, it was important that the model developed remains relevant 

and easy to implement, as well as suitable for stress test purposes.  Also, 

from the previous chapters, although we find that repossession risk depends 

on a few variables – loan-to-value ratios, type of security, time on books and 

whether default happened before – we also see that it is the loan-to-value 

ratios that are most significant.  Both LTV and DLTV carry important 

information.  LTV gives an indication of risk at the time of loan application 

and is stable because it is not related to the economy as the loan progresses, 

whereas DLTV gives an updated indication of debtor equity but will change 

with time and the economy.  Similarly to the repossession model developed 

in Chapter 3.3, we find that including both LTV and DLTV causes counter-

intuitive parameter estimate signs, so it is necessary to select only one.  

Eventually, we decided to use DLTV as it is as an indication of debtor equity 

at default.      
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Another variable included is the type of security.  This is a categorical 

variable that differentiates between detached, semi-detached, terraced 

properties and flats.   

   

Only three macroeconomic variables were considered here.  They are 

unemployment rates, interest rates, which are both taken from the Office of 

National Statistics (ONS), and the Halifax House Price Index (HPI).  All three 

are year-on-year growth rates and are available monthly.  Eventually, we use 

only the HPI growth rate (HPIG).  The use of growth rates eliminates the use 

of absolute values and ensures that the real change in HPI is reflected.  We 

have the HPIG for each month following default, so this is a variable that 

changes with time.  

 

Time lags and leads of up to 12 months were considered here (i.e. HPIG 

values from 12 month before default to 12 month after default).  Due to 

computational limitations, these variations were applied only on a 

preliminary repossession survival model, where DLTV was not binned and 

interaction terms were not yet included.  Some of the models, especially 

where the lead or lag interval considered becomes larger, have the parameter 

estimate sign for HPIG switched from positive (i.e. generally repossession is 

more likely to happen in good economic times) to negative (i.e. generally 

repossession less likely to happen in good economic times).  This is not 

intuitive and it was decided to use the model with neither leads nor lags.  

However, further work could be done to investigate the application of such 

time lags, especially after interaction terms are considered, and whether 

these changes might impact the overall prediction of LGD.  

 

We also observe that the economy affects different types of security 

differently, as well as observations of different ranges of DLTV.  In particular, 

we find that although the risk of repossession increases with DLTV, once 

DLTV reaches a certain threshold, this risk seems to remain constant.  In 

order to accurately model this, interaction terms are introduced between 

DLTV and HPIG, as well as between type of security and HPIG.  DLTV is 

binned into 7 groups, which also aids the interpretation of the parameter 

estimates of these interaction variables.  The bins are created according to 

boundaries of DLTV values, with smaller bins for larger DLTV values. 
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5.4 Competing risks survival model  

 

5.4.1 Survival models  

 

Survival analysis aims to model the period of time an observation takes to 

experience an event.  In general terms, if T is defined to be the time period at 

which death is observed, where T is some non-negative continuous random 

variable, then the survival function at time t is the probability that the 

observation survives up to time t, i.e. T is greater than t (see Equation 5.1).   

 

( ) ( )tTPtS >=  

(5.1) 

 

Given that the observation has survived up to time t, then the probability that 

it will not survive in the next time interval t∂ is ( )tTttTtP >∂+≤< | .  

Another term of interest is the hazard rate, ( )tλ , which is the risk rate at 

each unit of time, for observations that have survived up to time t (see 

Equation 5.2). 
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The relationship between hazard rate and survival function is given by 

Equation 5.3. 
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There are a number of different types of survival models, according to the 

type of distribution that event time follows.  However, it can be difficult to 

identify an appropriate distribution from the available data, and because 

each model assumes a certain underlying distribution, applying the wrong 
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type of model would produce invalid results.  A popular class of models is 

the Cox Proportional Hazards Model (Cox (1972)), because it removes the 

need for the identification of the underlying distribution of survival times.  In 

this model, the hazard rate, given in Equation 5.4, of an individual depends 

on a component that is common to all (baseline hazard rate, ( )t0λ ) and its 

individual characteristics (covariates), mXXX ,...,, 21 . 

 

( ) ( ) ( )mm XXXtXt βββλλ +++= ...exp| 22110  

 (5.4) 

 

Another advantage of the Cox Proportional Hazards Model is that it is able to 

take into account time-dependent variables.  In this case, the individual 

characteristics of an observation’s hazard rate will now consist of two parts, 

the static characteristics of the loan (X covariates), and the time-dependent 

variables (Y(t) covariates), given in Equation 5.5. 

 

( )( ) ( ) ( ) ( ) ( )( )tYtYXXttYXt qqmm γγββλλ +++++= ......exp,| 11110  

(5.5) 

The Proc PHREG in SAS will estimate the values of the β  and γ  parameters 

and produce, for each time step, the baseline hazard rate.  Once the baseline 

hazard rates are produced, hazard rates and survival probabilities for each 

time step can be calculated subsequently.  However, when time-dependent 

variables are included, the calculations used for baseline hazard rate in this 

SAS procedure do not hold.  It is then necessary to apply the Nelson-Aalen 

formula (see Andersen (1992) and Chen et al. (2005)) to calculate the time-

dependent baseline hazards, according to Equation 5.6. 
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  (5.6) 

Where td  = number of events that occurred in time t and tR  = observations 

that are at risk of the event at time t.  
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5.4.2 Competing risks 

 

The explanation on survival models so far have been for the case where the 

observation is assumed to be at risk of experiencing only one type of event, 

for example, death.  However, it is common to want to differentiate between 

different kinds of events that an observation can experience, for example, 

when modelling the survival time of a piece of machinery, whether it breaks 

down due to age or human error would have different risk factors and thus 

should be modelled separately.  This is known as a competing risks model.   

 

In this work, there are two events of interest: repossession and closure.  

Once the account is closed, it is no longer susceptible to repossession and 

vice versa.  A survival model for each event (repossession and closure) is 

developed.  In the survival model for repossession, all non-repossessions (i.e. 

closed and censored observations) are assumed to be censored; in the 

survival model for closure, all non-closure observations (i.e. repossessed and 

censored observations) are assumed to be censored.  Each survival model 

produces survival and hazard probabilities and a random number generator 

is used here to produce random numbers and compared against survival 

probabilities to produce predicted event times (more details in Section 5 

later).        

 

The competing risks survival model will then define survival time to be the 

minimum of the time to repossession and the time to closure, given in 

Equation 5.7.  

  

{ }cr TTT ,min=  

     (5.7) 

Where rT  = time predicted to repossession and cT  = time predicted to 

closure. 

 

5.4.3 Survival model for repossession 

 

A survival model is developed here to predict the number of months it takes 

for an observation to go from default to repossession.  Only observations 
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that have been repossessed are defined to have undergone the event, and 

observations that were closed or censored are defined to have been censored 

at the time of their closure or censoring.  For example, an account that went 

into default in February 1992 and was repossessed in January 1995 is said to 

have experienced the event at 35 months, whereas an account that went into 

default in February 1992 and closed in January 1995 is said to be censored at 

35 months.   

 

Variable selection is as described in Section 5.3.3.  The final variables used in 

this survival model are DLTV (a continuous variable now binned into seven 

groups), security (a categorical variable), HPIG at time of default, and two 

sets of interaction terms – HPIG and security, and HPIG and DLTV (binned).  

Their parameter estimates and p-values are given in Appendix E, Table E1, 

but because there are interaction terms in this model, interpreting the model 

is not as straightforward as looking at parameter estimates and interpreting 

their signs.  The marginal effect of the log-risk of repossession for different 

types of security can be split into two parts: it is affected differently 

depending on what kind of property it is, and which DLTV band it is in (non-

time-dependent); and it will also react differently depending on the changes 

in the HPIG (time-dependent).   

 

In order to make any sense of the results, we have to separate between the 

types of security and then look at the overall parameter estimates for 

different bands of DLTV.  This means that the marginal risk of repossession 

for different types of securities and different DLTV bands have different 

linear relationships with HPIG, and this is represented by a linear line, 

cm += HPIGrisk onrepossessi group DLTV security, , where m represents the 

slope of the line, i.e. the sum of the relevant parameter estimates that are 

HPIG-related (time-dependent variables) and c represents the intercept, i.e. 

the sum of all other relevant parameter estimates.   

 

For example, an account that has a flat as the security (security0) and a DLTV 

of 0.64 (groupdtv2) would be calculated to have:  
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(5.8) 

 

which will give: 

 

HPIG873.001.0risk onrepossessi groupdtv2 flat, ×−−=  

(5.9) 

 

This calculation is repeated for the rest of the DLTV groupings within the flat 

category, as well as the other types of securities.  Table D1 in Appendix D 

shows how the variables contribute towards the slope and coefficient during 

the calculation of risk for the different types of securities.    

 

 

Figure 5.1: Repossession marginal risk contributions for different types of security 

according to DLTV bands.  For comparison purposes, all the horizontal and vertical 

axes have a common scale. 

 

Figure 5.1 displays four graphs representing the four types of securities, for 

risk of repossession.  On the horizontal axis, we have HPIG which goes from 

15− % to 15% and each line on the graph represents a DLTV band.  From here, 
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we see that for all types of securities, marginal risk of repossession generally 

increases with a larger DLTV (the lower DLTV bands are lower on the graphs) 

but that the increase is smaller for higher DLTV bands.  Within each DLTV 

band, marginal risk of repossession decreases with an improvement in HPIG 

(a negative slope), and this is most pronounced in the low DLTV bands, with 

mid-range DLTV bands being rather flat.  We observe that flats, terraced and 

semi-detached properties have lines with similar slopes.  The highest DLTV 

band behaves differently in that the marginal risk of repossession increases 

with improvement in HPIG (a positive slope).  This could be because during 

poor economic times, banks are more likely to hold on to properties that 

have high DLTV (since they have more invested in them).  This implies that 

these properties are more likely to be repossessed in good economic times, 

giving a positive slope.  The rest of the DLTV bands have slopes that are 

negative, i.e. the risk of repossession decreases when the economy is doing 

well.  Detached properties have marginal risk contributions that are different 

from the rest of the other types of security, in that the slopes are more 

pronounced, so detached properties are more affected by changes in HPIG.   

 

From the parameter estimates and using the Nelson-Aalen estimator, the 

baseline hazard rates for each time step for the survival model is calculated 

and attached in Figure 5.2.  Redefining the terms in Equation 5.6, td  is the 

number of repossessions that happened in time t, and tR  is the set of 

observations that are still in the risk set at time t, i.e. are already in default 

but not yet repossessed, closed or censored.  This baseline hazard is 

common to all observations, regardless of their individual characteristics and 

from this, we observe that the risk of repossession (hazard) increases sharply 

immediately after default, and then drops off steadily.  This implies that 

banks generally try to repossess the property within two years after default, 

after which the risk of repossession gradually bottoms out.  
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Figure 5.2: Baseline hazard rates for repossession survival model 

 

5.4.4 Survival model for closure 

 

Similar to the repossession survival model described above, a survival model 

is developed here to predict the number of months it takes for an 

observation to go from default to close.  Only observations that are closed 

are defined to have undergone the event, and observations that were 

repossessed or censored are defined to have been censored at the time of 

their repossession or censoring.   

 

Variable selection is as described in Section 5.3.3.  However, the interaction 

variables between HPIG and security were mostly insignificant and thus 

dropped.  The final variables used in this survival model are DLTV (binned 

into seven groups), security (a categorical variable), HPIG at time of default, 

and one set of interaction terms – HPIG versus DLTV (binned).  Their 

parameter estimates and p-values are given in Appendix E, Table E2.  Again, 
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because of the interaction terms, interpreting the parameter estimates is 

tricky.  Similar to the repossession survival model above, we have Figure 5.3, 

which displays four graphs representing the four types of securities and their 

marginal risk profile.  The rankings, and slopes, of DLTV bands behave 

similarly across the different types of securities.  The positive slope observed 

for all DLTV bands implies that risk of being closed is higher in good 

economic times.  This could be because debtors are more likely to be 

successful in securing funds during good economic times, which would allow 

them to recover from default.  Low DLTV bands are also the most likely to be 

closed without repossession, but this difference is less pronounced in good 

economic times.     

 

 

Figure 5.3: Closure marginal risk contributions for different types of security 

according to DLTV bands.  For comparison purposes, all the horizontal and vertical 

axes have a common scale. 

 

The baseline hazard rates at each time step for the survival model is 

calculated and attached in Figure 5.4.  Redefining the terms in Equation 5.6,  

td  is the number of closure observations that happened in time t, and tR  is 

the set of observations that are still in the risk set at time t, i.e. are already in 
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default but not yet repossessed, closed or censored.  The baseline hazard for 

closure seems to indicate that the risk of closure is highest in the months 

following default, and although it decreases with time, does not fall away 

completely such that this risk of closure remains active (comparative to the 

earlier post-default months) throughout the observation period we have in 

the sample.  Note that the y-axis scales of Figures 5.2 and 5.4 are not 

directly comparable. 

 

 

Figure 5.4: Baseline hazard rates for closure survival model 

 

5.5 Monte Carlo simulation 

 

According to the Oxford English Dictionary, Monte Carlo refers to 

“designating or involving any of various methods of estimating the solution 

to numerical problems by the random (or pseudorandom) sampling of 

numbers with some chosen frequency distribution”.  It is useful, especially in 

this context of risk and estimation of losses, because it could be used to 

simulate uncertainty repeatedly yet independently.  From the survival models, 
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we have probabilities of survival to repossession and/or closure for each time 

step after default, but unless some deterministic time period is determined 

from these probabilities, they remain just that.  With the application of a 

Monte Carlo simulation, these survival probabilities can be converted into 

events from which not only the validation of the model can be done, but also, 

the framework necessary for stress test purposes can be created.    

 

5.5.1 Framework 

 

Each observation j is put through each survival model and survival 

probabilities for repossession, denoted by ( )ts jr, , and closure, ( )ts jc, , are 

produced for each time step t (the number months after default).  It is then 

necessary to find conditional survival probabilities during the simulation, i.e. 

conditional on having survived up to time 1−t .  Using Bayes Theorem, 

conditional survival probabilities for repossession, ( )tS jr
∗
, , and closure, 

( )tS jc
∗
, , are then calculated for each time t, according to Equation 5.10.   

 

( ) ( )

( )
( )

( )
( )1

1

1|

,

,

,

−
=

−>

>
=

−>>=∗

ts

ts

tTP

tTP

tTtTPtS

jr

jr

r

r

rrjr

 

( ) ( )

( )
( )

( )
( )1

1

1|

,

,

,

−
=

−>

>
=

−>>=∗

ts

ts

tTP

tTP

tTtTPtS

jc

jc

c

c

ccjc

 

(5.10) 

 

The simulation then takes place as follows for each observation j, starting 

from 1=t : 
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• A random number (between 0 and 1), tU , is generated and compared 

first against the conditional survival probability of repossession at 

time t, ( )tS jr
∗
,  

• If ( )tSU jrt
∗> , , then the account is said to undergo repossession at 

time t 

• If ( )tSU jrt
∗≤ , , then another random number, tZ , is generated and 

compared against the conditional survival probability of closure at 

time t, ( )tS jc
∗
,  

• If ( )tSZ jct
∗> , , then the account is said to be closed at time t 

• If ( )tSZ jct
∗≤ , , then repeat steps (a) to (d) for time 1+t , until some 

event happens, or until the end of the selected observation period (for 

the purpose of this work, a 12-year observation period is assumed)  

 

Following this simulation run, we are able to get predicted events, and 

predicted event times for each defaulted account from a single run, which 

allows us to make predictions of loss.  This is then repeated 1,000 times, so 

that we get a distribution of total loss, as shown later.     

 

At each run, for accounts that are predicted to be non-repossessions, loss is 

assumed to be zero.   

 

For accounts j that are predicted to be repossessions, there is also a 

predicted repossession time, and loss is calculated as follows.  First, the 

average time taken for properties to go from repossession to sale is 

calculated for the available data (about 7 months), and we assume, for 

simplicity, that the predicted sale date of the repossessed property is taken 

to be 7 months after the predicted repossession date.  However, it would be 

an area of further work to develop a similar survival model to estimate the 

time between repossession and sale.  For this predicted sale date, the Halifax 

House Price Index (all houses, all buyers, non-seasonally adjusted, quarterly, 

regional) is extracted.  The valuation of the property at time of sale is 

calculated according to Equation 5.11. 
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value property original
HPI

HPI
property of valuation

region qtr, start yr, start

region qtr, sale yr, sale
sale ×=

(5.11) 

 

Using the Haircut Model (from Chapter 3, Section 4), we find predicted 

haircut Ĥ  and predicted haircut standard deviation σ  for each observation j.  

Although it was necessary to translate the predicted haircut and standard 

deviation into a standard normal distribution and weight probabilities of 

haircut with their corresponding losses, it is not necessary to do so here.  

Because this haircut model is used in a simulation, there can only be one 

value of haircut (instead of a range of haircut values with their different 

chances of occurring).  However, instead of taking the value of predicted 

haircut as it is predicted from the haircut model, we introduce variability to 

the predicted haircut by adding some randomness (from the normal 

distribution) which depends on its standard deviation, given in Equation 5.12.  

This new haircut, h
~

, is used in the calculation of shortfall and loss.  

 

( )σ,0ˆ~
NHh +=  

     (5.12)     

 

Applying haircut h
~

 to the valuation of the property at time of sale, we are 

able to get a prediction of sale price of the property, from which predicted 

shortfall amount can be calculated.  It is possible that the property is sold for 

a price that can cover the outstanding balance on the loan, and in this case, 

any extra proceeds would be returned to the debtor and loss is predicted to 

be zero.  If however, there is a loss (i.e. sale proceeds < outstanding balance), 

then this loss undergoes discounting (see Equation 5.13).   

 

( )
( ) 











+

×−
=

kd

h

1

~
property of valuationbalance

,0maxloss predicted saledefault  

(5.13) 

where 
12

time sale predicted and default between months of number
=k .   
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For a discussion between regulatory supervisors and banks on the 

appropriate discount rate that can be used, we refer to FSA’s Expert Group 

Paper on Loss Given Default (Financial Services Authority Expert Group 

(2009)).  In our analysis, a discount rate of 5% is used.     

 

This prediction of loss can be easily translated to a prediction of LGD, 

according to Equation 5.14.  In the case of actual loss, any loss is also 

discounted by the time taken between default and sale in years (cf. Equation 

2.4). 

 

defaultbalance

loss predicted
LGD predicted =  

    (5.14) 

 

5.5.2 Stress testing  

 

The importance of stress testing was mentioned earlier in the text.  Helbling 

and Terrones (2003) looked at historical house prices for 15 countries from 

the 1970s to early 2000s, identifying peaks and troughs.  They find that 

housing crashes meant that house prices tumbled an average of 30% and 

took longer to recover (as compared to crashes in the stock market).   Here, 

we stress the model by creating a simple but plausible economic downturn 

scenario.  There is no suggested percentage on which how badly to stress 

the macroeconomic variable but we observed that the drop in house prices 

during the credit crisis of 2008 was about double that experienced in 1991.   

 

A stressed HPIG is created as follows: 

• For the period of 1984 to 1988: there is no negative growth observed, 

so the HPIG values are left are they are. 

• For the period of 1988 to 1998: we impose the HPIG values observed 

from July 2008 to December 2009 (aggravating further the existing 

economic downturn) onto July 1992 to December 1993.  Because we 

are imposing the HPIG values from a different period, and to ensure 

that there is a smooth joining trend, any negative HPIG immediately 

surrounding these dates are doubled. 
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• For the period of 1998 to 2008: any negative HPIG is doubled  

• This is done separately for each region in the UK  

 

 

Figure 5.5: Observed and stressed HPIG for region of Greater London.  The solid line 

represents historically observed HPIG and the dotted line represents the created 

stressed HPIG.   

 

Figure 5.5, for the region of Greater London, shows an example of the extent 

which HPIG will be stressed.  The graphs for the rest of the regions in the UK 

are in Appendix F.   
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Table 5.1: Migration matrix of DLTV and stressed DLTV (in percentages) (for test set).  

The top (bottom) row represents the lowest (highest) DLTV value range, respectively.   

 

stressed 

DLTV1 

stressed 

DLTV2 

stressed 

DLTV3 

stressed 

DLTV4 

stressed 

DLTV5 

stressed 

DLTV6 

stressed 

DLTV7 

DLTV1 74.73 24.39 0.84 0.05 0.00 0.00 0.00 

DLTV2 0.96 60.74 34.81 2.58 0.65 0.18 0.08 

DLTV3 0.00 2.26 55.31 23.20 12.62 4.76 1.84 

DLTV4 0.00 0.02 5.84 38.45 26.35 18.08 11.25 

DLTV5 0.00 0.00 0.43 3.70 34.82 28.20 32.85 

DLTV6 0.00 0.00 0.00 0.05 1.36 26.67 71.92 

DLTV7 0.00 0.00 0.00 0.00 0.00 0.38 99.62 

 

 

Figure 5.6: Distribution of DLTV and stressed DLTV (for test set).  Top panel shows 

distribution for observed DLTV and bottom panel shows distribution for stressed 

DLTV.   

 

Because DLTV is a model variable that is calculated using the HPI, we need to 

recalculate a “stressed” DLTV to take into account the stressed HPIG.  The 
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distribution of DLTV and stressed DLTV is displayed in Figure 5.6, showing 

that stressed DLTV has a wider spread, and higher mean.  Because we used 

binned DLTV in our models, the differences between DLTV and stressed 

DLTV are dampened for part of the observations, but we still see a sizeable 

number of observations moving across DLTV bands (from lower to higher 

bands), with the higher DLTV bands having fewer accounts staying in the 

same DLTV band (see Table 5.1).  Note that a small number of observations 

migrate onto a lower (better) DLTV band due to the way the stressed HPIG 

values were created (because parts of the HPIG from 2008 were imposed 

onto 1992).  These are left as such in the modelling, but can be avoided if 

preferred, by simply disallowing any such upgrades, thus giving more 

conservative results.  These stressed HPIG and DLTV values are used in the 

simulation later.   

 

5.5.3 Simulation results  

 

Simulations are carried out for two different time periods.  Firstly, we run our 

analysis on the cohort of loans that defaulted in 1995 (about 3,000 accounts), 

and then to investigate the performance of the model on a downturn year, 

the analysis is repeated on the cohort of loans defaulted in 1991 (about 

7,000 accounts).  Two types of simulations are carried out for each of these 

default cohorts.  The first is the validation simulation, in which the actual 

observed HPIG time series as given by the Halifax HPI (regional, quarterly) is 

used.  The second is the stressed simulation in which the newly created 

stressed HPIG values are used (cf. Section 5.5.2).  For both loan cohorts, 

performance measures from the validation and stressed scenarios are 

produced and compared here.   

 

5.5.3.1 Distribution of total loss 

 

There are a number of indicators we are interested in, the first of which is the 

distribution of total loss.  As described in the earlier section, the predicted 

loss is calculated for each observation according to its outcome for each run.  

Loss is totalled for each run, which gives us a distribution of predicted total 

loss over all runs for 1995 and 1991, shown in Figures 5.7 and 5.8 
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respectively.  The dotted line represents the actual total loss encountered in 

the validation set for that year, and so is not directly comparable.  The model 

has slightly overestimated losses for both years, which could be due to the 

model being developed on a group of loans that defaulted in a range of years 

(during good and bad economic climates), whereas the validation was run on 

a particular cohort of loans at each time.  Also, in the calculation of total 

losses, a number of additional factors are involved, like the estimation of sale 

date, the discount rate used, the haircut model and its variability.  Finally, 

although the total losses predicted are in the region of observed total loss, it 

seems that during good economic times, this overestimation is more 

pronounced.   

 

 

Figure 5.7: Distribution of predicted total loss across 1,000 simulation runs for 

validation simulation for cohort of loans that default in 1995.  The dotted line 

represents the actual total loss encountered in this cohort. 
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The simulation is then repeated for the stressed scenario.  In order to put the 

values in perspective, we put the distribution of predicted losses from the 

validation and stressed simulations onto a single graph with a common scale.  

These are shown in Figures 5.9 and 5.10, for 1995 and 1991 respectively. 

 

 

Figure 5.8: Distribution of predicted total loss across 1,000 simulation runs for 

validation simulation for cohort of loans that default in 1991.  The dotted line 

represents the actual total loss encountered in this cohort. 
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Figure 5.9: Comparative distribution of predicted total loss across 1,000 simulation 

runs for cohort of loans that default in 1995; for validation (top panel) and stressed 

(bottom panel) simulation.  The dotted line represents the actual observed total loss.  

Mean of the stressed distribution increased by approximately 75% compared to the 

validation distribution. 

 

In both cohorts, the model has predicted for much greater losses during the 

stressed simulation, and the proportion of increase is different in the 

different cohorts.  The model predicts losses to be about 75% more during 

the stressed simulation in the 1995 cohort, but only 50% more in the 1991 

cohort.  This is an intuitive result since 1995 is a non-downturn year, so 

when the economy is stressed, the difference is more obvious.  In contrast, 

1991 was already a downturn year, so the stress scenario used has affected 

losses to a lesser extent.  Ultimately, it is difficult to assess the plausibility of 

such stress test results because of data limitations and because there is no 

way of predicting how poor the economy can get.   
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Figure 5.10: Comparative distribution of predicted total loss across 1,000 simulation 

runs for cohort of loans that default in 1991; for validation (top panel) and stressed 

(bottom panel) simulation.  The dotted line represents the actual observed total loss.  

Mean of the stressed distribution increased by approximately 50% compared to the 

validation distribution. 

 

5.5.3.2 Number of repossessions 

 

Another component of interest here is the number of repossessions 

predicted to take place in each month following default against the number 

that is observed.  The number of observed repossessions in each month 

following default, together with the average (over 1,000 runs) that was 

predicted by the validation and stressed simulations respectively is plotted 

on a single graph.  These are in Figures 5.11 and 5.12, for the 1995 and 

1991 cohort years respectively.     
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Figure 5.11: Number of observed repossessions (solid) in the months after default 

and average (over 1,000 runs) predicted number of repossessions for validation (line) 

and stressed (circles) simulations, for 1995 cohort.  To allow for direct comparison, 

the vertical axis is the same as in Figure 5.12. 

 

A number of observations can be made here.  Firstly, the number of 

repossessions predicted for 1995 in each month following default is close to 

what that was historically observed in the dataset.  1995 is a fairly typical 

year and the model is predicting based on what it was trained to do.  

However, the model overestimates the number of predictions in 1991, so it 

seems to have identified that 1991 is a downturn year and has predicted for 

more repossessions, but not at the correct times.  At times where the 

economic outlook is poor, banks are less likely to enter repossession 

procedures because it would mean that they would be trying to sell these 

properties in a depressed housing market, which would mean a lower selling 

price on top of the haircut that would be expected.  Secondly, we see that the 

repossession pattern from the two simulations and the two cohort years are 
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very similar, which implies that the way the macroeconomic variable (HPIG) 

was incorporated into the survival model might not be sensitive enough. 

 

 

Figure 5.12: Number of observed repossessions (solid) in the months after default 

and average (over 1,000 runs) predicted number of repossessions for validation (line) 

and stressed (circles) simulations, for 1991 cohort.  To allow for direct comparison, 

the vertical axis is the same as in Figure 5.11. 

 

5.5.3.3 Distribution of LGD 

 

The main goal of the development of this model is the prediction of LGD, and 

what are given by the model are LGD estimates for individual accounts within 

each separate run.  Given that the simulation is run 1,000 times, and that the 

cohort datasets are quite large (about 3,000 observations for 1995 and 

7,000 observations for 1991), there is plenty of output data here.  The aim 

would be to use the data to calculate some confidence boundaries, without 

compromising individual information.  In order to do this, for each individual 
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observation j, we look at its 1,000 predictions of LGD, and extract the 

median, P50
j
, and 95th percentile, P95

j
, values.  The median is chosen over 

the mean because the difference between losses due to repossession (which 

could lead to some loss) and closure (which would mean zero loss) is large 

and distinct.  Also, only a percentage of default loans will end in 

repossession so a sizeable number of observations will be predicted to be 

closed (i.e. have zero loss).  Taking the mean for a distribution which is very 

skewed and has a pronounced point density at one end is not very 

meaningful, so taking the median is a more appropriate measure of centrality.   

 

 

Figure 5.13: Distribution of median predicted LGD for validation (left panel) and 

stressed simulations (right panel) for 1991 cohort, segmented by type of security 

 

The 5th percentile value is usually a statistic of interest, but is left out here 

because LGD is constrained to be a non-negative value (a profit or negative 

LGD would be recorded as zero LGD), and this value is likely to be zero.  With 

the P50 and P95 values of each observation, the distribution of median 
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predicted LGD and the distribution of the 95th upper boundary predicted LGD 

can be determined.  Note that the 95th percentile LGD is a value compiled by 

taking the bottom 5th percentile (of 1,000 runs) of LGD of each account, 

essentially putting together a distribution of LGD from the worst runs.  By 

doing so, we hope to get a distribution of typical LGD (via the P50 

distribution) as well as downturn LGD and potential losses (via the P95 

distribution). 

 

Because we make similar observations for the two cohorts of loans, only the 

graphs for 1991 are included here.     

 

 

Figure 5.14: Distribution of 95th percentile predicted LGD for validation (left panel) 

and stressed simulations (right panel) for 1991 cohort, segmented by type of 

security  

 

Firstly, we examine the distribution of LGD, segmented by type of security.  

Figures 5.13 and 5.14 give the distribution of 50th percentile predicted LGD 
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and 95th percentile LGD respectively, for the cohort of 1991, by type of 

security.  Clearly, the distribution of LGD for the stressed simulation is more 

severe than that produced by the validation simulation.  The stressed 

scenarios have fewer occasions of zero loss and where there is loss, there is 

higher loss.  In general, we still see higher loss rates for lower-range 

properties, but the LGD of higher-range properties appears to be more 

affected by poor economic conditions (see Table 5.2).     

 

Table 5.2: Mean LGD values for validation and stressed simulation, compared against 

observed LGD, segmented by type of security, for cohort of 1991.  Top panel gives 

the mean LGD for the 50th percentile LGD; bottom panel gives the mean LGD for the 

95th percentile LGD.   

50th Percentile LGD 

Security Mean 

Actual 

Mean of 

predicted 

median from 

validation 

simulation 

Mean of 

predicted 

median from 

stressed 

simulation 

Increase (from 

validation to 

stressed) 

Flat 0.238 0.245 0.356 0.110 

Terraced 0.121 0.100 0.186 0.086 

Semi-Detached 0.090 0.046 0.101 0.056 

Detached 0.087 0.050 0.131 0.081 

95th Percentile LGD 

Security  Mean of 

predicted 

median from 

validation 

simulation 

Mean of 

predicted 

median from 

stressed 

simulation 

Increase (from 

validation to 

stressed) 

Flat  0.569 0.655 0.086 

Terraced  0.406 0.509 0.102 

Semi-Detached  0.309 0.413 0.104 

Detached  0.319 0.439 0.119 

 

 



Competing Risks Survival Model with Simulated Loss Distributions 

108 

Table 5.2 gives the mean LGD values (the 50th percentile and 95th percentile) 

from the validation and stressed simulations, of each security.  The observed 

mean LGD values have also been included as an indication of the sensible 

values produced.  

 

 

Figure 5.15: Distribution of median predicted LGD for validation (left panel) and 

stressed simulations (right panel) for 1991 cohort, segmented by DLTV bands 

 

Next, Figures 5.15 and 5.16 give the distribution of 50th and 95th percentile 

predicted LGD, respectively, now segmented by DLTV bands.  We make 

similar observations here.  The distribution of LGD for the stressed 

simulation is more severe than that produced by the validation simulation.  

The model once again produces sensible predictions of LGD for the different 

DLTV bands.  Higher loss rates are observed for higher DLTV bands, but, 

interestingly, the results suggest that the increase in losses during stressed 

situations could be higher for mid-range DLTV bands (see Table 5.3).      
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Table 5.3: Mean LGD values for validation and stressed simulation, compared against 

observed LGD, segmented by DLTV bands, for cohort of 1991.  Top panel gives the 

mean LGD for the 50th percentile LGD; bottom panel gives the mean LGD for the 95th 

percentile LGD.   

50th Percentile LGD 

DLTV Band Mean 

Actual 

Mean of 

predicted 

median 

from 

validation 

simulation 

Mean of 

predicted 

median 

from 

stressed 

simulation 

Percentage 

Increase 

(from 

validation to 

stressed) 

1 DLTV <= 0.5 0.015 0.000 0.000 0.000 

2 0.5 < DLTV <= 0.7 0.024 0.000 0.000 0.000 

3 0.7 < DLTV <= 0.9 0.066 0.000 0.064 0.064 

4 0.9 < DLTV <= 1.0 0.122 0.032 0.227 0.195 

5 1.0 < DLTV <= 1.2 0.192 0.184 0.331 0.147 

6 1.1 < DLTV <= 1.2 0.246 0.267 0.376 0.109 

7 DLTV > 1.2 0.290 0.287 0.420 0.133 

95th Percentile LGD 

DLTV Band  Mean of 

predicted 

median 

from 

validation 

simulation 

Mean of 

predicted 

median 

from 

stressed 

simulation 

Percentage 

Increase 

(from 

validation to 

stressed) 

1 DLTV <= 0.5  0.011 0.089 0.078 

2 0.5 < DLTV <= 0.7  0.200 0.373 0.172 

3 0.7 < DLTV <= 0.9  0.422 0.551 0.129 

4 0.9 < DLTV <= 1.0  0.524 0.625 0.101 

5 1.0 < DLTV <= 1.2  0.569 0.645 0.076 

6 1.1 < DLTV <= 1.2  0.600 0.670 0.069 

7 DLTV > 1.2  0.625 0.697 0.072 
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Figure 5.16: Distribution of 95th percentile predicted LGD for validation (left panel) 

and stressed simulations (right panel) for 1991 cohort, segmented by DLTV bands 

 

5.6 Conclusions  

 

In this chapter, we have set out an approach to model the time taken for 

defaulted residential mortgage loans to experience some event, either a 

repossession – which usually leads to loss – or a closure – which is commonly 

assumed to have zero loss.  The motivation for doing so was that the time it 

takes for a loan to go from default to repossession will affect the amount of 

losses the bank will suffer.  It was expected that time to repossession is 

affected by some loan characteristics (for example, DLTV), but that it will also 

depend on the state of the economy.  During a downturn, property prices 

generally decrease which could leave the bank trying to sell the property at 

reduced prices in order to cover the outstanding balance on the loan, so 

more losses are expected to occur.   
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The method of survival analysis was selected for a number of reasons.  For 

one, it is able to model time to event and handle censoring, where accounts 

simply have not had enough time to experience the event.  The defaulted 

accounts could also experience one of two mutually exclusive events, 

repossession or closure.  Finally, it can accommodate time-dependent 

variables, which would allow for the inclusion of macroeconomic variables 

which vary with time.   

 

A number of issues were addressed and covered in this work.   

 

Firstly, using similar loan characteristics and HPIG, two response survival 

models were developed to estimate the time from default to repossession 

and time from default to closure, creating a competing risks survival model.  

We find that survival analysis models could be a good class of models in the 

analysis and prediction of LGD because they are able to give some 

perspective on time in terms of when recoveries start arriving after default.  

They were also able to incorporate the main housing industry 

macroeconomic variable, the HPI, when regression models were unable to 

(macroeconomic variables were either insignificant or were not able to bring 

any obvious impact to prediction of LGD, as shown in Chapter 4).  These 

time-dependent variables give valuable insight on how drivers of risk are 

different for different types of securities of different DLTV bands in different 

economic climates.   

 

Secondly, the application of a Monte Carlo simulation allowed for the 

translation of (conditional) survival probabilities into predicted events and 

their corresponding predicted event times.  This simulation was done on two 

selected loan cohorts: 1995 representing a non-downturn year, and 1991 

representing a downturn year.   

 

Next, the combination of survival analysis models and a Monte Carlo 

simulation provided an appropriate framework within which stress testing 

can be carried out.  A stressed HPIG scenario was also created and the 

simulation results from this stressed scenario were compared against what 

was observed for the original scenario (validation simulation).   
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Using the output from these simulations, three types of performance 

measures were produced for each cohort of loans: the distribution of 

predicted total loss, the pattern of predicted repossession in each month 

following default, and distributions of predicted LGD.   

 

When looking at prediction of total loss, we find that the model somewhat 

overestimates losses, which could be due to a number of reasons.  The 

model was developed on a set of loans encompassing the economic booms 

and busts from the mid 1980s to the early 2000s, but was used to validate 

only a single cohort of loans at a time.  Also, the calculation of total loss 

involved some external components including the estimation of time 

between repossession and sale and a haircut model previously developed.  

However, the macroeconomic variables obviously still have an impact on LGD 

prediction because the model predicted for higher losses in stressed 

situations, with a 75% increase in losses for the 1995 cohort and 50% 

increase in the 1991 cohort.  Note that these figures are based solely on 

accounts that are already in default, which would likely increase further when 

the potential impact of macroeconomic variables on default rates is also 

taken into consideration.       

 

Looking at the predicted repossession in each month following default, we 

found that the model performed fairly well for 1995 but less so for 1991.  

The model was able to anticipate a higher number of repossessions during a 

downturn year, but was not able to accurately predict the time at which 

repossession would happen.  During a downturn year, where house prices 

are depressed and transacted prices of properties are low, banks might be 

reluctant to start repossession procedures.  Because the pattern of 

repossession observed from the validation and stressed simulations are 

similar, we suspect that the survival model is still not sensitive enough to 

changes in HPIG.  We believe more work may be required here, especially in 

the development of a separate model from which downturn LGD can be more 

reliably predicted.   

 

In terms of LGD prediction, the distributions of the 50th and 95th percentile of 

predicted LGD were generated.  These would give an indication of typical as 

well as downturn LGD and potential losses.  The LGD distributions are 
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displayed segmented according to type of security and DLTV bands.  We find 

that the validation simulation was able to produce reasonable predictions of 

LGD, and these predictions stand even when the loans were segmented.  In 

line with expectations, lower-range securities (i.e. flats and terraced 

properties), as well as higher-range DLTV bands, are observed to experience 

higher LGD rates.   

 

We believe more work is required in the investigation of time periods 

between default and repossession, and repossession and sale, as well as the 

differentiation of accounts that would undergo repossession or otherwise.  

More work on the impact of risk drivers on risk of repossession and/or 

closure would be beneficial.  It would also be interesting to validate this 

model using data from the credit crisis of 2008, and check if the level of 

losses is as predicted.  Finally, based on this work, the potential benefits of 

building separate models for downturn and non-downturn years are 

highlighted.    
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CHAPTER 6. CONCLUSIONS AND FURTHER 

RESEARCH 

 

 

In this chapter, we give a summary of the major contributions of this thesis, 

followed by some suggested areas for further research. 

 

6.1 Review of chapters and major conclusions 

 

Using a large set of recovery data of residential mortgage defaults from a 

major UK bank, a number of LGD models were explored and developed in 

this thesis. 

 

The first part of this thesis investigated the use of a two-stage approach for 

modelling the LGD of mortgage loans.  The first component model in this 

approach was a Probability of Repossession Model, which was developed to 

predict repossession (for accounts that go into default), and the second 

component model was a Haircut Model, which was developed to investigate 

the level of discount a repossessed property would be expected to undergo. 

 

A Probability of Repossession Model was developed with more than just the 

commonly used loan-to-value ratio at default (DLTV), and was shown to be 

significantly better.  In order to account for the variability of haircut, it was 

necessary to model the distribution of predicted haircut and this was done 

using two sub-models: one to estimate the mean and the other to estimate 

the standard deviation.  The two component models were then combined 

into an expected loss percentage.   

 

In this chapter, we found that the prediction of mortgage loan LGD benefited 

from the differentiation of the two different drivers (i.e. repossession risk 

and sale price haircut) of mortgage loss.  Performance-wise, this two-stage 

LGD model was shown to do better than a single-stage LGD model (which 

directly modelled LGD from loan and collateral characteristics), as it achieved 
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a better R-square value, and it more accurately matched the distribution of 

observed LGD (see Figures 3.6 and 3.7) . 

 

Since it was suggested in the literature that the macroeconomy could be 

correlated with recovery rates, we subsequently hypothesized that the 

inclusion of relevant macroeconomic variables might improve prediction 

performance of these credit models.  Therefore, in the second part, we 

investigated the inclusion of a number of macroeconomic variables into two 

different retail LGD models: the first was the mortgage loan dataset 

described and used in the first part, and the second was an unsecured 

personal loans dataset.  Although there were strong indications from the 

literature on corporate-sector credit risk that macroeconomic variables are 

able to improve predictions of probability of default (PD) and loss given 

default (LGD), this was not consistently seen here (see Figures 4.3 and 4.7).  

Only a small number of macroeconomic variables turned up statistically 

significant, and even fewer were able to bring about any positive contribution 

towards LGD prediction.   

 

In the case of mortgage loan LGD prediction, interest rates gave the best 

improvements in both component models (i.e. Probability of Repossession 

Model and Haircut Model).  Interestingly, the House Price Index, despite 

being the leading economic indicator in the housing market, did not, 

probably because it was already unavoidably included in some of the base 

models’ variables.  Overall, the mortgage loan LGD model experienced an 

increase in overall R-square with the inclusion of macroeconomic variables.  

However, the distributions of predicted LGD produced by the base and 

macroeconomic models, and mean predicted values of LGD of each quarter 

were very similar (see Figures 4.5 and 4.6 respectively).  It was also observed 

that the macroeconomic model was able to produce better estimates for LGD 

during downturn periods, but ended up underestimating LGD during non-

downturn periods (see Figure 4.4).   

 

In the case of unsecured personal loan LGD prediction, the only 

macroeconomic variable that turned up statistically significant was net 

lending growth at default, but this did not bring any improvement to overall 
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R-square of the LGD model, or prediction values (see Figure 4.8).  This 

seemed to indicate that personal loans LGD are less affected by the economy.   

 

In the first two parts, LGD models were developed using a combination of 

logistic and linear regression models, which are popular methods for credit 

risk modelling in industry.  These models have produced decent predictions 

of LGD, and although there were some improvements in the individual 

component models (i.e. Probability of Repossession Model and Haircut Model) 

as well as overall R-square values, we saw that macroeconomic variables 

caused model prediction to be skewed towards the downturn years.   Also, 

the regression methods would always be measuring macroeconomic 

indicators at just one snapshot in time per observation (e.g. at default) 

whereas these indicators essentially change over the course of the workout.  

Survival models, on the other hand, are able to take into account these time-

dependent variables and produce estimates for the likelihood of an event 

happening at each time step, which could then predict not just whether an 

event will happen, but also when it is most likely to occur.  They would also 

able to account for observations that have not yet experienced the event (i.e. 

censoring).   

 

In the third and final part of this thesis, we therefore revisited the 

development of an LGD model for residential mortgage loans using survival 

models.  The defaulted accounts could experience one of two mutually 

exclusive events, repossession or closure and two response survival models 

were developed to model the timing of each event.  Significant variables for 

both survival models include loan-to-value at default (DLTV), type of security 

and the house price index growth rate (HPIG), as well interaction variables 

between the loan-related variables and the house price index growth rate.  It 

was also observed that the time-dependent variable (i.e. the HPIG) gave 

valuable insight on how drivers of risk were different for different types of 

securities of different DLTV bands in different economic climates (see Figures 

5.1 and 5.3).   

 

We then went on to show how this model could be used for stress testing.  

To do so, we applied a Monte Carlo simulation, which not only allowed us to 

translate the (conditional) survival probabilities into a predicted event and a 
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predicted time, but also provided an appropriate framework from which 

stress testing could be carried out.  With the predicted event and event time 

estimate, it was then possible to estimate a discounted loss (whereas the 

previous two chapters looked at nominal loss).   

 

Two types of simulation were done here, the first using historically observed 

HPIG values (“validation simulation”) and the second using stressed HPIG 

rates (“stressed simulation”) created for this purpose.  By taking into account 

how HPIG would affect not just survival probabilities but also DLTV values, 

haircut variability and discounting (if applicable), we were able to produce 

distributions for total losses and LGD.  The simulations of 1,000 runs were 

carried out on two selected default cohorts: 1995 and 1991, each 

representing a year with a very different economic outlook.   

 

We made a number of observations here: first, that macroeconomic variables 

did affect survival time and had a substantial impact on potential losses.  The 

model predicted higher losses in stressed situations, with a 75% increase in 

losses for the 1995 cohort and 50% in the 1991 cohort (see Figures 5.9 and 

5.10 respectively).  Note that these estimates were based solely on accounts 

that were already in default; hence, losses would likely increase further when 

the economy’s potential impact on default rates would also be taken into 

consideration.  Secondly, the model developed was also able to give a fairly 

accurate representation of when repossessions would happen in the months 

after default (see Figure 5.11).  It was also able to predict a higher number of 

repossessions during a downturn year (see Figure 5.12), but was less 

successful at getting the timing right.  Next, the simulation of losses 

produced distributions of the 50th and 95th percentile of predicted LGD, which 

gave an indication of typical as well as downturn LGD and potential losses.  

The validation simulation produced reasonable predictions of LGD, both 

when loans were segmented by type of security and DLTV bands.  In line with 

expectations, lower-range securities (i.e. flats and terraced properties), as 

well as higher-range DLTV bands, were observed to experience higher LGD 

rates.   
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6.2 Issues for further research 

   

There are a number of areas for further work.   

 

In the development of the Haircut Model, it was observed that one of the 

variables, the ratio of valuation of the security at default over the average 

property value in the region, was not linearly related to haircut.  We binned 

the variable in order to use it as an explanatory variable in the linear 

regression model, but alternate techniques like spline regression could be 

investigated.     

 

We also found that different types of loans are affected differently by 

macroeconomic variables, but more work may be done to investigate if 

macroeconomic variables are non-linearly related to recovery rates for 

mortgage defaults.  If so, possible techniques include binning the 

macroeconomic variable or experimenting with interaction terms between 

macroeconomic economic variables and loan-related ones.   

 

A mortgage loan could also experience more than the two events (i.e. 

repossession and non-repossession) currently defined here.  For the 

repossessions, further research on the time period between repossession and 

sale could improve prediction of the entire default to repossession to sale 

process and improve prediction of LGD further.  Given that such data were 

available, it would also be interesting to further distinguish between different 

types of outcomes, in the event that there is no repossession (e.g. the default 

could be cured, a new payment plan could be agreed, or the loan is written 

off altogether).  If so, one could investigate the factors that contribute to 

either event.  This could help banks identify individuals who might need 

extra help in their loan repayments and prevent the larger losses associated 

with the writing-off of loans.   

 

We note also that the economic downturn experienced by the UK during the 

early 1990s is different to that of 2008.  For example, during the 1990s, 

interest rates were high and in the region of 10%, whereas the interest rates 
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in 2008-09 were less than 2%.  If updated data were to become available, it 

would be useful to re-calibrate and validate the LGD models developed here.   

 

Finally, with respect to stress testing and downturn predictions, in future 

work, we would like to assess the potential advantages of building a separate 

LGD model for downturn and non-downturn years.  This is especially 

apparent in mortgage loans because the value of the security, which affects 

the recovery amount, can be affected by the economy. 

 

In summary, all three parts of this thesis explore the development of LGD 

models for retail loans, specifically in the case of residential mortgages.  Both 

regression and survival analysis methods are covered, as well as the 

relevance of macroeconomic variables in the prediction of LGD.  The 

significance and importance of stress testing is acknowledged and a suitable 

framework is investigated and proposed.  It is believed that this work 

contributes significantly to the existing academic literature by advancing our 

understanding of LGD models for retail exposures, and mortgage lending in 

particular.   
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APPENDIX A.  PARAMETER ESTIMATES FOR 

TWO-STAGE AND SINGLE-STAGE MORTGAGE 

LGD MODEL 

 

 

Table A1: Parameter estimates for Probability of Repossession Model R0 

Variable Variable explanation 

Estimat

e 

StdEr

r WaldChiSq 

ProbChiS

q 

Intercep

t - -3.069 0.028 

12235.28

9 <0.01 

DLTV 

Loan to value at 

default 2.821 0.029 9449.349 <0.01 

 

 

Table A2: Parameter estimates for Probability of Repossession Model R1 

Variable Variable 

Explanation 

Estimate StdErr WaldChiSq ProbChiSq 

Intercept - -1.138 0.040 795.605 <0.01 

LTV Loan to value at 

loan application 

2.101 0.040 2809.703 <0.01 

TOB Time on books 

(in years) 

-0.188 0.003 2899.616 <0.01 

Previous 

default 

Indicator for 

previous default 

0.102 0.034 8.869 <0.01 

security0 

(base) 

Flat or other - - - - 

security1 Detached -0.625 0.031 413.989 <0.01 

security2 Semi-detached -0.670 0.024 787.436 <0.01 

security3 Terraced -0.421 0.021 395.497 <0.01 
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Table A3: Parameter estimates for Probability of Repossession Model R2 

Variable Variable 

Explanation 

Estimate StdErr WaldChiSq ProbChiSq 

Intercept - -2.570 0.034 5769.803 <0.01 

DLTV Loan to value at 

default 

2.679 0.029 8295.648 <0.01 

Previous 

default 

Indicator for 

previous default 

-0.471 0.032 211.064 <0.01 

security0 

(base) 

Flat or other - - - - 

security1 Detached -0.461 0.031 219.425 <0.01 

security2 Semi-detached -0.546 0.024 503.458 <0.01 

security3 Terraced -0.343 0.022 253.470 <0.01 

 

 

Table A4: Parameter estimates for Haircut Model H1 

Variable Variable Explanation Estimate StdErr ProbT VIF 

Intercept - 0.508 0.009 <0.01 0.000 

LTV Loan to value at loan 

application 

0.243 0.007 <0.01 1.136 

TOB Time on book (in years) 0.005 0.001 <0.01 1.251 

VVAratio1 

(base) 

Value of property / region 

average <= 0.9 

- - - - 

VVAratio2 0.9 < Value of property / 

region average <= 1.2 

-0.005 0.004 0.248 1.134 

VVAratio3  1.2 < Value of property / 

region average <= 1.5 

-0.059 0.006 <0.01 1.149 

VVAratio4  1.5 < Value of property / 

region average <= 1.8 

-0.092 0.008 <0.01 1.127 

VVAratio5  1.8 < Value of property / 

region average <= 2.4 

-0.090 0.009 <0.01 1.161 

VVAratio6  Value of property / region 

average > 2.4 

-0.138 0.009 <0.01 1.226 

Previous 

default 

Indicator for previous 

default 

0.042 0.006 <0.01 1.168 
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Propage1 Very old property (before 

1919) 

-0.085 0.003 <0.01 1.273 

Propage2 Old property (1919-1945) -0.032 0.004 <0.01 1.194 

Propage3 

(base) 

Built after 1945 - - - - 

security0 

(base) 

Flat or other - - - - 

security1 Detached 0.165 0.006 <0.01 1.875 

security2 Semi-detached 0.129 0.004 <0.01 1.764 

security3 Terraced 0.094 0.003 <0.01 1.739 

region1 North -0.112 0.010 <0.01 1.753 

region2 Yorkshire & Humberside -0.095 0.008 <0.01 2.898 

region3 North West  -0.099 0.008 <0.01 3.163 

region4 East Midlands  -0.100 0.008 <0.01 2.489 

region5 West Midlands  -0.065 0.008 <0.01 2.449 

region6 East Anglia  -0.067 0.009 <0.01 1.968 

region7 Wales  -0.115 0.009 <0.01 2.140 

region8 South West -0.047 0.008 <0.01 3.272 

region9 South East -0.062 0.007 <0.01 6.348 

region10 Greater London -0.010 0.007 0.166 5.214 

region11 Northern Ireland  -0.034 0.014 0.017 1.256 

region12 

(base) 

Scotland or others / 

missing  

- - - - 

 

 

Table A5: Parameter estimates for Haircut Model H2 

Variable Variable Explanation Estimate StdErr ProbT VIF 

Intercept - 0.591 0.008 <0.01 0.000 

DLTV Loan to value at default 0.162 0.005 <0.01 1.175 

VVAratio1 

(base) 

Value of property / region 

average <= 0.9 

- - - - 

VVAratio2 0.9 < Value of property / 

region average <= 1.2 

-0.011 0.004 <0.01 1.126 

VVAratio3  1.2 < Value of property / 

region average <= 1.5 

-0.069 0.006 <0.01 1.141 
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VVAratio4  1.5 < Value of property / 

region average <= 1.8 

-0.108 0.008 <0.01 1.116 

VVAratio5  1.8 < Value of property / 

region average <= 2.4 

-0.108 0.009 <0.01 1.149 

VVAratio6  Value of property / region 

average > 2.4 

-0.158 0.009 <0.01 1.209 

Previous 

default 

Indicator for previous 

default 

0.064 0.005 <0.01 1.010 

Propage1 Very old property (before 

1919) 

-0.079 0.003 <0.01 1.261 

Propage2 Old property (1919-1945) -0.030 0.004 <0.01 1.193 

Propage3 

(base) 

Built after 1945 - - - - 

security0 

(base) 

Flat or other - - - - 

security1 Detached 0.162 0.006 <0.01 1.874 

security2 Semi-detached 0.126 0.004 <0.01 1.761 

security3 Terraced 0.092 0.003 <0.01 1.736 

region1 North -0.109 0.010 <0.01 1.752 

region2 Yorkshire & Humberside -0.094 0.008 <0.01 2.897 

region3 North West  -0.098 0.008 <0.01 3.159 

region4 East Midlands  -0.112 0.008 <0.01 2.497 

region5 West Midlands  -0.076 0.008 <0.01 2.454 

region6 East Anglia  -0.102 0.009 <0.01 2.007 

region7 Wales  -0.125 0.009 <0.01 2.141 

region8 South West -0.080 0.008 <0.01 3.325 

region9 South East -0.095 0.007 <0.01 6.489 

region10 Greater London -0.042 0.007 <0.01 5.323 

region11 Northern Ireland  -0.030 0.014 0.040 1.256 

region12 

(base) 

Scotland or Others / 

Missing  

- - - - 
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Table A6: Parameter estimates for Haircut Standard Deviation Model 

Variable Variable Explanation Estimate StdErr ProbT 

Intercept - 0.181 <0.001 <0.01 

TOB bins Time on book (in years) 0.010 <0.001 <0.01 

 

 

Table A7: Parameter estimates for single-stage LGD model 

Variable Variable Explanation Estimate StdErr ProbT VIF 

Intercept - -0.093 0.005 <0.01 0.000 

DLTV Loan to value at default 0.230 0.002 <0.01 1.263 

secondapp Second applicant present -0.003 0.001 0.012 1.105 

VVAratio1  Value of property / region 

average <= 0.9 

-0.049 0.004 <0.01 8.976 

VVAratio2 0.9 < Value of property / 

region average <= 1.2 

-0.050 0.004 <0.01 5.416 

VVAratio3  1.2 < Value of property / 

region average <= 1.5 

-0.035 0.004 <0.01 3.093 

VVAratio4  1.5 < Value of property / 

region average <= 1.8 

-0.018 0.005 <0.01 2.148 

VVAratio5  1.8 < Value of property / 

region average <= 2.4 

-0.018 0.005 <0.01 2.037 

VVAratio6 

(base) 

Value of property / region 

average > 2.4 

- - - - 

Previous 

default 

Indicator for previous 

default 

-0.032 0.002 <0.01 1.018 

Propage1 Built before 1919 0.023 0.002 <0.01 1.653 

Propage2 

(base) 

Built between 1919 and 

1945 

- - - - 

Propage3 Built after 1945 -0.010 0.001 <0.01 1.536 

Propage4 Age unknown -0.133 0.014 <0.01 1.017 

security0  Flat or other 0.065 0.002 <0.01 1.370 

security1 Detached -0.020 0.002 <0.01 1.628 

security2 Semi-detached -0.013 0.002 <0.01 1.370 

security3 

(base) 

Terraced - - - - 
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region0 Others or Missing 0.054 0.013 <0.01 1.054 

region1 North 0.041 0.004 <0.01 1.758 

region2 Yorkshire & Humberside 0.041 0.003 <0.01 3.011 

region3 North West  0.047 0.003 <0.01 2.940 

region4 East Midlands  0.052 0.004 <0.01 2.233 

region5 West Midlands  0.037 0.004 <0.01 2.364 

region6 East Anglia  0.047 0.004 <0.01 1.782 

region7 Wales  0.047 0.004 <0.01 2.047 

region8 South West 0.038 0.003 <0.01 2.936 

region9 South East 0.050 0.003 <0.01 5.244 

region10 Greater London 0.030 0.003 <0.01 4.265 

region11 Northern Ireland  0.028 0.006 <0.01 1.333 

region12 

(base) 

Scotland - - - - 

 

 

Table A8: Parameter estimates for Probability of Repossession Model from 

robustness test (where only first instance of default was included in modelling) 

Variable Variable 

Explanation 

Estimate StdErr WaldChiSq ProbChiSq 

Intercept - -2.638 0.036 5520.344 <0.01 

dtv_UOS Loan to value at 

default 

2.757 0.031 7874.367 <0.01 

ndef_previou

sly 

Indicator for 

previous default 

0.000 - - - 

security0 

(base) 

Flat or Others - - - - 

security1 Detached -0.446 0.032 191.324 <0.01 

security2 Semi-detached -0.547 0.025 469.607 <0.01 

security3 Terraced -0.354 0.022 250.396 <0.01 
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Table A9: Parameter estimates for Haircut Model from robustness test (where only 

first instance of default was included in modelling) 

Variable Variable Explanation Estimate StdErr Probt VIF 

Intercept - 0.524 0.010 <0.01 0.000 

ltv Loan to value at loan 

application 

0.233 0.007 <0.01 1.139 

TOB_UOS Time on book (in years) 0.005 0.001 <0.01 1.081 

VVAgroup1 

(base) 

Value of property / region 

average <= 0.9 

- - - - 

VVAgroup2 0.9 < Value of property / 

region average <= 1.2 

-0.003 0.004 0.429 1.138 

VVAgroup3 1.2 < Value of property / 

region average <= 1.5 

-0.057 0.006 <0.01 1.154 

VVAgroup4 1.5 < Value of property / 

region average <= 1.8 

-0.092 0.008 <0.01 1.131 

VVAgroup5 1.8 < Value of property / 

region average <= 2.4 

-0.087 0.009 <0.01 1.167 

VVAgroup6 Value of property / region 

average > 2.4 

-0.137 0.009 <0.01 1.230 

ndef_previo

usly 

Indicator for previous 

default 

0.000 - - - 

propage 

(base) 

Built after 1945 - - - - 

propage_vol

d 

Very old property (before 

1919) 

-0.084 0.003 <0.01 1.271 

propage_old Old property (1919-1945) -0.033 0.004 <0.01 1.194 

security0 

(base) 

Flat or Others - - - - 

security1 Detached 0.160 0.006 <0.01 1.891 

security2 Semi-detached 0.127 0.004 <0.01 1.762 

security3 Terraced 0.093 0.003 <0.01 1.731 

region1 North -0.109 0.010 <0.01 1.768 

region2 Yorkshire & Humberside -0.094 0.008 <0.01 2.926 

region3 North West  -0.098 0.008 <0.01 3.201 

region4 East Midlands  -0.102 0.008 <0.01 2.532 
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region5 West Midlands  -0.069 0.009 <0.01 2.491 

region6 East Anglia  -0.073 0.009 <0.01 2.007 

region7 Wales  -0.115 0.009 <0.01 2.155 

region8 South West -0.054 0.008 <0.01 3.374 

region9 South East -0.069 0.007 <0.01 6.589 

region10 Greater London -0.018 0.007 0.012 5.440 

region11 Northern Ireland  -0.041 0.015 <0.01 1.267 

region12 

(base) 

Scotland or Others / 

Missing  

- - - - 
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APPENDIX B.  PLOTS OF MACROECONOMIC VARIABLES  

 

 

 

Figure B1: Net Lending Change; ONS; 1983 – 2003 

 

Figure B2: Disposable Income Growth; ONS; 1983 – 2003 
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Figure B3: GDP Growth; ONS; 1983 – 2003 

 

 

 

 

 

 

Figure B4: Purchasing Power of Pound Growth; ONS; 1983 – 2003 
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Figure B5: Unemployment rate; ONS; 1983 – 2003 

 

 

 

 

 

 

Figure B6: Saving ratio; ONS; 1983 – 2003 
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Figure B7: Interest rates; BOE; 1983 – 2003 

 

 

 

 

 

 

Figure B8: Net lending growth for dwellings; ONS; 1983 – 2003 
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Figure B9: HPI year on year quarterly growth; Halifax; 1983 – 2003; 

differentiated by region 

 

 

 

 

 

 

Figure B10: HPI year on year monthly growth; Halifax; 1983 – 200
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APPENDIX C.  PARAMETER ESTIMATES FROM 

MACROECONOMIC MODELS 

 

 

Table C1: Parameter estimates and p-values of Probability of Repossession 

Macroeconomic Model 

Variable Variable 

Explanation 

Estimate StdEr

r 

WaldChiS

q 

ProbChiS

q 

Intercept - -3.620 0.042 7267.330 <0.01 

DLTV Loan to value at 

default 

2.644 0.030 7973.549 <0.01 

Previous 

default 

Indicator for 

previous default 

-0.162 0.033 23.682 <0.01 

security0 

(base) 

Flat or other - - - - 

security1 Detached -0.481 0.032 231.280 <0.01 

security2 Semi-detached -0.532 0.025 461.975 <0.01 

security3 Terraced -0.323 0.022 216.771 <0.01 

INTR_DE Interest rate at 

default 

0.112 0.003 1992.278 <0.01 

 

 

Table C2: Parameter estimates, p-values and VIFs of Haircut Macroeconomic Model 

Variable Variable Explanation Estimate StdErr ProbT VIF 

Intercept - 0.674 0.011 <0.01 0.000 

LTV Loan to value at loan 

application 

0.223 0.007 <0.01 1.146 

TOB Time on book (in years) -0.005 0.001 <0.01 1.711 

VVAratio1 

(base) 

Value of property / region 

average <= 0.9 

- - - - 

VVAratio2 0.9 < Value of property / 

region average <= 1.2 

0.006 0.004 0.131 1.142 

VVAratio3  1.2 < Value of property / 

region average <= 1.5 

-0.044 0.006 <0.01 1.157 
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VVAratio4  1.5 < Value of property / 

region average <= 1.8 

-0.071 0.008 <0.01 1.134 

VVAratio5  1.8 < Value of property / 

region average <= 2.4 

-0.072 0.009 <0.01 1.166 

VVAratio6  Value of property / region 

average > 2.4 

-0.116 0.009 <0.01 1.232 

Previous 

default 

Indicator for previous 

default 

0.042 0.006 <0.01 1.168 

Propage1 Very old property (before 

1919) 

-0.078 0.003 <0.01 1.280 

Propage2 Old property (1919-1945) -0.027 0.004 <0.01 1.196 

Propage3 

(base) 

Built after 1945 - - - - 

security0 

(base) 

Flat or other - - - - 

security1 Detached 0.162 0.006 <0.01 1.876 

security2 Semi-detached 0.131 0.004 <0.01 1.765 

security3 Terraced 0.097 0.003 <0.01 1.741 

region1 North -0.115 0.010 <0.01 1.753 

region2 Yorkshire & Humberside -0.092 0.008 <0.01 2.899 

region3 North West  -0.102 0.008 <0.01 3.163 

region4 East Midlands  -0.084 0.008 <0.01 2.498 

region5 West Midlands  -0.055 0.008 <0.01 2.453 

region6 East Anglia  -0.043 0.009 <0.01 1.981 

region7 Wales  -0.104 0.009 <0.01 2.143 

region8 South West -0.021 0.007 <0.01 3.311 

region9 South East -0.033 0.007 <0.01 6.459 

region10 Greater London 0.021 0.007 <0.01 5.313 

region11 Northern Ireland  -0.007 0.014 0.631 1.261 

region12 

(base) 

Scotland or others / 

missing  

- - - - 

INTR_DE Interest rate at default -0.014 0.000 <0.01 1.663 
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Table C3: Parameter estimates, p-values and VIFs of personal loans macroeconomic 

LGD model 

Variable Variable Explanation Estimate StdErr Probt Variance 

Inflation 

Intercept - 0.684 0.022 <0.01 0.000 

AGE_OF_EXP Age of exposure 

(months) 

-0.006 0.000 <0.01 8.041 

LOAN_AMT_LA

ST 

Amount of loan at 

opening 

0.000 0.000 <0.01 1.508 

APP_SCORE_FI

RST 

Application score of 

applicant at start of 

loan 

-0.001 0.000 <0.01 1.406 

no_mths_arrs_

0_12m 

Number of months 

with arrears >0 

within the last 12 

months 

-0.014 0.001 <0.01 2.056 

no_mths_arrs_

0_ever 

Number of months 

with arrears >0 

within the life of the 

loan 

0.006 0.000 <0.01 9.552 

TERM_LAST Term of loan 

(months) 

0.003 0.000 <0.01 1.738 

JOINT_APP Joint applicant 

present 

-0.060 0.005 <0.01 1.145 

TADD Time at address 

(months) 

0.000 0.000 <0.01 1.123 

TIME_AT_BAN

K 

Time with Bank 

(months) 

0.000 0.000 <0.01 1.169 

RESID_STATUS

_FIRST2 

Residential status at 

time of application = 

Tenant 

0.032 0.006 <0.01 1.281 

EMPL_STATUS_

C1_FIRST4 

Employment Status: 

Self-employed 

0.069 0.009 <0.01 1.293 

HBS_MORT_HE

LD_FIRST 

Mortgage held -0.029 0.006 <0.01 1.419 
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EMPL_STATUS_

C1_FIRST3 

Employment Status: 

Private sector 

0.021 0.005 <0.01 1.269 

PL_HELD_FIRST Personal loan 

account held 

-0.018 0.005 <0.01 1.168 

EMPL_STATUS_

C1_FIRST8 

Employment Status: 

Military 

-0.157 0.038 <0.01 1.022 

MAXIM_HELD_

FIRST 

Current account held 0.022 0.005 <0.01 1.192 

PURP2 Purpose of Loan -0.019 0.005 <0.01 1.148 

EMPL_STATUS_

C1_FIRST10 

Employment Status: 

Unemployed without 

income 

0.304 0.089 <0.01 1.005 

EMPL_STATUS_

C1_FIRST6 

Employment Status: 

Student 

0.420 0.134 <0.01 1.002 

MARITAL_STA

TUS_FIRST4 

Divorced / Separated 0.020 0.007 <0.01 1.033 

SAV_HELD_FIR

ST 

Savings account held 0.012 0.005 <0.01 1.135 

NLG_DE Net lending growth 

at default 

-0.001 0.000 <0.01 1.013 
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APPENDIX D: RESULTS OF LGD 

MACROECONOMIC MODELS WITH TIME LAGS 

AND LEADS 

 

 

Table D1: Performance of Probability of Repossession Model (test sets) with 

macroeconomic variables with six-month lag  

PROBABILITY OF REPOSSESSION MODEL;  

Macroeconomic variables with six-month lag 

Model Additional Variable Model 

Estimate 

ROC (Test) 

Base (DLTV) + MV 1 Net Lending Growth with six-

month lag  

+ Insignificant 

Base (DLTV) + MV 2 Disposable Income with six-

month lag  

- 0.743 

Base (DLTV) + MV 3 GDP Growth with six-month 

lag  

+ 0.760 

Base (DLTV) + MV 4 Purchasing Power Growth with 

six-month lag  

- 0.757 

Base (DLTV) + MV 5 Net Lending Growth for 

Dwellings with six-month lag  

- 0.744 

Base (DLTV) + MV 6 Unemployment Rate with six-

month lag  

- 0.756 

Base (DLTV) + MV 7 Saving Ratio with six-month 

lag  

- 0.754 

Base (DLTV) + MV 8 Interest Rate with six-month 

lag  

+ 0.754 

Base (DLTV) + MV 9 House Price Index Growth 

with six-month lag  

+ 0.745 
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Table D2: Performance of Probability of Repossession Model (test sets) with 

macroeconomic variables at six-month lead  

PROBABILITY OF REPOSSESSION MODEL;  

Macroeconomic variables with six-month lead  

Model Additional Variable Model 

Estimate 

ROC (Test) 

Base (DLTV) + MV 10 Net Lending Growth with six-

month lead  

- 0.745 

Base (DLTV) + MV 11 Disposable Income Growth 

with six-month lead  

- 0.745 

Base (DLTV) + MV 12 GDP Growth with six-month 

lead  

+ 0.746 

Base (DLTV) + MV 13 Purchasing Power Growth 

with six-month lead  

- 0.760 

Base (DLTV) + MV 14 Net Lending Growth for 

Dwellings with six-month 

lead 

- 0.749 

Base (DLTV) + MV 15 Unemployment Rate with six-

month lead  

- 0.748 

Base (DLTV) + MV 16 Saving Ratio with six-month 

lead  

- 0.746 

Base (DLTV) + MV 17 Interest Rate with six-month 

lead  

+ 0.761 

Base (DLTV) + MV 18 House Price Index Growth 

with six-month lead  

+ 0.745 
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Table D3: Performance of Haircut Model (test sets) with macroeconomic variables 

with six-month lag  

HAIRCUT MODEL;  

Macroeconomic variables with six-month lag  

Model Additional Variable Model 

Estimate 

ROC (Test) 

Base (DLTV) + MV 1 Net Lending Growth with 

six-month lag  

+ Insignificant 

Base (DLTV) + MV 2 Disposable Income with 

six-month lag  

- Insignificant 

Base (DLTV) + MV 3 GDP Growth with six-

month lag  

+ Time on book 

becomes 

insignificant 

Base (DLTV) + MV 4 Purchasing Power Growth 

with six-month lag  

- 0.164 

Base (DLTV) + MV 5 Net Lending Growth for 

Dwellings with six-month 

lag  

- 0.144 

Base (DLTV) + MV 6 Unemployment Rate  

with six-month lag  

- 0.145 

Base (DLTV) + MV 7 Saving Ratio with six-

month lag  

- 0.147 

Base (DLTV) + MV 8 Interest Rate with six-

month lag  

+ 0.167 

Base (DLTV) + MV 9 House Price Index 

Growth with six-month 

lag  

+ 0.144 
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Table D4: Performance of Haircut Model (test sets) with macroeconomic variables at 

six-month lead  

HAIRCUT MODEL;  

Macroeconomic variables with six-month lead  

Model Additional Variable Model 

Estimate 

ROC (Test) 

Base (DLTV) + MV 10 Net Lending Growth with six-

month lead  

- 0.745 

Base (DLTV) + MV 11 Disposable Income Growth 

with six-month lead  

- Insignificant 

Base (DLTV) + MV 12 GDP Growth with six-month 

lead  

+ 0.746 

Base (DLTV) + MV 13 Purchasing Power Growth 

with six-month lead  

- 0.760 

Base (DLTV) + MV 14 Net Lending Growth for 

Dwellings with six-month lead  

- 0.749 

Base (DLTV) + MV 15 Unemployment Rate with six-

month lead  

- Insignificant 

Base (DLTV) + MV 16 Saving Ratio with six-month 

lead  

- 0.746 

Base (DLTV) + MV 17 Interest Rate with six-month 

lead  

+ 0.761 

Base (DLTV) + MV 18 House Price Index Growth 

with six-month lead  

+ Time on 

book 

becomes 

insignificant 
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Table D5: Performance of personal loan LGD Model (test sets) with macroeconomic 

variables with six-month lag  

PERSONAL LOANS LGD MODEL;  

Macroeconomic variables with six-month lag  

Model Additional Variable Model 

Estimate 

p-value R-

square 

(Test) 

Base + MV 1 Net Lending Growth with 

six-month lag  

- Insignificant 0.073 

Base + MV 2 Disposable Income Growth 

with six-month lag  

- Insignificant 0.073 

Base + MV 3 GDP Growth with six-

month lag  

- Insignificant 0.073 

Base + MV 4 Purchasing Power Growth 

with six-month lag  

- Insignificant 0.073 

Base + MV 5 Unemployment Rate with 

six-month lag  

- Insignificant 0.073 

Base + MV 6 Saving Ratio with six-

month lag  

- Insignificant 0.073 

Base + MV 7 Interest Rate with six-

month lag  

+ Insignificant 0.073 

Base + MV 8 Net Lending Growth for 

Dwellings with six-month 

lag fault 

+ Insignificant 0.073 

Base + MV 9 House Price Index Growth 

with six-month lag  

+ Insignificant 0.073 
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Table D6: Performance of personal loan LGD Model (test sets) with macroeconomic 

variables with six-month lead  

PERSONAL LOANS LGD MODEL;  

Macroeconomic variables with six-month lead  

Model Additional Variable Model 

Estimate 

p-value R-

square 

(Test) 

Base + MV 1 Net Lending Growth with 

six-month lead  

+ Insignificant 0.073 

Base + MV 2 Disposable Income Growth 

with six-month lead  

+ Insignificant 0.073 

Base + MV 3 GDP Growth with six-

month lead  

- Insignificant 0.073 

Base + MV 4 Purchasing Power Growth 

with six-month lead  

+ Insignificant 0.073 

Base + MV 5 Unemployment Rate with 

six-month lead  

- Insignificant 0.073 

Base + MV 6 Saving Ratio with six-

month lead  

- Insignificant 0.073 

Base + MV 7 Interest Rate with six-

month lead  

- Insignificant 0.073 

Base + MV 8 Net Lending Growth for 

Dwellings with six-month 

lead  

+ Insignificant 0.073 

Base + MV 9 House Price Index Growth 

with six-month lead  

+ Insignificant 0.073 
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APPENDIX E.  TABLE OF CONTRIBUTIONS TO MARGINAL RISK FOR 

REPOSSESSION AND CLOSURE 

 

 

Table E1: Contributions to calculation of marginal risk for repossession and/or closure.  In a general form for the equation of a line, c 

represents the coefficient and m represents the slope.  The equations for marginal risk are different for each type of security and each DLTV 

band, with marginal risk as the independent variable and HPIG as the explanatory variable.  The table below shows how each variable 

contributes to the calculation of marginal risk according to the type of security and DLTV type.    

Variable Explanation Groupdtv1 Groupdtv2 Groupdtv3 Groupdtv4 Groupdtv5 Groupdtv6 Groupdtv7 

F T S D F T S D F T S D F T S D F T S D F T S D F T S D 

groupdtv1 DLTV <= 0.5 c c c c                                                 

groupdtv2 0.5 < DLTV <= 0.7         c c c c                                         

groupdtv3 0.7 < DLTV <= 0.9                 c c c c                                 

groupdtv4 0.9 < DLTV <= 1.0                         c c c c                         

groupdtv5 1.0 < DLTV <= 1.1                                 c c c c                 

groupdtv6 1.1 < DLTV <= 1.2                                         c c c c         

groupdtv7 DLTV > 1.2                                                 c c c c 

security0 Flat c       c       c       c       c       c       c       

security1 Detached       c       c       c       c       c       c       c 

security2 Semi-Detached     c       c       c       c       c       c       c   
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security3 Terraced   c       c       c       c       c       c       c     

HPIG0 HPIG (time-dependent) m m m m m m m m m m m m m m m m m m m m m m m m m m m m 

HPIGsec0 HPIG x Flat m       m       m       m       m       m       m       

HPIGsec1 HPIG h x Detached       m       m       m       m       m       m       m 

HPIGsec2 HPIG x Semi-Detached     m       m       m       m       m       m       m   

HPIGsec3 HPIG x Terraced   m       m       m       m       m       m       m     

HPIGdtv1 HPIG x DLTV (0-0.5) m m m m                                                 

HPIGdtv2 HPIG x DLTV (0.5-0.7)         m m m m                                         

HPIGdtv3 HPIG x DLTV (0.7-0.9)                 m m m m                                 

HPIGdtv4 HPIG x DLTV (0.9-1.0)                         m m m m                         

HPIGdtv5 HPIG x DLTV (1.0-1.1)                                 m m m m                 

HPIGdtv6 HPIG x DLTV (1.1-1.2)                                         m m m m         

HPIGdtv7 

HPIG x DLTV (1.2 and 

above)                                                 m m m m 
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APPENDIX F.  PARAMETER ESTIMATES FOR 

SURVIVAL MODELS 

 

 

Table F1: Parameter estimates for repossession survival model 

Variable Explanation Estimate ProbChiSq HazardRatio 

groupdtv1 DLTV <= 0.5 -1.876 <0.01 0.153 

groupdtv2 0.5 < DLTV <= 0.7 -1.194 <0.01 0.303 

groupdtv3 0.7 < DLTV <= 0.9 -0.630 <0.01 0.532 

groupdtv4 0.9 < DLTV <= 1.0 -0.154 <0.01 0.858 

groupdtv5 1.0 < DLTV <= 1.2 0.082 <0.01 1.086 

groupdtv6 1.1 < DLTV <= 1.2 0.121 <0.01 1.129 

groupdtv7 DLTV > 1.2 0.000 - - 

security0 Flat  0.321 <0.01 1.379 

security1 Detached -0.097 <0.01 0.907 

security2 Semi-Detached -0.169 <0.01 0.844 

security3 Terraced 0.000 - - 

HPIG HPIG (time-dependent) 0.022 <0.01 1.023 

HPIGsec0 HPIG x Flat -0.002 0.333 0.998 

HPIGsec1 HPIG h x Detached -0.021 <0.01 0.979 

HPIGsec2 HPIG x Semi-Detached -0.007 <0.01 0.993 

HPIGsec3 HPIG x Terraced 0.000 - - 

HPIGdtv1 HPIG x DLTV (0-0.5) -0.026 <0.01 0.974 

HPIGdtv2 HPIG x DLTV (0.5-0.7) -0.030 <0.01 0.971 

HPIGdtv3 HPIG x DLTV (0.7-0.9) -0.017 <0.01 0.983 

HPIGdtv4 HPIG x DLTV (0.9-1.0) -0.015 <0.01 0.985 

HPIGdtv5 HPIG x DLTV (1.0-1.1) -0.022 <0.01 0.979 

HPIGdtv6 HPIG x DLTV (1.1-1.2) -0.021 <0.01 0.979 

HPIGdtv7 HPIG x DLTV (1.2 and 

above) 

0.000 - - 
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Table F2: Parameter estimates for closure survival model 

Variable Explanation Estimate ProbChiSq HazardRatio 

groupdtv1 DLTV <= 0.5 1.043 <0.01 2.837 

groupdtv2 0.5 < DLTV <= 0.7 1.034 <0.01 2.813 

groupdtv3 0.7 < DLTV <= 0.9 0.924 <0.01 2.519 

groupdtv4 0.9 < DLTV <= 1.0 0.662 <0.01 1.939 

groupdtv5 1.0 < DLTV <= 1.2 0.414 <0.01 1.513 

groupdtv6 1.1 < DLTV <= 1.2 0.209 <0.01 1.233 

groupdtv7 DLTV > 1.2 0.000 - - 

security0 Flat  0.219 <0.01 1.245 

security1 Detached 0.248 <0.01 1.282 

security2 Semi-Detached 0.039 <0.01 1.040 

security3 Terraced 0.000 - - 

HPIG HPIG (time-dependent) 0.102 <0.01 1.108 

HPIGdtv1 HPIG x DLTV (0-0.5) -0.086 <0.01 0.918 

HPIGdtv2 HPIG x DLTV (0.5-0.7) -0.078 <0.01 0.925 

HPIGdtv3 HPIG x DLTV (0.7-0.9) -0.063 <0.01 0.939 

HPIGdtv4 HPIG x DLTV (0.9-1.0) -0.049 <0.01 0.952 

HPIGdtv5 HPIG x DLTV (1.0-1.1) -0.032 <0.01 0.968 

HPIGdtv6 HPIG x DLTV (1.1-1.2) -0.014 <0.01 0.986 

HPIGdtv7 HPIG x DLTV (1.2 and 

above) 

0.000 - - 
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APPENDIX G.  GRAPHS OF HOUSE PRICE 

GROWTH FOR REGIONS IN THE UK 

 

 

Figure G1: Observed and stressed HPIG for UK (North) 

 

 

Figure G2: Observed and stressed HPIG for UK (Yorkshire and Humbleside) 
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Figure G3: Observed and stressed HPIG for UK (North West) 

 

 

Figure G4: Observed and stressed HPIG for UK (East Midlands) 
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Figure G5: Observed and stressed HPIG for UK (West Midlands) 

 

  

Figure G6: Observed and stressed HPIG for UK (East Anglia) 
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Figure G7: Observed and stressed HPIG for UK (Wales) 

 

 

Figure G8: Observed and stressed HPIG for UK (South West) 
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Figure G9: Observed and stressed HPIG for UK (South East) 

 

  

Figure G10: Observed and stressed HPIG for UK (Northern Ireland) 
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Figure G11: Observed and stressed HPIG for UK (Scotland) 

  

 

 


