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UNIVERSITY OF SOUTHAMPTON
ABSTRACT

FACULTY OF ENGINEERING, SCIENCE AND MATHEMATICS
SCHOOL OF ELECTRONICS AND COMPUTER SCIENCE

Doctor of Philosophy

Near-Capacity Co-located and Distributed MIMO Systems

by
Lingkun Kong

Space-time transmission based colocated and distributégplé-Input Multiple-Output
(MIMO) systems are investigated. Generally speaking gtlage two types of fundamen-
tal gains, when using multiple antennas in wireless comupatiuns systems: the multi-
plexing gain and the diversity gain. Spatial multiplexieghniques such as the Vertical
Bell-labs LAyered Space-Time (V-BLAST) scheme exploit tesociated multiplexing
gain in terms of an increased bit rate, whereas spatialsltygechniques such as Space-
Time Coding (STC) aim for achieving a diversity gain, whigsults in a reduced error
rate. Firstly, we concentrate our attention on a novel spiace transmission scheme,
namely on Generalized Multi-Layer Space-Time Codes (GM\,.&/hich may be viewed
as a composite of V-BLAST and STC, hence they provide botHipiexing and diver-
sity gains. The basic decoding procedure conceived for dML&I arrangement is a
certain ordered successive decoding scheme, which comgmep interference nulling
and interference cancellation. We apply a specificallygiesi power allocation scheme,
in order to avoid the overall system performance degradatidghe case of equal power
allocation. Furthermore, the optimal decoding order isnfhuin order to enhance the
system’s performance with the aid of the channel state imdédion (CSI) at the receiver.
However, our decoding scheme relying on power allocatioarothe optimal decoding
order does not take full advantage of the attainable recaitenna diversity. In order
to make the most of this source of diversity, an iterativetistalge Successive Interfer-
ence Cancellation (SIC) detected GMLST scheme was propagaech may achieve the
full receive diversity after a number of iterations, whiteposing only a fraction of the
computational complexity of Maximum Likelihood (ML)-s&/joint detection.

Furthermore, for the sake of taking full advantage of thelalke colocated MIMO
channel capacity, we present a low-complexity iteratiddyected space-time transmis-
sion architecture based on GMLST codes and IRregular Catisakl Codes (IRCCs).
The GMLST arrangement is serially concatenated with a URaye Code (URC) and an
IRCC, which are used to facilitate near-capacity operatuith the aid of an EXtrinsic



Information Transfer (EXIT) chart based design. Reduceahaexity iterative multi-
stage SIC is employed in the GMLST decoder instead of thafgigntly more complex
ML detection. For the sake of approaching the maximum atdenrate, iterative de-
coding is invoked to achieve decoding convergence by exghgrextrinsic information
across the three serially concatenated component decdeiely, it is shown that the
iteratively detected IRCC-URC-GMLST scheme using SlCkse8ian attractive trade-off
between the complexity imposed and the effective througagtained, while achieving a
near-capacity performance.

The above-mentioned advances were also exploited in thixtoof near-capacity
communications in distributed MIMO systems. Specificalig proposed an Irregular
Cooperative Space-Time Coding (Ir-CSTC) scheme, whichotoes the benefits of Dis-
tributed Turbo Codes (DTC) and serially concatenated selseFirstly, a serial concate-
nated scheme comprising an IRCC, a recursive URC and a STGieggned for the
conventional single-relay-aided network for employmertha source node. The IRCC
is optimized with the aid of EXIT charts for the sake of aclgva near-error-free de-
coding at the relay node at a minimum source transmit powerinD the relay’s transmit
period, another IRCC is amalgamated with a further STC, witlee IRCC employed at
the relay is further improved with the aid of a joint sourcelaelay mode design proce-
dure for the sake of approaching the relay channel’'s capasitthe destination node, a
novel three-stage iterative decoding scheme is consttuterder to achieve decoding
convergence to an infinitesimally low Bit Error Ratio (BER)channel Signal-to-Noise
Ratios (SNRs) close to the relay channel’'s capacity. As théuarcontribution, an ex-
tended Ir-CSTC scheme is studied in the context of a twiayraided network, where a
successive relaying protocol is employed. As a benefit,dbtof two multiplexing loss
of the single-relay-aided network - which is imposed by treation of two-phase coop-
eration - is recovered by the successive relaying protodihl thie aid of an additional
relay. This technique is more practical than the creatioa fafll-duplex system, which
is capable of transmitting and receiving at the same time gdneralized joint source-
and-relay mode design procedure advocated relies on tipeged procedure of finding
the optimal cooperative coding scheme, which performsedioshe twin-relay-aided net-
work’s capacity. The corresponding simulation resultsfyghat our proposed Ir-CSTC
schemes are capable of near-capacity communicationslintesingle-relay-aided and
the twin-relay-aided networks.

Having studied diverse noise-limited single-user systemdinally investigate a mul-
tiuser space division multiple access (SDMA) uplink systisigned for an interference-
limited scenario, where the multiple access interfere&l) significantly degrades the
overall system performance. For the sake of supporting-daficient overloaded sys-



tems, a maximum signal-to-interference-plus-noise (MiaxSINR) based SIC multiuser
detection (MUD) algorithm is proposed for the multiple-@mta aided multi-user SDMA
system, which is capable of striking a trade-off betweennterference suppression and
noise enhancement. Furthermore, the multiuser SDMA systeammbined with channel
codes, which assist us in eliminating the typical error #aafrrank-deficient systems. Re-
ferring to the Ir-CSTC scheme designed for the single-usemario, relaying techniques
are invoked in our channel-coded SDMA systems, which befrefit extra spatial di-
versity gains. In contrast to the single-user Ir-CSTC sagnnterference suppression
is required at both the base station (BS) and the relayinglestation (MS). Finally,
a more practical scenario is considered where the MSs hateaky correlated trans-
mit antennas. In contrast to the conventional views, ouuktion results suggest that
the spatial correlation experienced at the transmitteoismtially beneficial in multiuser
SDMA uplink systems, provided that efficient MUDs are invdke
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| Chapterl

Introduction

1.1 Historical Perspective on Colocated Multiple-AntennaCommu-

nications

ince Shannon’s 1948 milestone-paper [1], the design of-Bmged, high-quality
ireless communication systems has become the most inmpattallenge for

esearchers in the field of digital communications. Theeetewo key require-
ments for modern wireless systems, namely achieving a hightb and a low error rate.
However, as Shannon detailed in [1], the channel capacigon¥entional single-input
single-output (SISO) systems is limited. Hence it is harchiet the increasing demand
for higher data rates and improved bit error ratio (BER) imeldss communications.
Given a fixed bandwidth, there exists a trade-off betweerbiheate and error rate of a
digital communication system. We may readily improve on¢hein at the cost of sac-
rificing the other, but it is challenging to accomplish bofhilese objectives at the same
time in conventional SISO systems.

As a remedy, the concept of multiple antennas was propoesdlting in a multiple-
input multiple-output (MIMO) system [2]. In these MIMO sygshs, the previously un-
exploited spatial domain was also capitalized on, in additd the classic time and fre-
guency domain. Recent information theoretical studie® Is&aown that the capacity of a
MIMO system [3—6] is higher than that of a SISO system. Henudtiple-antenna aided
techniques are capable of improving the bit rate and/or ittoe eate.

The benefits of multiple antennas in wireless communicasigstems are summa-
rized in Fig. 1.1. Basically, two types of fundamental gatas be achieved by using
multiple antennas in a wireless communication system: th#iplexing gain and the
diversity gain. Spatial multiplexing techniques, such faes Bell-labs LAyered Space-
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Multiple—antenna
techniques
Tx | - : /f | Rx
Spatial mu_ItipIexing S?ggz;lcgi\_/teirrﬁg%g%ﬁﬂgiEUE
techniques diversity reception)
Trade-off
» N

Diversity gain
Coding gain

Multiplexing gain

Figure 1.1: Benifits of multiple-antenna techniques for wireless communications

Time (BLAST) architecture [7] aim for attaining a multipiexg gain, i.e., for an increased
bit rate with respect to a single-antenna assisted systenuoritrast to this, spatial diver-
sity techniques such as space-time coding (STC) [8, 9] airadbieving a diversity gain,
which results in a reduced bit error rate. As shown in Fig, fh&ére exists a potential
trade-off between the spatial multiplexing and spatiaédsity techniques. Hence we can
design MIMO schemes, which are capable of striking a tratibesween the multiplex-
ing and diversity gains [10, 11].

In the sequel, an overview of spatial multiplexing techmisjuspatial diversity tech-
niques and high-rate hybrid space-time techniques is geavi More details were pre-
sented in [12], for example.

The Increased Bit Rate Potential of Spatial Multiplexing Techniques

Spatial multiplexing techniques simultaneously transnaiependent information sequences
over multiple transmit antennas. Assuming tharansmit andn receive antennas are
used, the overall bit rate is enhanced by a factor obmpared to a single-antenna aided
system, which is achieved without any bandwidth expansievithout extra transmission
power. A well-known spatial multiplexing scheme is the BLRA&rrangement [7]. For

a single-antenna assisted system, given a fixed bandwidtlthiannel capacity can only
be increased upon increasing the transmit power. By cdnfoasa MIMO system having

n transmit andn receive antennas, it was shown in [3, 4, 7] that the capacidseases
approximately linearly with the minimum of andm. This was unrealistic in the context

of classic SISO schemes.

Transmitter and Receiver Structure

The idea of spatial multiplexing was first suggested in [IR)e basic principle of spa-
tial multiplexing schemes is as follows. At the transmittdwe source information bit
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Figure 1.2: Basic principle of spatial multiplexing.

sequence is split inte sub-sequences (demultiplexing). Then, these sub-seesi@me
modulated and transmitted simultaneously oventhensmit antennas within the same
frequency band. The received sequences are then detecesdddgying an interference
cancellation algorithm. The basic architecture of a spatialtiplexing scheme is illus-
trated in Fig. 1.2.

Considering a frequency-flat fading channel scenariogtbgist several optional de-
tection algorithms for spatial multiplexing schemes. Tp&mum receiver based on the
maximume-likelihood (ML) criterion performs an exhaustsearch over all possible com-
binations of the: transmitted symbols and opts for the most likely one as thestnit-
ted symbol. The ML detector is capable of achieving the maxmattainable spatial
diversity with respect to the number of receive antenna [T4he major drawback of
the ML detector is its high complexity, which increases engnttially with the number
of transmit antennas and the number of bits per symbol of théutation scheme em-
ployed. Owing to its potentially excessive complexity, Me detector is often deemed
impractical. For the BLAST scheme, an alternative detectisategy known as inter-
ference nulling (IN) and interference cancellation (IC)swaoposed by Foschimt al.
in [7,15, 16]. In contrast to the ML detector, thesub-sequences, which are referred to
as layers in BLAST systems, are detected successively lay&ayer, instead of being
detected jointly. The detection process consists of twpssténterference nulling and
cancelling. During the nulling step, the BLAST detectortfgslects the specific layer
having the largest post-suppression signal-to-noise (8INR) and estimates the bits of
that layer, while considering the interference imposed Ibptaer layers to be zero, as
in the linear zero-forcing (ZF) receiver [15,17]. Alterivaly, a linear minimum-mean-
square-error (MMSE) receiver [18, 19] may be used during phiase, which avoids the
noise-boosting of the ZF scheme. Then at the cancelling gtepnfluence of the just de-
tected layer is subtracted from the composite multistrezzrived signals. Based on the
partially decontaminated received signals, interferamdéng is performed once again,
and the layer having the second highest post-suppressi@i$hkonsidered. This pro-
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cedure is repeated, until all thelayers are detected. This detection order is indeed the
optimal one, as shown in [16]. It may also be observed thahgwo the nulling opera-
tions, the number of receiver antenmasnust be at least equal to the number of transmit
antennas:, i.e., we haven < m. Otherwise, the overall BER performance degrades
dramatically [20]. As a matter of fact, the BER performané¢he individual layers is
typically different, which depends on the post-suppresSINR. In the case of low SNRs,
error propagation effects arising from the previously dieté layers may emerge. Hence,
the specific layer detected first has the best performanceoBlyast, the layers that are
detected at a later stage have the advantage of a higheveelteersity order, since less
interfering layers ought to be cancelled. Therefore, inhifgh SNR region, the layer
detected last provides the best performance [21]. A moralddtperformance analysis
of BLAST systems was presented in [22].

Channel Coded MIMOs

In order to improve the performance of spatial multiplexsghemes, channel coding
techniques may be introduced. Most spatial multiplexirfgestes employ one-dimensional
channel coding in the time domain [23]. This is in contrasspace-time coding tech-
niques [8, 9], where two-dimensional coding is invoked ia tontext of both the time
and spatial domains. Basically, there are three types ofreiaoding schemes utilized
in conjunction with spatial multiplexing: horizontal codj, vertical coding and a com-
bination of them. Horizontal coding implies that channetaating is performed solely
for individual layers after the demultiplexer of Fig. 1.2hd& space-timeodeword asso-
ciated with certain information bits is transmitted oves #ame antenna. At the receiver,
channel decoding can be used separately for each layettlagiedetection. In the case
of vertical coding, nonetheless, channel encoding is perdd before the demultiplexer
of Fig. 1.2, and the coded bits are demultiplexed and spreads the transmit antennas.
Compared to horizontal coding, vertical coding offers aditnal spatial diversity gain
at the cost of an increased computational complexity in thegss of joint decoding [12].

The combination of horizontal and vertical encoding for BRRis referred to as diag-
onal coding [7]. Correspondingly, the original BLAST s&gy is also known as diagonal
BLAST (D-BLAST). As in the horizontal coding regime, chaheacoding is performed
separately for each layer of Fig. 1.2. Following this stagespatial block interleaver
is employed in order to spread the coded bits from all layersess the time and an-
tenna dimensions in a diagonal pattern. A comparative padoce study of horizontal,
vertical and diagonal space-time coding was presentedin The BLAST system oper-
ating without any channel coding scheme was termed as thiealdLAST (V-BLAST)
in [15].
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Figure 1.3: Basic principle of space-time coding.

Reduced-BER Spatial Diversity Techniques

In contrast to spatial multiplexing techniques, which aapable of providing increased
bit rates compared to a single-antenna system, spatiaisitiveéechniques mainly aim
for improving the BER performance. This can be achieved enbiksis of attaining a
diversity gain and a coding gain.

The basic philosophy of diversity is to exploit the randontuna of radio propagation
channels by finding more or less independently faded sigigdliranches for communi-
cation. If a specific propagating branch undergoes severuattion, other independent
branches may have strong signals. A key parameter of diyg¢esihniques is the maxi-
mum achievable diversity order, which is determined by thvber of independent chan-
nel branches. The signals’ error probability diminishegamentially with the diversity
order. Therefore, the attainable diversity order is onenefkey performance indicators
of fading channels. When considering a MIMO system havirigansmit andn receive
antennas for example, there are» independently fading spatial channels. Hence in-
dependently faded replicas of the same information candestnitted. In this case, a
maximum antenna diversity order ofn may be achieved.

Diversity Reception

Diversity reception techniques are employed in systemmpbgavsingle transmit and mul-
tiple receive antennas. For the sake of providing a diwergin, they perform a linear
combining of the individual received signals. In the casdrefuency-flat fading, the
optimum combining strategy is maximum ratio combining (MRZ4], which is capable
of maximizing the SNR at the combiner’s output. There aressweduced-complexity
suboptimal combining strategies in the literature, suckasl gain combining (EGC),
where the fading effects imposed on the received signals@ampensated by derotating
the received signal according to the estimated invertedriigphases and then added up,
or selective diversity (SD), where the received signal hgthe maximum instantaneous
SNR is selected for detection regardless of all other recesignals [24]. All three di-
versity combining techniques are capable of achieving thgimum attainable receive
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antenna diversity order [25].
Transmit Diversity and Space-Time Codes

The main philosophy of transmit diversity is to provide aatsity or a coding gain by
transmitting redundant signals over multiple transmiteangs. This is in contrast to spa-
tial multiplexing, where independent bit sequences arestratted. In transmit diversity
aided systems, multiple antennas are only required at émsrmitter, although multiple
receive antennas can be utilized to further improve thénaitde performance. In cellular
networks, the downlink traffic is typically higher than thpliak traffic. When consid-
ering low cost and light weight mobile stations (MSs), it isn@ practicable to employ
transmit diversity techniques at the base station (BS)evttee size-limitation is less of
problem.

The transmit diversity concept was first proposed in form @va-complexity tech-
nique referred to as delay diversity [26,27]. However, thpartance of transmit diversity
was not recognized until Alamouti proposed a simple scheméafo transmit antennas
in 1998 [8]. In the same year, Tarok al. invented space-time trellis codes (STTC) [9]
which are regarded as two-dimensional coding schemeseabgatiross both time slots
and transmit antennas. These STTC schemes may be treatgemeralization of trellis
coded modulation (TCM) [28, 29] to multiple transmit antaen Compared to delay di-
versity and to Alamouti’'s scheme, which are only capablerof/jaling a diversity gain,
STTCs achieve both a diversity gain and a coding gain. Mtetvdy the concept of
Alamouti’s scheme, the novel family of orthogonal spaceetblock codes (OSTBC) was
introduced in [30, 31] as a generalization of Alamouti’s $TBcheme to more than two
transmit antennas. Similarly to Alamouti’'s scheme, no toldal coding gain is attained
in OSTBC schemes. The basic structure of space-time codimgnses is illustrated in
Fig. 1.3, where redundant signals are introduced in the darcbased on the specific
space-time scheme considered.

High-Rate Diversity-Oriented Space-Time Techniques

We note that conventional space-time coding schemes, susfiBC and STBC achieve
at most the same data rate as an uncoded single-antennasgstedh. Their main
objective is to improve the BER performance by offering atispaliversity gain or
a coding gain. Moreover, it is also possible to design irsedarate space-time tech-
niques [10, 11, 32—-35], which strike a compromise betweerathainable spatial multi-
plexing and space-time coding gain.

More specifically, it was proposed in [10] to combine the ST&® V-BLAST tech-
niques to provide both spatial diversity and multiplexiragng, where the antennas em-
ployed at the transmitter are partitioned into layers archdayer uses STBC. At the
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Figure 1.4: Basic principle of high-rate diversity-oriented spacedischeme.

receiver side, group-based successive interference ltae (SIC) was employed be-
fore decoding the STBC signals of each layer. Compared tpuhe V-BLAST scheme,
an extra transmit diversity gain can be achieved by compiBLAST and STBC. On
the other hand, the overall throughput is higher than thaggusé STBC as a benefit of
the independent symbol streams transmitted from diffdegmrs. In [36, 37], the STBC
and interference cancellation arrangements were combiitbdcode division multiple
access (CDMA) for the sake of increasing the number of usgrpa@ted by the system.
Furthermore, [11] proposed a hybrid scheme combining V-BILAvith STTC schemes.
Compared to the schemes of [10], extra coding gains wereaathiby STTC scheme.
An iterative SIC algorithm was also proposed in [11] for tlé&es of attaining the maxi-
mum attainable receive diversity gain for each layer of tilsined scheme. The basic
structure of these hybrid schemes is illustrated in Fig. 1.4

1.2 Distributed Multiple-Antenna Aided Systems

In most publications on space-time coding and spatial pleking techniques, usually
some restrictive assumptions are stipulated concernm@uitenna spacing at the trans-
mitter and receiver. It is typically assumed that the andespacing is sufficiently high,
S0 as to justify the assumption of statistically independting on the individual trans-
mission links. However, having a sufficiently high antenpaang, which results in low
spatial correlation cannot always be guaranteed in a pedcystem. The problem of
correlation between the transmitted signals may be ciremtad by introducing a new
class of MIMOs, which are also referred to as distributed MI$4n the context of coop-
erative communications [38, 39] (see Fig. 1.5 for an ovevyiel he basic philosophy of
cooperative communications can be traced back to the idd@aklay channel, which
was introduced in 1971 by Van der Meulen [40]. Cover and El @ldri] characterised
the relay channel from an information theoretic point ofwvidn [42] Sendonari®t al
generalised the conventional relay model, where thereirggéessource, a relay and a des-
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tination, to multiple nodes that transmit their own data ad as serve as relays for each
other. The scheme of [42] was referred to as “user cooperdiiersity”. Sendonarist
al. presented in [38, 39] a simple user-cooperation methggdbased on the so-called
Decode-and-Forward (DF) protocol using CDMA. In [43], Dehét al. introduced the
concept of Virtual Antenna Arrays (VAA) that emulates Alamtics STBC for single-
antenna-aided cooperating users. Space-time coded ebopeativersity protocols de-
signed for exploiting the spatial diversity in a cooperatscenario were proposed in [44].

As a further advance, Huntet al. [45] proposed the novel philosophy of coded coop-
eration aided schemes, which combine the idea of cooparaiith classic channel cod-
ing methods. An extension of this coded cooperation framkew@s presented in [46],
where the diversity gain of coded cooperation was increastdthe aid of ideas bor-
rowed from the area of space-time codes. Additionally, bBdwoded scheme was pro-
posed in [46] in the framework of cooperative communicaidfurthermore, the analysis
of the performance benefits of channel codes in a coded catperided scenario was
performed in [47]. Lanemaet al. [48] developed and analysed cooperative diversity pro-
tocols and compared the DF, Amplify-and-Forward (AF), st based relaying and
incremental relaying strategies. Furthermore, inspingdhle classic turbo codes used
in non-cooperative communication scenarios, Distribdiedo Codes (DTC) [49] have
been proposed for “distributed MIMO” systems, which benieéim aturbo processing
gain. The idea of DTCs was further revisited in [50], whereraé-component Distributed
Turbo Trellis Coded Modulation (DTTCM) scheme has been psegl, which takes into
consideration the realistic condition of having an impetrfurce-to-relay communica-
tion link.

1.3 Iterative Detection and Near-Capacity Communications

Since Shannon’s classic work in 1948 [1], the design of wapacity communication
systems has been one of the key problems for researchersaneh of coding. It was not
until the discovery of turbo codes [51] that near-capaagistems employing simple con-
stituent codes and efficient iterative decoding becameldyraha moderate complexity.
Since then, the appealing iterative decoding of concagelaides has inspired numerous
researchers to extend the technique to other transmissih@amees [52-54]. Specifically,
the turbo principle was extended to multiple parallel caensated codes in [52] and to
serially concatenated codes in [53,54]. Furthermore, dwert of turbo coding led to the
“rediscovery” of Low Density Parity Check (LDPC) codes [55} which apply itera-
tive decoding techniques to bipartite graphs [58] for tHeesat facilitating near-capacity
communications. Recently, irregular channel coding tepies [59-61] have been com-
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Figure 1.5: Classification of multiple-antenna techniques.

bined with iterative detection in order to enable near-capaperation without imposing
an excessive decoding complexity and latency. The serradatenation and iterative de-
coding of an irregular outer code with a regular inner cods pr@posed by Tuchler and
Hagenauer [61]. On the other hand, in analogy to classiotcokes invoked in colocated
MIMO systems, DTC [49] has been proposed for “distributed/\” systems for power-
efficient cooperative communications. However, the oageconcept of DTC [49] fails
to approach the corresponding relay channel’s capacity§gahand [63], Zhang and Du-
man proposed several well-designed near-capacity turdmgschemes for distributed
MIMO systems, although the authors did not aim for findingdap&mal coding schemes
under different network configurations.

On the other hand, for the sake of analysing the iterativediaeg process, in [64] ten
Brink proposed the employment of the so-called EXtrinsioimation Transfer (EXIT)
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chart to predict the convergence behaviour of iterativelgatled systems. The computa-
tion of EXIT charts was further simplified in [61] to a time amging, when the Proba-
bility Density Functions (PDFs) of the information commcatied between the input and
output of the constituent decoders are both symmetric ansistent. A tutorial introduc-
tion to EXIT charts can be found in [65]. The concept of EXITadhanalysis has been
extended to three-stage concatenated systems in [66-/d8]L]| the EXIT chart analysis
was used to assist the process of irregular code design bipgimgp a curve matching
algorithm for the sake of “very-near-capacity” operation.

1.4 Outline of the Thesis

The outline of the thesis is presented below with refereaddd. 1.6:

1.4.1 Chapter 2: Generalized Multi-Layer Space-Time Codes

In this chapter, a novel space-time transmission schemmeglyathe concept of Gener-
alized Multi-Layer Space-Time Codes (GMLST), is introddceThis scheme may be
treated as a composite of V-BLAST and STC, in which the twalamental schemes of
horizontal GMLST (H-GMLST) and diagonal GMLST (D-GMLST)eaincluded accord-
ing to different symbol-to-antenna mapping schemes. Wedistuss an appropriately
ordered successive decoding procedure which combinep gnterference nulling and
interference cancellation. The issues of power allocadiwh optimal decoding order are
considered, in order to enhance the system’s performameall\s an iterative multistage
successive interference cancellation aided GMLST schemesigned.

1.4.2 Chapter 3: Near-Capacity Iteratively-Decoded Genalized Multi-Layer Space-
Time Codes

This chapter presents a low complexity iteratively detg@cpace-time transmission ar-
chitecture based on GMLST codes and IRregular ConvolutiGoaes (IRCCs). The
GMLST is serially concatenated with a Unity-Rate Code (UR@Y an IRCC which
are used to facilitate near-capacity operation with theohmh EXIT chart based design.
Reduced-complexity iterative multistage successivefietence cancellation is employed
in the GMLST decoder, instead of the significantly more carphaximum likelihood
detection. For the sake of approaching the maximum attenale, iterative decoding
is invoked to achieve decoding convergence by exchangitrqisic information across
the three serial component decoders. Finally, it is shoahttie SIC-based iteratively de-
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tected IRCC-URC-GMLST system is capable of providing araative trade-off between
the affordable computational complexity and the achievalgtem throughput.

1.4.3 Chapter 4: Irregular Cooperative Space-Time Coding 8hemes

In this chapter, we firstly propose an Irregular Cooperddipace-Time Coding (Ir-CSTC)
scheme designed for near-capacity communications in thesaional single-relay-aided
network. The Discrete-input Continuous-output Memoryl€hannel (DCMC) [14] ca-
pacity formula of Alamouti's STBC scheme for the two-hopgleirelay-aided network
is derived. At the source node, a serial concatenated schemprising an IRCC, a re-
cursive URC and a STBC was designed for the sake of appraathéncorresponding
source-to-relay link capacity, where the IRCC was optimizéh the aid of EXIT charts.
At the relay node, another IRCC is concatenated seriallly antidentical STBC. The re-
lay’s IRCC is re-optimized based on EXIT chart analysis fa $ake of approaching the
relay channel’s capacity, before transmitting the relayéormation. It is demonstrated
that the topology of the Ir-CSTC system coincides with tHat BTC. At the destination
node, a novel three-stage iterative decoding scheme isrooted in order to achieve de-
coding convergence to an infinitesimally low BER. The cquoesling simulation results
show that our joint source-and-relay mode design based dn Ehart analysis is capable
of near-capacity communications in the single-relay-cidetwork.

Furthermore, an extended Ir-CSTC scheme is studied in theexbof a twin-relay
aided network, in which the successive relaying protoc@ngployed. The factor two
multiplexing loss in the single-relay-aided network isaoeered by the successive relaying
protocol employed in conjunction with an additional rel&ight upper and lower bounds
of the successive relaying channel’s capacity are giver. distributed codes employed
at both the source and relays are jointly designed with tdeo&iEXIT charts for the
sake of high-integrity operation at SNRs close to the cpoading twin-relay channel's
capacity. Finally, it is shown that the extended Ir-CSTCesuh is still capable of near-
capacity cooperative communications in the twin-relaydidetwork, while maintaining
the same spectrum efficiency as the direct transmission.

1.4.4 Chapter 5. Relay-Assisted Multiple-Antenna Aided Muti-User SDMA Up-
link

In this chapter, we investigate a multiuser space divisiottiple access (SDMA) uplink
system in an interference-limited scenario, where theiplalaccess interference (MAI)
imposed significantly degrades the overall system perfoomaFor the sake of support-
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ing rank-deficient systems, a maximum signal-to-interfeeeplus-noise ratio (MaxS-
INR) based SIC multiuser detection (MUD) algorithm is preed for the multiple-antenna
aided multi-user SDMA system, which strikes a trade-offAisn the interference sup-
pression attained and noise enhancement imposed. Fudferthe multiuser SDMA
system is combined with channel codes, which eliminatestha floors encountered
in rank-deficient systems. Referring to the Ir-CSTC schem@hapter 4 designed for
the single-user scenario, relay techniques are incomatiatour channel-coded SDMA
systems, which will benefit from extra spatial diversity arduced-pathloss based geo-
metrical gains. In contrast to the single-user Ir-CSTC sw® interference suppression
is required at both the base station (BS) and the relayinglestation (MS). Finally,

a more practical scenario is considered where the MSs hatmkyp correlated transmit
antennas. In contrast to the conventional views, our siiamaesults show that the trans-
mitter’'s spatial correlation is potentially beneficial metmultiuser SDMA uplink, when
employing efficient MUDs.

1.4.5 Chapter 6: Conclusions and Future Work

This chapter summarises the main findings and contributbeach chapter and proposes
some future research ideas.

1.5 Novel Contributions

The dissertation is based on the publications and manasafymnissions of [69—80]. The
novel contributions of this thesis are summarized as fatow

1. In Chapter 2, we propose a GMLST code, which is a sophtsticaulti-functional
composite of the V-BLAST and STC arrangements, designethtosake of strik-
ing an attractive trade-off between the multiplexing gamal aiversity gain. Fur-
thermore, in order to achieve the maximum attainable readiersity gain, a novel
low-complexity iterative multi-stage SIC scheme is desidjnwhile imposing only
a fraction of the ML's complexity [69].

2. In Chapter 3, the DCMC [14] capacity formula of GMLST sclesnusing STBC
components is derived [76] and based on the area propert¥ldf &harts, the max-
imum achievable rates of various iterative multi-stage &hd ML based GMLST
schemes are obtained. Furthermore, an iteratively decndadcapacity serially
concatenated IRCC-URC-GMLST scheme is designed empldyiig charts. On
the other hand, in order to enhance the attainable perfaeame redesign the
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original IRCCs of Tuichler and Hagenauer [61,81], invokingre component codes
in order to match the inner codes’ EXIT functions more actalya The computa-
tional complexity of this concatenated scheme is substiiytieduced at the cost
of a modest reduction in the maximum achievable rate comdptrehat of ML
detection.

3. In Chapter 4, we propose near-capacity Ir-CSTC schemdmfh the single-relay-
aided [70, 77] and twin-relay based successive relayingobsgstems [71, 78] using
the proposed joint source-and-relay mode design procediifee theoretical lower
and upper bounds on the capacity of both the single-relaysandessive-relaying
channels are derived. More particularly, the single-remed system'’s effective
throughput is maximized as a benefit of the proposed desmgyregure [77], while
the transmission efficiency of classic direct transmisssoachieved by our twin-
relay-aided system, when employing the successive rajgyiatocol of [78]. It
is demonstrated that our joint source-and-relay mode dgsigcedure is capable
of finding the optimal near-capacity cooperative codingeseé in arbitrary relay
network configurations in both single-relay-aided and tvalay-aided networks.

4. In Chapter 5, the Ir-CSTC schemes of Chapter 4 are inastign the context of
an interference-limited multiuser SDMA scenario. In castrto the noise-limited
single-user scenario of Chapter 4, interference supmessperformed at both the
base station and the relaying mobile station. SpecificallylaxSINR-based SIC
multiuser detector is proposed for the multiple-antenmgecimulti-user SDMA
uplink, which is capable of appropriately balancing thesifégrence suppression
attained and the noise enhancement tolerated, while stipgpoank-deficient sys-
tems. In addition, the effects of the spatial antenna caticel of MS transmitters
on the average system BER are studied in the context of rsaltgcenarios.
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| Chapter2

Generalized Multi-Layer Space-Time
Codes

2.1 Introduction

ecent information theoretic studies have shown that thaaigpof a Multiple-

Input Multiple-Output (MIMO) system [3—6] is significantlyigher than that of

a Single-Input Single-Output (SISO) system. As mentiome@hapter 1, there
are two types of fundamental gains obtained by MIMO systein$4, 82], namely the
multiplexing gain and the diversity gain. In [16], Wolni&yset al. proposed the popular
multi-layer MIMO structure, referred to as the Vertical Blelbs LAyered Space-Time (V-
BLAST) scheme, which is capable of increasing the achievétiloughput without any
increase in the system’s bandwidth by mapping the inforonat be transmitted to multi-
ple antennas. Although it was primarily designed for attggriransmit multiplexing gain,
it is worth noting that upon increasing the number of antenigpically the achievable
transmit diversity gain also increases at the cost of areas®d receiver complexity.

In contrast to spatial multiplexing techniques [7, 15, l8amouti [8] discovered a
transmit diversity scheme, referred to as a Space-TimekBGmde (STBC), where the
prime concern was achieving a diversity gain. The attradvenefits of Alamouti's de-
sign motivated Taroklet al. [30, 31] to generalize Alamouti’s scheme to an arbitrary
number of transmit antennas. Another transmit diversiheste, referred to as Space-
Time Trellis Coding (STTC) was invented by Tarokhal. in [9, 83], which is capable
of achieving both spatial diversity gain and coding gainimetdiversity gain. However,
these conventional STBC and STTC schemes achieve at masiritieedata rate as an un-
coded single-antenna system. Hence, a MIMO scheme atgaiitihh multiplexing gain
and diversity gain is attractive [82]. Various hybrid BLAZIhd STTC schemes have

15
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been proposed in [10, 11]. A Generalized Multi-Layer Spaitee (GMLST) code may
be constructed as a composite of the V-BLAST scheme and SpameCoding (STC),
which strikes a flexible trade-off between the throughput @mor probability attained.

The framework of the GMLST scheme is specified as follows.h&ttransmitter, the
set of available antennas is divided into several groupseauth group utilizes space-
time coding as the component code. At the receiver, in omavoid the potentially
excessive complexity of all-group being joint detected)(H3 in the V-BLAST detec-
tion algorithm [15, 16], the space-time code of each indiaidgroup is processed suc-
cessively beneficially, combining interference nullinglanterference cancellation on a
group-by-group basis, as detailed later in this chapteerdfore, as mentioned above,
the GMLST may be viewed as a beneficial combination of V-BLASW STC, where
the space-time codes employed achieve a higher spatiatdywthan pure V-BLAST. As
a further benefit, the overall system throughput is signitigahigher than that of STC
systems due to the multiplexing gain of BLAST. We can alsosgelar architectures
in [10] and [18], where space-time trellis codes and spame-block codes were com-
bined with V-BLAST, respectively. Furthermore, accordingrarokh’s power allocation
algorithm [10], two different signal-to-antenna mappirg& an optimal detection order
may be introduced to improve the overall system performahtsvertheless, due to the
constraints of BLAST-like detection, the maximum attaileateceive diversity cannot be
readily achieved with the aid of a serial detection schemendd, in [11], iterative mul-
tistage Successive Interference Cancellation (SIC) wagqgsed in order to achieve the
maximum receive diversity, attainable by classic Maximuikelihood (ML) detection,
while imposing only a fraction of the ML complexity.

Against this backcloth, the novelty and rationale of thiauier may be summarized
as follows:

1. We propose a Generalized Multi-Layer Space-Time (GMIc®dg, which is re-
garded as a sophisticated multi-functional composite ef VRBLAST and Space-
Time Coding (STC), for the sake of striking an attractivel&aff between the mul-
tiplexing gain and diversity gain. Hence, flexibility beamethe full-multiplexing
and the full-diversity oriented system benefits is attained

2. A novel low-complexity iterative multi-stage Successiterference Cancellation
(SIC) scheme is designed, in order to achieve the maximwmalie receive di-
versity of the potentially excessive-complexity clasdicdétection, while imposing
only a fraction of the ML complexity.

The rest of the chapter is organized as follows. In Secti@n & overview of the
GMLST coding architecture is presented, where we assumethibawireless MIMO
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channels we are using in this chapter are independentlydrary non-selective Rayleigh
fading channels. The encoding process of the GMLST schesiag STTC and STBC

as the component STCs is detailed in Section 2.2.1 and 8€zi@02, respectively. Fur-
thermore, we introduce the multistage SIC-based deteofi@MLST schemes in Sec-
tion 2.3. Tarokh’s power allocation scheme and the optiretgction ordering procedure
are highlighted in Section 2.4 and Section 2.5, respegtiahally, we specify the pro-

posed iterative multistage SIC detection scheme in Se@iérand present our conclu-
sions in Section 2.7.

2.2 GMLST Transmitter Architecture

Consider now a point-to-point wireless communication leguipped with/V, transmit
and N, receive antennas, where the signal to be transmitted oggrtthantenna at time
instantk is denoted by{z. In this chapter, we consider transmissions over a noredssge
Rayleigh fading channel. Therefore, the signal receive@digh antenna is constituted
by the superposition of independently Rayleigh faded tratted signals. The signal
received by thé-th antenna at time instahtis given by

N
yi. = Z hi i + 1y, (2.1)
j=1

whereh; ; is the complex-valued channel coefficient betweenttle transmit and the

i-th receive antenna, which is modeled by the samples of amt#gnt complex Gaussian
random variables having a zero mean and a variance of 0.5mpendion. Furthermore,

ni is the Additive White Gaussian Noise (AWGN) encounterecH®yjith antenna at time

instantt and modeled by the samples of independent complex Gaussidam variables

having a zero mean and a variance\gf/2 per dimension.

Let us defingy,, ¢, andn,, as

yk = [yliaylzvayk

1.1 2 N T
Ck—[ck,ck,...,ckt] y
and
_ 1 2 N T
nk—[nk,nk,...,nk ] y

respectively. Then the channel model of Eq. (2.1) may beesgad using a more compact
matrix notation as

Y = Hci, + Ny, (2.2)
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whereH is the (N, x N;)-element channel matrix, which has thiejj-th entry [H]; ; =

h; ;. In this chapter, we consider quasi-static flat fading cletsymssuming that the chan-
nel coefficients remain unchanged within a transmissianéraf X' symbol intervals and
are faded between frames randomly. Furthermore, we assiatt@é channel coefficients
are perfectly estimated at the receiver, unless speciftezhwise.

2.2.1 GMLST Transmitter Using STTCs

3 c Y
e I Y e i 3 EY}N’}
= STTCQ ' qu \ : L j) t
B gp i BN VI N
B 3 C, e
- STTC,—) VY, | :y)th

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

terleaver andTT” denotes the spatial interleaver

oyl | as| as | | oy :>TX L2 ooy [ B3] |72 ] | aa :>TX 1,2

Bul | B3| | Ba| | B> Tx34 .| By| | 3| o | | Bi|[T—>Tx34

Yol [yl el | v [0 Tx56 - | | as| | Bo| | 1 | Tx56
-1 -1

(b) H-GMLST (c) D-GMLST

Figure 2.1: Transmitter of the GMLST(STTC) architecture.

The encoding process of the GMLST coding schemes employiigcq9] as the
component STCs, which we refer to as the GMLST(STTC) arnanage, is illustrated in
Fig. 2.1. We assume that a blockBfinformation bits is input to a serial-to-parallel (S/P)
converter, which partitions this bit stream injogroups, referred to as layers having
lengths of By, Bs, . . ., B,, where we have3, + By+,...,+B, = B bitsin total. Then,
each group ofB; bits, forl < j < ¢, is separately encoded in Fig. 2.1(a) by a com-
ponent encodefTC; associated withV/ number of transmit antennas, where we have
N} + N2+, ..., +N! = N,. The resultantj x K)-elementcodewordmatrix C; of
STTC; will be transmitted by theV/ transmit antennas of groypof Fig. 2.1(a) during
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K symbol intervals. We refer to thieth columnc; ;, of C; as thesymbol vectogener-
ated by group at time instantt. Following space-time encoding, the symbol vectors
of each group are passed through an independent vectad-ters@oral interleavey ;.
The vector-based temporal interleavérsrepresented by the dashed block of Fig. 2.1(a)
are used for theodewordgyenerated by the different groups, for the sake of elimigati
the effects of bursty error propagation among the diffeggotups during the detection
iterations [11]. Furthermore, the spatial interlealderepresented by the dotted block of
Fig. 2.1(a) may be considered to be a mapping of the spadmodedymbol vec-
torsto a certain group of transmit antennas, which providestewidil spatial diversity.
Two specific mapping schemes were considered in [11], narnehizontal and diagonal
mapping, which are shown in Fig. 2.1(b) and 2.1(c), respelsti

The philosophy of the horizontal mapping of Fig. 2.1(b) iattbf passing alsym-
bol vectorsfrom one group to the corresponding group of transmit arasnA simple
example is seen in Fig. 2.1(b), whetg, 5, andy,, withk = 1,2, ..., represent theym-
bol vectorsof three different groups and each group is mapped to twsnérantennas.
Thus, the transmitteslymbol vectorérom one of the groups generate a horizontal pattern
of mapping, which is referred to as the H-GMLST scheme in Bifj(b) of this chapter.
By contrast, in the diagonal mapping, tsmbol vectorérom each group are cyclically
mapped to all available groups of antennas for each diffexgmbol interval with a pe-
riod of p. We present a simple example in Fig. 2.1(c) in conjunctiothwi= ¢ = 3,
where againg is the number of groups. Observe in Fig. 2.1(c) that the trattsdsymbol
vectorsoriginating from every group are allocated across the sfattennas) and time
dimensions in a diagonal pattern. Hence we may refer to thisree as GMLST with di-
agonal allocation (D-GMLST). Compared to the H-GMLST agement of Fig. 2.1(b),
an additional spatial diversity can be attained by the D-@WlIscheme, since tlsymbol
vectorsof each group are periodically mapped to independentiyntadnannels. This ad-
ditional spatial diversity results in an improved perfomoa for the D-GMLST, as we will
demonstrate in Section 2.3.2. Note that in [84,85] zeradpagwas recommended at both
the beginning and end of each transmission frame for theod&gnapping, therefore the
overall transmission efficiency was decreased to a degependiing on the length of the
transmission frame.

2.2.2 GMLST Transmitter Using STBCs

Fig. 2.2 illustrates the GMLST transmitter scheme emplgy®TBCs [8, 30, 31] as the
component STCs, which we refer to as the GMLST(STBC) arnanaye. It is noted that
when STBCs are employed as the components, the vector-berspdral interleavers
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Figure 2.2: GMLST(STBC) transmitter architecture, where neither terapnor spatial inter-
leavers are needed.

in Fig. 2.1(a) are no longer employed, because they woulttaethe structure of the
STBC codewordmatrix and would be of no use in eliminating the effects ofdbyierror
propagation, since the different STB©dewordmatrices are independent in a specific
group. Furthermore, only the horizontal mapping schemeigf Z1(b) is considered
in Fig. 2.2, since no additional spatial diversity can beiesd, while employing the
diagonal mapping of Fig. 2.1(c) in the GMLST(STBC) schemes.

2.3 Multistage SIC Detection

Let us now rewrite Eq. (2.2) as:
Ye = HixCip +HopCop + -+ HypCop + N, 1<k <K, (2.3)

whereH  , denotes théN, x N)-element subchannel matrix of grogit time instant;,
X A
while ¢, = [cht TN N NTTENAT s the thekth column of thecodeword

matrixC; andny, is the N,-element complex-valued additive white Gaussian noisevec

For the sake of maintaining an affordable computationalmerity, a reduced com-
plexity Successive Interference Cancellation (SIC) baltection scheme was proposed
in [11] instead of ML detection. In order to maintain a low qalexity, the signals are de-
tected layer-by-layer in a multistage manner, instead gifittiomplexity ML-style joint-
detection. In the spirit of the V-BLAST scheme [7], the déi@t order of the SIC-based
scheme has a significant effect on the achievable perforenaiitbe GMLST system. The
optimal successive detection order of GMLST systems witliseussed in Section 2.5. In
this subsection, we assume that the detection order of B¢p)2was already determined
and without loss of generality we assume the natural detectider of{1’,2',...,¢'}.
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(a) main block diagram of the multistage SIC detection, wHéX” denotes
the interference nulling module and “IC” indicates the ifeeence cancella-

tion module
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(b) sub-block diagram for the “ST Deg¢’” component using
STBC, where “STBg/l" denotes the’-th linear STBC decoder
and “STBC;” indicates the corresponding STBC recoder

:< !
)
D
=
o

=]

i)
3

S
w2
—
=
S

\ 4

[@2)
)
H

£

%
QO ’

(c) sub-block diagram for the “ST Det” component using STTC, where "ST'I]TIE” denotes the
j'-th STTC Viterbi decoder and “STT, indicates the corresponding STTC recoder

Figure 2.3: Multistage SIC detection in the GMLST STTC and STBC schemes.

Let us now present the SIC-based detection algorithm as/sl|
During the first detection stagg & 1), we lety; =vy,, forall1 <k < K.

During thej-th detection stage, given that the previops () groupsl’, 2/, ..., (j—1)
have already been detected and their effects have beerlledrfo@m the received signals,
the resultant received sign;ai for k = 1,..., K, which still contains the interference
imposed by the ‘not-yet-decoded’ groups(¢f+ 1), (j + 2)’, ..., ¢, can now be written
as

Y = HykCirk + Hijpny kCiyn + -+ Hy kG + M. (2.4)
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Then at the time instarit, we can find a set of orthonormal column vectors (not nec-
essarily unique) in the null space 1y, ..., Hy x]*, and amalgamate their trans-
poses into al(N, — N; + NV + --- + N/') x N,]-element nulling matriaVi® based

on zero-forcing (ZF. Then, let both sides of Eq. (2.4) be left-multiplied M which
suppresses all the interfering signals imposed by the group 1)’ to ¢’ and generates
the interference-free equivalent ‘sliced’ signal of grgup

Vi = Wiyl = WIH.i 1Cir e + 0 +WInl = Hji Cjr e + AL (2.5)

We can see in Eg. (2.5) th&tj/,k is the equivalent channel matrix havigg, — N; +
N} 4 ... 4 N') x Ni" elements at time instantfor group;’, which has the same sta-
tistical properties a#l; ;, due to the orthonormalizing effect &%/, i.e., the entries of
Hj/,k are independent and identically complex Gaussian dig&tbwith a zero mean and
a variance of 0.5 per dimension, as mentioned in SectionPAA&uming that perfect inter-
ference cancellation is achieved, the resultant noiseovéétalso contains independent
and identically complex Gaussian distributed entries \mman of zero and variance of

Noy/2 per dimension [10].

As for the nulling matrixW, we havew’, = W/ for all 1 < k < K in the case of the
H-GMLST scheme of Fig. 2.1(b) as the channel ‘seen’ by eachmis time-invariant in
each transmission frame, since we assumed communicatiena guasi-static Rayleigh
fading channel. This implies that the nulling matrix onlyha be calculated once for each
frame. Otherwise, in the D-GMLST scheme of Fig. 2.1(c), weeh&, = W4 ., by
each group varies with a period pf Therefore, a total number gfnulling matrices are
required for each frame. Based on Eq. (2.5), thiayer codeword which is denoted by
Cj/ can be decoded using the ML space-time decoders of Fig. Bi8hworrespond to the
Viterbi decoder [89] or simple linear processing [8] for spdime trellis codes and space-
time block codes, respectively. Prior to moving on to thetietection stage, interference
cancellation is carried out according to Fig. 2.3(a) by sdiing the contribution of the
‘just-detected’ group’ from yi, which results in the ‘partially decontaminated’ received

signaly; ™!

J+1

yirt =yl —HyuCir, 1<k<K, (2.6)

whereg; . is thekth column ofC;.. Then the above procedure of Fig. 2.3 is repeated for
j = j+ 1, until all groups are detected & q).

1The computation of the nulling matrW{% is described in the Appendix.
2A more powerful Maximum Signal-to-Noise Ratio array prasieg algorithm was presented in [86—88].
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2.3.1 Soft SIC Detection

In order to reduce the detrimental effects of error propagasoft interference cancella-
tion can be invoked, which means that instead of using thedecision<; ;, in Eq. (2.6),
the expectation value

G = Tm P(Cp = aml§h), 1<i <N/ (2.7)

is used, where’, , is thei-th element of vectoc; ,, and P(c!, ;, = z,,|¥1) is the condi-
tional probability that theV-ary constellation point,,, was transmitted, given the equiv-
alent received signal vect@ﬁt. To elaborate a little further, based on Eq. (2.5) we can
obtain thea posterioriprobability P(c}, , = z,m|V1) using the Bayes’ rule as follows:

p(%‘csz = xm)P(C;'/,k = Tpm)
p(y7)
_ ffyﬂc?z’“ — Zm) P (o - om) . 1<i<N/'. (28)
2 on1 PYRICS ko = @) P(¢r = @)
For GMLST(STBC) schemes, since the component STBC has no @rrecting capa-
bility (no coding gain provided), Eq. (2.8) can be furthenplified to

P(Cz",k = xm‘wg) =

p(yﬂcé",k = Tpm)
St p(Vilch = @)
when the M signals are assumed to be equally probable, i.e.athgori probabilities
obey P(ci, , = x,) = 37 forall n € [1, M]. On the other hand, for the GMLST(STTC)
schemes, the Maximum A-posteriori Probability (MAP) deeof89] can be used instead

P(cly = ml¥}) = 1<i<N/ (2.9)

of the Viterbi decoder for the component STTC to deliver nret@blea posterioriprob-
abilities P(c;'.,,k\yi), which can be implemented by invoking the so-called Bahtkee
Jelinek-Raviv (BCJR) algorithm [90]. The MAP decoder takles equivalent channel
observation% and generates the Log Likelihood Ratio (LLR) [89] for eac@nsmitted
symbolc§,7k, 1<i< th/ based on the trellis structure of thielayer STTC code. As-
suming thatP(c}, , = x) is larger than all the other probabilities B!, , = ,,), where
n € (1, M], we may glean the posterioriLLR value of the transmitted symbal, ,
from the MAP decoder, which is expressed as

i ~9 P(Ci" = meJ)
L(cy , = zm|y}) = log JZ’“ j
P<Cj’7k = 71|y;,)

L= T, v
- Iogp(cj k= T Vi

] _ \7J
p<c‘7}/7k = I, yk

v —A. o2
a(é)ﬁ(s)eXp(_MHJ;V—,:%aw

Og ZCj/’kGG

1,Tm

= | —
S 192, —H s 1Cr 12
ZCj/ykeei_’wl a(s)ﬁ(S)exq_%)

, (2.10)
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wherea(s) and 3(s) are the standard state metric values in the forward and kackw
recursions in the BCJR algorithm [90; ,,, and©, ,, denote the sets of trellis transi-
tions with¢c}, , = x,, andc}, , = x, respectively. Hence, the expectation value’of
for the soft SIC-based GMLST(STTC) schemes may be accdsdowgnputed based on
Egs. (2.7) and (2.10). Since in case of reliable decisiofts/atues close to the legitimate
hard-decision-based constellation points are subtracted. (2.6), whereas in the case of
unreliable decisions small values are subtracted, thetsfté potential error propagation
are significantly reduced.

2.3.2 Performance Characterization

It is noted that in contrast to V-BLAST, the requirement foe number of receive anten-
nas in the GMLST system &, > N, — N} + 1, whereN/}" is the number of transmit
antennas of group’. More patrticularly, when we consider the most appropriatection
order, which depends on the specific channel realizationwertered at the receiver and
to be detailed in Section 2.3, may be any integer spanning frohto ¢q. Thereby, we
let N, > max{N; — th} + 1 in order to guarantee that the proposed multistage SIC
detection aljgorithm is applicable. Monte-Carlo simulatitnave been performed to eval-
uate the proposed multistage SIC algorithm of Fig. 2.3. Eskpecified otherwise, the
STCs utilized for all groups are identical in this chaptesr Brevity, we use the notation
(Ny, N,.) from now on to denote a MIMO system havifg transmit andV, receive an-
tennas. The simulation setup which will be used in all theusations in this chapter is
as follows. We assume having! = N? = ... = N/ and take two GMLST schemes as
examples: a (4, 4)-element GMLST and an (8, 8)-element GMEBTGMLST(STTC)
schemes, both the H-GMLST and D-GMLST schemes of Fig. 2.Tamnsidered, while
only the H-GMLST arrangement is invoked for the GMLST(STBChemes. Further-
more, we also assume that each group contains two transteitraas for simplicity. The
2 b/s/Hz Quaternary Phase-Shift Keying (QPSK) modulatedta& space-time trellis
code proposed in [9, Fig. 5] is taken into account as the caorapiocode for all groups
in the GMLST(STTC) scenario. By contrast, Alamouti’'s STB&} is considered in the
GMLST(STBC) scenario of Fig. 2.2. The transmission ratehaf half-rate-coded (4,
4) and (8, 8)-element systems is 4 and 8 b/s/Hz, respectivedymentioned above, we
consider quasi-static flat Rayleigh fading channels. Tlaanbl coefficients are assumed
to be perfectly known at the receiver. Each transmissiamérés composed of 130 half-
rate-coded 2-bit-symbols from each transmit antenna,lwtocresponds to 520 and 1040
information bits per frame in the (4, 4) and (8, 8) systemspeetively. We outline the
simulation parameters of our GMLST systems in Table 2.1.
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Modulation Scheme QPSK
No. of Layers g=2or4
No. of Tx per Layer N/ =2.jel,q]
No. of Rx N,.=4o0r8
Frame Length 130 symbols
per transmit antenna
Channel Quasi-static
flat Rayleigh fading
GMLST(STBC) Component Codes STBC [8]

GMLST(STTC) Component Codes STTC[9, Fig. 5]

Table 2.1: GMLST system parameters.

Fig. 2.4(a) and Fig. 2.4(b) depict the BER performancesragaie average received
SNR per bit per receive antenna in the (4, 4) and (8, 8) systesapectively. It can be
observed for both systems that the H-GMLST(STBC) schenigbtll outperform the
GMLST(STTC) arrangements in the low-SNR regime. This oletéon is due to the fact
that in the low-SNR regime we encounter severe error prapagaamong the GMLST
layers. Since the STTC codewords are correlated duringrémsrission frame, while
the various STBC codewords are independent, stronger gropagation occurs among
the GMLST(STTC) layers than among the GMLST(STBC) layers tke other hand,
since the error propagation is less pronounced in the higR @yime as well as because
the STTC provides useful coding gains, the GMLST(STTC) sehexhibits a better per-
formance than the GMLST(STBC) scheme. Furthermore, ascéag@e can see clearly
in Fig. 2.4 that the D-GMLST(STTC) generally performs bettean H-GMLST(STTC)
in the context of both systems due to the additional spatvaksity induced by diagonal
mapping. The improvement of the diagonal mapping over bata mapping is about
0.6 and 1.0 dB at a target BER 0o6~* in the (4, 4) and (8, 8) systems, respectively.
Based on this observation, we can say that a higher addititivexsity gain is attained
in the (8, 8) system than in the (4, 4) system, since the folmasrfour groups (layers),
while the latter only has two groups (layers). Hence the }&y8tem provides a higher
transmit diversity gain when using the diagonal mappingy. Bi4 also shows the BER
performances of GMLST(STTC) schemes, when using soft SiQoth the (4, 4) and
(8, 8) systems. Explicitly, it is demonstrated in Fig. 2)4{laat a soft-SIC advantage
of 0.2 dB was achieved at a target BER16f* by the soft-SIC-based GMLST(STTC)
schemes over its hard-SIC-based counterpart in the (4,54¢rsyat the cost of a higher
computational complexity, since MAP decoders are employ#&d have an even more
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modest improvement of 0.1 dB at the target BER @f* in the (8, 8) system, as shown
in Fig. 2.4(b). Furthermore, when comparing Fig. 2.4(a) Bigd 2.4(b), it is clearly seen
that the (8, 8) GMLST schemes outperform the corresponding)(counterparts, while
attaining a higher system throughput of 8 b/s/Hz. This isalbse the first two groups of
the (8, 8) GMLST schemes share the same receive diversigy asthe two groups in the
(4, 4) counterparts, while the third and fourth group of #8e8) GMLST schemes benefit
from a higher receive diversity order.

2.4 Group-Based Power Allocation

In the previous section, the detection order was predetenand independent of the
channel realizations at the receiver. As a result, grgugetected at thg-th detection
level has an overall antenna diversity order(df. — N, + N} + --- + Ni') x Ni', as
mentioned in [7]. If all groups are assigned the same powerml’ would have the
worst performance. Naturally, this induces an overall ganfance degradation, which
is usually predetermined by the group having the worst perémce. Thus, improving
the performance of group would be beneficial in terms of enhancing the overall per-
formance. The most straightforward approach is to allooadee power to the groups
detected earlier and less to the groups detected later tinel@onstraint of a constant
total transmission power.

An unequal group-based power allocation approach was fiogtgsed by Taroklet
al. in [10], which we hence refer to as Tarokh’s power allocatidn this strategy, a
3 dB power reduction was applied to each successive grouprding to the predeter-
mined detection order. For simplicity, the predeterminet&dtion order is assumed to be
{1,2,...,q}. Let E; denote the power level (on a linear scale) assigned to giowpere
we satisfy the total power constraint of

q
> E;=E, (2.11)
j=1

while maintainingt); = 2E;.; for 1 < j < ¢ — 1 and £ indicates the total transmission
power of the GMLST scheme.

2.4.1 Performance Characterization

Clearly, Tarokh’s power allocation strategy is appealjyrgygnple, apart from arranging for
the power allocation to be unequal, no additional compomati complexity is imposed.
Despite this simplicity, the simulation results of Figs 2nd 2.6 show that it is superior
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Figure 2.4: Performance comparison in the (4, 4) and (8, 8) systems ubmgarameters of

Table 2.1.
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to the conventional equal-power allocation scheme in tga BINR regime. Fig. 2.5 and
Fig. 2.6 show the BER performances of the GMLST schemes ircdinéext of the (4,
4) and (8, 8) systems, respectively. Again, the GMLST sclseamploying Tarokh’s
power allocation scheme generally outperform their coyaies relying on equal power
allocation at high SNRs, but perform slightly worse at lowR&N This is due to the fact
that Tarokh’s PA was designed based on each layer’s diyensler which is accurate only
in high SNR regime. More specifically, an advantage of 1.0 @B wbserved at the target
BER of 10~ for Tarokh’s power allocation over the equal-power allamategime in the
context of the H-GMLST(STBC) schemes, as depicted in Fig(ad, when the system
was configured as a (4, 4) arrangement. In Fig. 2.5(b), thekhaPower-Allocation
aided hard-SIC-based H-GMLST(STTC) scheme exhibits ancxppately 0.9 dB gain
over its Equal-Power-Allocation aided counterpart at tves BER ofl 0—*. Furthermore,
it is observed that the Tarokh-Power-Allocation aided-8&¥€-based D-GMLST(STTC)
scheme outperforms the equal-power benchmarker by nefrig2 On the other hand,
in the context of the (8, 8) system of Fig. 2.6, we observe whtt the aid of Tarokh's
power allocation, the BER performance was improved by aBdutiB at the target BER
of 10~* over equal power allocation for both the H-GMLST(STBC) andIST(STTC)
schemes. By comparing the performance improvements okihapower allocation in
the context of the (4, 4) and (8, 8) systems, we can readilglode that in conjunction
with more GMLST layers, increased gains can be achieved k& power allocation
regime.

Nevertheless, from the point of minimizing the bit error Ipability, Tarokh’s power
allocation is not the optimal strategy. The optimal powé&adtion minimizing the trans-
mission frame error probability was proposed in [11]. Irsthovel scheme, the individual
transmission frame error probability of grogpvas expressed as a function of the allo-
cated powelr;, which is denoted by;(E;), given that the previousi (— 1) groups were
all detected successfully. The simulation results of [1ify, R3] showed that the opti-
mal power allocation scheme provided certain performamggavements over Tarokh'’s
power allocation strategy. However, this regime imposedgadr computational com-
plexity, especially in the process of finding the functjgz’;).

2.5 Optimal Detection Order

In the previous section, various group-based power allmtétchniques were discussed,
which are capable of enhancing the system performance, thkeatetection order is inde-
pendent of the channel state information (CSl). In thisisactve will demonstrate how to
determine the most appropriate detection order based arhdrel quality experienced
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Figure 2.5: Performance comparison of different power allocation sé®in the (4, 4) system
using the parameters of Table 2.1.
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at the receiver, when equal power allocation is applied ara$igstatic channels are con-
sidered. Note that the detection order is not important enxabntext of the D-GMLST
schemes and can be arbitrary, since the different grougeedDtGMLST scheme expe-
rience the same time-varying channel quality. Hence we oahsider the H-GMLST
schemes of Fig. 2.1(b) in this section. The optimally ordatetection developed in [16]
is investigated below in order to choose the layer assatiaith the largest post-nulling
signal-to-noise ratio (SNR) instead of choosing an arhyjtiayer to detect.

At the first detection levelj(= 1), letH"' = [H;, ..., H,], whereH, is the(N, x N})-
element subchannel matrix corresponding to griugnd define the candidate group set
assS; = {l|1 <1< gq}.

At the j-th detection level, we find a set of orthonormal row vectarthie null space
of HZ for eachl € S;, whereH? indicates the matrix obtained by eliminatiky from
H/, and use them to construct &, — N, + N --- + NV + N!) x N,]-element
matrixW{. Then, left-multiplyH,; by W{ in order to obtain the equivalent channel matrix
of group! at this detection level in the form of

H) = WiH,.

Since the nulling matri>W{ is orthonormal, the total output SNR of groufter sup-
pressing all the other groups becomes

which is proportional to the squared Frobenius norm [91]hef torresponding equiva-
lent channel matrix. Hence, we choose the specific candadsteciated with the largest
squared Frobenius norm as the group to be detected at thiswich is formulated as

) 392
j'= arg{rlrégf IH =} (2.12)
And then, by removing’ from S;, we update the candidate group set as
Sj+1=S;\{i'},

where we defing;\{j'} = {l|l € S;,l # j'}. Correspondingly, by eliminating ;; from
H7, the channel matrix is changed to

j+1 _ 1qJ
H’ —Hj,.

We carry out this process fgr = j + 1, until the candidate group set becomes void.
Finally, the detection order is obtained @i, 2, - - - , ¢'}, which is a certain permutation

of {1,2,--- ,q}.
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Observe by comparing that the procedure of finding the optidetection order for
the H-GMLST schemes of Fig. 2.1(b) is similar to that of theART system’s optimal
detection ordering process. As the BLAST system’s ordewag shown to be optimal
in the sense of minimizing the probability of frame errord][1the above-mentioned
ordering procedure of Eq. (2.12) can also be similarly shtavbe optimal in the same
sense.

2.5.1 Complexity Analysis

Let us now compare the computational complexity of the ratagje SIC of the H-GMLST
schemes relying on arbitrary detection order, of the H-GMLs8hemes invoking the
optimal detection order and that of the D-GMLST(STTC) scheamssociated with an
arbitrary detection order. We consider the complexity afgening interference nulling
guantified in terms of finding the null space basis of a twoatisional complex matrix.
At the j-th detection level of the H-GMLST scheme using an arbitdetection order of,
say{1,2,...,q}, it requires the computation of the null space basis of En— N} —
... — N/) x N, matrix. By contrast, at thg-th detection level of the H-GMLST scheme
associated with the optimal detection ordefof 2, ..., ¢}, in order to determine which
particular group will be detected, the null space basis affgn— N} — - - - — Nt(j_l)’ —
N}) x N, matrix has to be found for everlyc S;. Finally, at thej-th detection level
of the D-GMLST scheme relying on an arbitrary detection oafesay{1,2,...,q}, it
requires the computation of the null space basisdifferent(N, — N} —---— N/) x N,
matrices. In order to simplify our discussions, we treat ¢benplexity of performing
interference nulling in the H-GMLST scheme relying on anitagly detection order as
our benchmark. Then, at theth detection level] < j < ¢ — 1, the complexity of the D-
GMLST scheme associated with an arbitrary detection ordértlat of the H-GMLST
scheme relying on the optimal detection ordepis= ¢ andq — j — 1 times higher,
respectively. Since the complexity of computing the sqd&mbenius norm off I:If | 2

in the H-GMLST scheme using the optimal detection order gdigible compared to that
of finding the null space basis, we may argue that the D-GMLSiE®me has the highest
complexity, while the H-GMLST arrangement associated aitlarbitrary detection order
has the lowest complexity, when disregarding the compo®e&fts’ decoding processes.

2.5.2 Performance Characterization

Fig. 2.7 and Fig. 2.8 characterize the BER performanceseobitimally ordered detec-
tion schemes in the context of the (4, 4) and (8, 8) H-GMLSTeays, respectively. We
can see that in conjunction with the optimally ordered detacthe system performances



2.6. lterative Multistage SIC Detection 33

were improved by approximately 1.9 dB and 3.3 dB at the taBgeR of 10~ in the (4,
4) and (8, 8) systems, respectively, regardless of whebleeHtGMLST(STBC) or the
H-GMLST(STTC) schemes were considered. Furthermore sletow compare Fig. 2.7
and Fig. 2.8 to Fig. 2.5 and Fig. 2.6 of Section 2.4 one by ohenaly be observed that
the H-GMLST scheme relying on optimally ordered detecti@nfgrms slightly better
than the H-GMLST and D-GMLST arrangements invoking Tarektower allocation in
the (4, 4) system. Similarly, in the context of the (8, 8) eyst the performance gain of
H-GMLST relying on optimally ordered detection over D-GML8sing Tarokh’s power
allocation was around 0.8 dB in the range of higfy N, values.

2.6 Iterative Multistage SIC Detection

Although the group-based power allocation of Section 2dl the optimal detection or-
dering of Section 2.5 have the potential of recovering soM& $ss compared to the
arbitrary ordering schemes combined with equal-poweration, the above-mentioned
multistage SIC-based detection scheme fails to achieventhemum attainable receive
diversity order. More particularly, the receive antennaedsity order of group’ detected
at thej-th detection level is only, — N; + N} + - + Ng It clearly transpires from
the discussions of Section 2.5 that the earlier a layer isotled, the lower its receive di-
versity order is. Therefore, in order to exploit the maximattainable receive diversity
order for all layers, an efficient iterative multistage Sl€ettion scheme was proposed
in [11]. For GMLST(STTC) schemes, it may be observed from Ri§ that different
temporal interleavers are used for creating the codewdrtieedifferent groups for the
sake of eliminating the effects of burst error propagatioroag groups during the con-
secutive iterations. The temporal interleavers are vdzdsed, where the vector size is
determined by the spatial dimension of the relevant codéwehnich guarantees the rank
of the STTCs in each group remains unaffected.

The corresponding schematic of the iterative detectionguare is depicted in Fig. 2.9.
Without loss of generality, the serial detection order is figure is assumed to Ha’, 2/,
-+, ¢'} for both the optimally and arbitrarily ordered detectiongesses. We can see in
Fig. 2.9 that the first iteration is the same as describedalmicept that temporal inter-
leaving and deinterleaving should be carried out accotdimdnich substantially reduces
the effects of burst error propagation among the grouphEMLST(STTC) schemes.
In the subsequent iterations, the interference nulling glidge of Eq. (2.5) and Fig. 2.3(a)
is no longer needed since all groups have already been ééteghile the interference
cancellation (IC) is still performed for all groups, whicsults in a theoretical receive
diversity order ofN, for each group. Each iteration consistsgdhyers and each STC-
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Figure 2.7: Performance comparison of ordered detection in the (4, ®NH-ST systems using
the parameters of Table 2.1.
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the parameters of Table 2.1.
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Figure 2.9: Iterative multistage SIC detection of GMLST schemes, whieee'ST Dec;’” mod-
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protected layer is processed successively, in the same asdduring the first iteration.
At level j, we subtract the interference induced by graup--,(j — 1), (j + 1), - ,¢
from the original received signals and re-decode grgu®nce decoded, the new deci-
sion of groupj’ is fed back to the next level for detecting groyp+ 1)’. A full iteration

is deemed to be completed when all thievels are completed. Based on Eq. (2.3), the
detection of group’ at thej-th detection stage of the-th iteration can be written as

Jj—1 q
i =HyuCik + > Haw(Cow = i)+ > Hyr(Grr — ') + 0, (213)
a=1

b=j+1

where the superscript. andm — 1 denote SIC iteration indices. After a number of it-
erations, the maximum attainable receive diversity ordeN,omay indeed be achieved
for all layers, when the residual error propagation amofigmrint groups becomes neg-
ligible. The iterative process can be stopped, when thectigtesignals have become
sufficiently reliable. Compared to ML detection, this ititra detection scheme is capa-
ble of approaching the same receive diversity order, despiposing only a fraction of
the computational complexity of ML-style joint detection.

2.6.1 Performance Characterization

The simulation results of the iterative-multistage-Sk&etted GMLST schemes are pre-
sented in Fig. 2.10 and Fig. 2.11 for the (4, 4) and (8, 8) systeespectively. We first
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consider the H-GMLST scheme associated with the optimalatien order, for example.
Fig. 2.10(a) and Fig. 2.11(a) characterize the achievabt®pnance improvements of
iterative multistage SIC detection in the context of the GBI(STBC) schemes. It is
observed in Figs. 2.10(a) and 2.11(a) that, when two SICatipeis are invoked, itera-
tive gains of approximately 1.0 dB and 1.8 dB are achievetiatdrget BER ofl0~* in
the context of the (4, 4) and (8, 8) systems, respectivelgre/according to Fig. 2.9 the
maximum attainable receive diversity order has been aetielvurthermore, no substan-
tial additional improvements may be attained after two S#Zattions in either of these
systems, since the remaining inter-group interferenc@amating across the groups is
independently distributed across/2 consecutive G2odewordblock periods during<
symbol intervals and hence cannot be eliminated by SIC tipesa

On the other hand, we note in Fig. 2.1 for the GMLST(STTC) sub® that all
the temporal vector-based interleavers are pseudo-ratdeng a depth of the frame
length, which are not used in the GMLST(STBC) arrangemefensider the (4, 4)
H-GMLST(STTC) scheme characterized in Fig. 2.10(b), whiieobserved that the it-
erative SIC schematic of Fig. 2.9 uses an interleaver inrdadramatically enhance the
system'’s performances. After three hard-decision-aid€diterations it achieves a 2.5
dB gains at a target BER df)=* compared to the performance of the optimally ordered
detection characterized in Fig. 2.7(b). Furthermore, anévugher soft-SIC gain of 3.0
dB was recorded in Fig. 2.10(b) for the same number of itenati The simulation results
recorded for the iterative detection without the interlrgportrayed in the schematic of
Fig. 2.9 may also be compared to those achieved with the ditterleavers for quanti-
fying the beneficial effect of the interleaver. We see in Rd.0(b) that the interleaver
provides only a modest gain, which is only apparent at HighV, values after the first
iteration, but brings about significant gains during théofelng iterations.

As discussed in Section 2.3, the first iteration is congduty a simple detection op-
eration. Hence the achievable performance is limited byyah#éhe group detected first,
which only benefits from the lowest receive antenna divemitler. As the interleavers
seen in the schematic of the GMLST(STTC) schemes of Fig. 2 Heaveloped to miti-
gate the potential burst error propagation among groupg,ate of no benefit for the first
group and have a negligible effect on the first iteration. @ttheless, from the second
iteration on, the interleaver helps significantly in mitigg the burst errors propagation
among groups. We can see that in conjunction with threetiters, the attainable perfor-
mance improvement of the system relying on the interleaEigp 2.10(b) is around 1.0
dB at a target BER of0~3 over the system operating without an interleaver, sincéetihe
ter suffers from severe error propagation. We also see inZi@(b) that the achievable
performance improvement becomes less and less upon imgehs number of itera-
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Figure 2.10: Performance of iterative multistage SIC detection in the{4H-GMLST systems
using the parameters of Table 2.1.
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Figure 2.11: Performance of iterative multistage SIC detection in the8f8H-GMLST systems

using the parameters of Table 2.1.
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tions. Similar performance comparisons were conducteth#(8, 8) H-GMLST(STTC)
system in Fig. 2.11(b). The performance improvements a&eliby the iterative detec-
tion relying on the interleaver of Fig. 2.11(b) becomesdargVhen using four hard SIC
iterations, we achieve a gain of around 4.5 dB over the fiesatton, which is also shown
in Fig. 2.8(b) in conjunction with the optimally ordered éetion at the target BER of
1072, It is also observed from Fig. 2.11(b) that the interleaverge a key impact on the
success of the iterative detection procedure. When usingiferations, the attainable
performance of the interleaved system is improved by ali2@stiB at the target BER of
10~2 over the system operating without interleavers. Similaldgerve in Fig. 2.11(b) that
the iterative soft SIC operation attains more substangdiogpmance advantages than its
hard-decision-aided counterpart and the gain achieved faftir SIC iterations becomes
marginal.

The achievable performance of the interleaved D-GMLST (S)IScheme of Fig. 2.1(c)
using both the optimally and arbitrarily ordered detect®oharacterized in Fig. 2.12 for
both the (4, 4) and (8, 8) systems for comparison. It is cjesgkn from the BER curves
that the (8, 8) system benefits from a higher diversity ordanthat in the (4, 4) system.
We can also see in Fig. 2.12 that at the same number of itesatibe H-GMLST(STTC)
scheme performs slightly worse than the D-GMLST(STTC)rageament in the range of
low E, /N, values, but outperforms the D-GMLST(STTC) regime at highi)V, values.

2.7 Chapter Conclusion

In this chapter, a combination of V-BLAST and STCs desigraedMIMO systems were
investigated, which we referred to as Generalized MuliydreSpace-Time Coding. Two
fundamental schemes were designed, namely the GMLST(S@BE)GMLST(STTC)
arrangements of Figs. 2.1 and 2.2, where STBCs and STTCs wgext as the com-
ponent space-time codes, respectively. According to tfferdnt mapping of the sig-
nals to the antennas, the GMLST(STTC) regime was furthadedinto two schemes,
namely H-GMLST(STTC) and D-GMLST(STTC) arrangements. Bmdther hand, for
the GMLST(STBC) scheme of Fig. 2.2, only horizontal mappivas considered, since
no additional spatial diversity can be obtained, when egipfpdiagonal mapping. The
basic detection procedure devised for the GMLST schemeamistituted by the ordered
successive detection scheme combining group-baseddrgade nulling and interfer-
ence cancellation, as portrayed in Fig. 2.3. Furthermor&ection 2.4 we introduced
Tarokh’s power allocation regime for detection using anteaby order, which outper-
formed the conventional schemes relying on equal-powecaition at the same compu-
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GMLST Schemes Diversity Order SNR Loss

ZF-SIC ~ (N, — Ny + NJ) x N/ High

PAaided SIC | ~ (N, — N, + N}) x N} Low

H-GMLST(STBC)| Ordered SIC > (N, — Ny + N}) x N/ Low
lterative SIC ~ N, x N} Low

ML =N, x N} Zero

ZF-SIC ~ (N, — N; + N/) x N} High

PAaided SIC | ~ (N, — N, + N}) x N} Low

Ordered SIC > (N, — N, + N}) x N} Low

H-GMLST(STTC) I erative sIC ~ N, x N/ Low
lterative Soft SIC ~ N, x N} Lower

ML =N, x N} Zero

ZF-SIC > (N, — Ny + N}) x N/ High

PAaided SIC | > (N, — N; + N}) x N/ Low

D-GMLST(STTC)| Iterative SIC > N, x N/ Low
lterative Soft SIC > N, x N} Lower

ML > N, x N} Zero

Table 2.2: Summary of comparative performance of GMLST schemes.

tational complexity. For the H-GMLST systems of Figs. 2)1éind 2.2, which relied
on equal-power allocation, in Section 2.5 we also discusiseaptimal detection order
based on the assumption that the channel coefficients decpgiknown at the receiver.
Finally, in Section 2.6 an iterative SIC-based detectidmeste was advocated for both
the GMLST(STTC) and GMLST(STBC) arrangements, in ordenqola@t the potential
of full receive antenna diversity. The simulation result$ms. 2.10 and 2.11 show that
the iterative detection scheme is capable of approachmgaime receive diversity order
as ML-style joint detection while imposing only a fractioftbe computational complex-
ity of ML-style joint detection. Table 2.2 summarizes thefpemance versus complexity
of various GMLST schemes, where the SNR loss is caused byltén8uced error
propagation among different layers of the GMLST scheme.oimclusion, the iterative
SIC-based GMLST scheme of Fig. 2.9 provides a promisingtigacsolution for high-
data-rate, high-integrity communications in MIMO systeespecially when the number
of antennas is high.

In the next chapter, we will demonstrate that further penfmnce improvements may
be attained by the concatenation of the GMLST schemes wahra#l codes and upon
performing iterative detection by exchanging extrinsiormation between the different
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component decoders/demodulators at the receiver sidehdforore, we will use EX-
trinsic Information Transfer (EXIT) charts to analyze tteneergence behaviour of the
iteratively detected system.



| Chapter3

Near-Capacity Iteratively-Decoded

Generalized Multi-Layer Space-Time
Codes

3.1 Introduction

n Chapter 2, a Generalized Multi-Layer Space-Time (GMLSAding scheme was

proposed. It was shown that the GMLST scheme of Fig. 2.1 mayideed as

a beneficial amalgam of a V-BLAST and a STC scheme. With thertdef the
STC employed, the GMLST architecture is capable of achgeaihigher spatial diversity
than the conventional V-BLAST scheme. Furthermore, as dedthenefit, the system’s
overall throughput becomes significantly higher than thahe STC scheme, owing to
its BLAST-like layered architecture. Despite these methe system performance of a
stand-alone uncoded GMLST scheme is far from the achieWa#O channel capacity.
On the other hand, it is well known that turbo codes [51] berfiedfm aniterative pro-
cessinggain and are capable of facilitating near-capacity opanattrithout imposing an
excessive decoding complexity or latency. This is achiax&dg the iterative exchange
of so-called ‘soft’ information between the component akms. With each iteration, the
quality of the exchanged soft information gradually impswpon iterating, but starts
to saturate closer to the system’s capacity until eventued! further improvements can
be obtained. The general turbo principle [92, 93] was exddrtd multiple parallel con-
catenated codes in [52], to serially concatenated code84ihgnd to multiple serially
concatenated codes in [95]. Hence, the performance of theSaModing scheme can
be enhanced by combining it with iterative detection aidgtemes in a serial fashion,
where iterative decoding is carried out by exchanging esitiinformation between the

44
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different constituent decoders.

In the past few years, studying the convergence behavioiteraitive decoding has
drawn considerable attention [64, 65, 96—104]. In [64]p88n ten Brink proposed the
employment of the so-called EXtrinsic Information TramgfiéXIT) characteristics be-
tween a concatenated decoder’s input and output for cleaiziag the flow of extrinsic
information through the Soft-Input Soft-Output (SISO) stituent decoders. A tutorial
introduction to EXIT charts can be found in [65].

Recently, irregular coding techniques [59-61] have erthlery-near-capacity’ op-
eration. In [61, 81], Tuchler and Hagenauer proposed thel@ment of IRregular Con-
volutional Codes (IRCCs) in serially concatenated schemvbgh are constituted by a
family of convolutional codes having different rates, ider to design a near-capacity
system. Hence, for the sake of decoding convergence atcapacity Signal-to-Noise
Ratios (SNRs), the GMLST scheme is serially concatenatéu the IRCC as the outer
code. The decoding convergence of iteratively decodednsebecan be analysed us-
ing EXIT charts [61, 64, 101]. The IRCCs were specificallyigesd with the aid of
EXIT charts to improve the achievable convergence behawabaur iteratively decoded
GMLST scheme.

Furthermore, it was shown in [67, 105, 106] that a recursiveecis needed as an
intermediate code, when the inner code is non-recursiverder to achieve decoding
convergence to an infinitesimally low bit error ratio (BER)J@v SNRs, while avoiding
the formation of a BER floor when employing iterative decadimherefore, as a further
advance, a recursive Unity-Rate Code (URC) [67,105-108pesemployed as an inter-
mediate code in order to improve the attainable decodingergence of the three-stage
serially concatenated GMLST scheme.

Against this backcloth, the novel contribution of this ctesran be summarized as
follows:

1. We derive the Discrete-input Continuous-output MenesyChannel (DCMC) [14]
capacity formula of GMLST(STBC) schemes and based on ta@arperty of EXIT
charts, the maximum achievable rates of various iteratiudtirstage SIC and ML
based GMLST schemes are obtained as well.

2. Once the DCMC capacity and the maximum achievable rates atgined, we use
EXIT charts to design an iteratively decoded near-capaséyally concatenated
IRCC-URC-GMLST scheme. A recursive Unity-Rate Code (UR@yoked as an
intermediate code, which changes only the shape of the BEXI/Ecbut not the area
under the EXIT curve of the inner GMLST decoder in order toetsly eliminate
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the system’s error-floor and to improve the attainable démgdonvergence.

3. In order to enhance the attainable performance, we rephesi the original IR-
CCs of Tuchler and Hagenauer, invoking more component codes tomtlaécinner
codes’ EXIT functions more accurately.

4. The computational complexity of this concatenated sehsmsubstantially reduced
at the cost of a modest reduction in the maximum achievaldec@mpared to that
of ML detection, owing to the employment of the low-comldxit suboptimum
SIC in the GMLST decoder.

The rest of the chapter is organised as follows. An overviéwhe serially con-
catenated and iteratively decoded channel-coded GMLS&nsehis presented in Sec-
tion 3.2, where thé\ Posteriori Probability(APP)-based iterative multistage SIC detec-
tion of Fig. 3.2 and the iterative ML detection of Fig. 3.3 amployed for the GMLST
schemes. In Section 3.2.2 we introduce the EXIT chart arsalgshnique and illustrate
how to generate EXIT charts for visualizing the interactodithe inner as well as of the
outer codes. In Section 3.3, a three-stage serially conattd IRCC- and URC-coded
GMLST scheme is proposed for the sake of near-capacity conuaions, which is de-
signed systematically based on EXIT chart analysis. Spadifj we derive the DCMC
capacity formula of GMLST(STBC) schemes and quantify th&imam achievable rate
of different GMLST schemes in Section 3.3.2. The proposetiiEcKart aided iterative
system design is detailed in Section 3.3.3, while our sitrdaresults and discussions
are provided in Section 3.3.4. Finally, we conclude thigptéain Section 3.4.

3.2 lteratively-Decoded Channel-Coded GMLST Scheme

In this chapter, we consider transmissions over a tempouaitorrelated flat Rayleigh
fading channel. The point-to-point wireless communiaatiok is equipped with/V,
transmit andV, receive antennas. When complex-valuedary PSK/QAM is employed,
the received signal vector of the MIMO system can be writen a

y =Hc+n, (3.1)

wherey = [y1,...,yn,]7 is an N,-element vector of the received signaHl, is an
(IV, x Ny)-element channel matrix, the entries of which are indepahend identically
complex Gaussian distributed with a zero mean and a varaine® per dimension; =
[c1,...,cn,]T is an N;-element vector of the transmitted signals anek [ny, ..., ny, "

is an N,-element noise vector. Each elementois an Additive White Gaussian Noise
(AWGN) process having a zero mean and a varianc¥@ per dimension.
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Figure 3.1: Iteratively-decoded GMLST system block diagram.

A high level block diagram of the iteratively-decoded GMLS¥stem is depicted
in Fig. 3.1, where the transmitted binary source bit stregns encoded by a 1/2-rate
Recursive Systematic Convolutional (RSC) code and thexrledved by a random bit-
wise interleaverr. After channel interleaving, the RSC coded bit stregms taken as the
information bit streamu; of the GMLST encoder, which is illustrated at the top right of
Fig. 3.1. Note that the spatial interleaver of Fig. 2.1(alimapter 2 is not needed here,
since the inherent time diversity of the fast fading chammelominant. The information
bit streamu; is input to a serial-to-parallel (S/P) converter, whichtgi@ns this bit stream
into ¢ groups having lengths af!, u2, . . ., u, respectively. Then, each groupf bits,
for 1 < j < ¢, is separately encoded by a component encodér’; associated with
N/ number of transmit antennas, where we hae+ N? + ... + Nf = N,. The
resultant (V/ x K)-elementcodewordmatrix C; of STC; will be transmitted by thev;/
transmit antennas during’ symbol intervals. Similarly to the definition in Section 2.2
of Chapter 2, we also refer to tti¢h columnc; of C; as thesymbol vectogenerated
by group; at time instant:. Furthermore, as presented in Chapter 2, when the STBC
is employed as the component space-time code, the veciedliamporal interleavers
represented by the dashed block of Fig. 3.1 are not needechargy

At the receiver side of Fig. 3.1, the SISO APP-based RSC damciteratively ex-
changes extrinsic information with the APP-based GMLSTodec. The RSC decoder in-
vokes the Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm [fa@]the bit-based trellis [109].
All BCJR calculations are performed in the logarithmic damand use a lookup table
for correcting the Jacobian approximation in the Log MaximA-posteriori Probabil-
ity (Log-MAP) algorithm [89, 110]. The extrinsic soft inforation, represented in the
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form of Logarithmic Likelihood Ratios (LLRs) [111], is itatively exchanged between
the RSC decoder and the GMLST decoder for the sake of aggisdich other’s opera-
tion, as detailed in [112]. In Fig. 3.L(.) denotes the LLRs of the bits concerned, where
the subscript relates to the inner GMLST decoder, whilecorresponds to outer RSC
decoding. Additionally, the subscripisp ande denote the nature of the LLRs, with p
ande indicatinga priori, a posterioriand extrinsic information, respectively.

As shown in Fig. 3.1, the received signal vectgrare detected by the GMLST de-
coder based on their LLR representation for each of thelegeed channel-coded bits.
Thea priori LLR valuesL; ,(u;) of the GMLST decoder are subtracted from ¢hgoste-
riori LLR valuesL; ,(u;) for the sake of generating the extrinsic LLR valugs(u;), and
then the LLR valued; .(u;) are deinterleaved by a soft-bit deinterleaver represenyed
7!, as seen in Fig. 3.1. Next, the soft bits,(c,) are passed to the SISO RSC decoder
in order to compute tha posterioriLLR valuesL, ,(c,) provided by the Log-MAP algo-
rithm [110] for all the channel-coded bits. During the lastation, only the LLR values
L, ,(u,) of the source information bits, are required, which are passed to the hard deci-
sion block of Fig. 3.1 in order to determine the estimated@®information bitsi,. As
seen in Fig. 3.1, the extrinsic informatidn . (c,) is generated by subtracting tagriori
information L, ,(c,) from thea posterioriinformation L, (¢, ), which is then fed back
to the GMLST decoder as tlgepriori informationL; ,(u;) after appropriately reordering
them using the soft-bit interleaverof Fig. 3.1. The GMLST decoder of Fig. 3.1 exploits
thea priori informationL; ,(u;) in conjunction with the received signatsor the sake of
providing improveda posterioriLLR valuesL; ,(u;), which are then passed to the RSC
channel decoder and then back to the GMLST decoder for fuitdrations.

3.2.1 APP-Based lterative Detection of GMLST Schemes

It is clearly seen in Fig. 3.1 that the soft decoded infororaf the GMLST decoder
is required for facilitating the iterative decoding prosesecall from Fig. 2.9 of Sec-
tion 2.6 that an efficient hard-decision based iterativetistalge SIC detection algorithm
was proposed for the sake of achieving the maximum attaenaaleive diversity for all
layers of the GMLST scheme, where no soft information wadaetqa. Hence, in Sec-
tion 3.2.1.1, an APP-based iterative multistage SIC dietectcheme will be proposed,
where the APP-based SISO STC decoders are considereddindtélae conventional
hard-decision space-time decoders of Fig. 2.9. For comgayrin Section 3.2.1.2 we also
propose an iterative ML detection scheme for our GMLST(SYafangement, which
imposes a potentially excessive complexity owing to jginiibtecting all groups.
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3.2.1.1 APP-Based Iterative Multistage SIC Detection

GMLST Decoder
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(b) sub-block diagram for the “ST Dei” component for STBC, where ST%G
represents the STBC decoder which outputs the aoftosteriori LLR values
L;p (uf,) and STBG: is the corresponding STBC recoder

(c) sub-block diagram for the “ST Deg” component for STTC, where ST'I;C represents
soft-input soft-output APP-based STTC decoder Eag(u{f’) correspond to tha priori LLR
values of the information bitﬁ{/

Figure 3.2: GMLST receiver schematic employing iterative multistag&?based SIC detection,
where “IN” and “IC” denote the group interference nulling due and the group interference
cancellation module, respectively.

As presented in Section 2.6, the GMLST coding scheme of Fih.n®ay rely on
a reduced-complexity iterative multistage SIC detectilgo@thm, which is capable of
achieving the maximum attainable receive diversity. Againthis section, a reduced-
complexity APP-based iterative SIC detection scheme ipgwed in Fig. 3.2 for the sake
of facilitating the iterative decoding process of Fig. 3slveell as maintaining an afford-
able computational complexity. In order to maintain a lowngdexity, the signals are
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detected layer-by-layer in a multistage manner, as in EyjoRChapter 2, instead of us-
ing high-complexity ML-style joint-detection. We note tha contrast to the discussions
in Chapter 2, the specific decoding order of the iterative-&€ed scheme of Fig. 3.2
has no effect on the attainable performance of the GMLSThgament since the signals
transmitted from the different GMLST layers experiencesame time-varying channels
in a fast-fading scenario, hence can be arbitrary. Simgiléne decoding order in Fig. 3.2
is assumed to bgl’, 2, ..., ¢’} without any loss of generality.

The APP-based iterative multistage SIC detection proaedliFig. 3.2 is generally
similar to that of Fig. 2.9, except that the corresponding®’Afased STC decoders are
used instead of the previous hard-decision STC decodersgoRE3 in Chapter 2. It
is clearly seen in Fig. 3.2(a) that, at thi¢h decoding stage encountered during a spe-
cific SIC iteration, thej’-layer codewordis denoted b)f:j/, which is decoded using the
APP-based space-time decoders of Fig. 3.2(b) and Fig.)3dt(the STBCs and STTCs,
respectively, in conjunction with theepriori LLR valuesLm(u{/) gleaned from the outer
channel decoder of Fig. 3.1. The decoded soft output LLResally, (v’ ) are subtracted
by the corresponding priori LLRs L,-ﬂ(u{') and then used as tlaepriori information of
the outer channel decoder in Fig. 3.1. Note that in Fig. 3,2(e corresponding STTC
recoders of Fig. 2.3(c) discussed in Chapter 2 are no longeded, which apparently
results in a computational complexity reduction.

3.2.1.2 Iterative ML Detection

GMLST Decoder
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Figure 3.3: Iterative ML detection of the GMLST(STTC) scheme, whérgis the correspond-
ing temporal interleaver, STT;E representg-layer soft-input soft-output APP-based space-time
decoder an(Li_,a(ug) correspond to tha priori LLR values of the information bitﬁ{.

For comparison, we also present a significantly more compeative ML detection
scheme designed for the GMLST(STTC) schemes of Fig. 3.1it€raive ML detection
procedure is shown in Fig. 3.3. Firstly, thé transmittedM-ary symbols are jointly de-
tected as a combingd/; x log, M ]-bit symbol by an ML demapper. Then, the probability
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vector of eachV; x log, M]-bit symbol is converted tg number of probability vectors
corresponding to the number of[ N7 x log, M]-bit symbols of the different layers. The
resultant probability vectors are then fed to the compoB8aitC decoders.

Similar to the concept of Bit-Interleaved Coded Modulatsmmemes using Iterative
Decoding (BICM-ID) [113-118], an iterative detection gaian be attained, since the
EXIT curve of the ML demapper seen in Fig. 3.3 is a sloping.liktowever, it is not
guaranteed that the DCMC capacity to be detailed in Secti®2 8an be achieved with
the aid of iterative ML detection, because the maximum aeliike rate of the iterative
ML detection scheme is dependent on the EXIT curve shapdsofdrious space-time
trellis codes.

On the other hand, the ML detection of GMLST(STBC) schemesoisceptually
straightforward but implementationally complex. A spec@MLST scheme using iden-
tical STBCs as the component space-time codes is designetd¢oding ovel. trans-
mission symbols, assuming that the channel’s envelope raayohbsidered quasi-static
over this period. Based on Eq. (3.1), the signal receivethgur symbol periods can be
written as:

Y=HC+N, (3.2)

whereY = [yi,...,yz] € C¥*L is the sampled received signal matif,e CN~*M is
the quasi-static channel matrix, which is constant dveymbol periodsC = [cy,...,c.] €
CNexL js the GMLST(STBC)codewordmatrix andN = [n;,...,n;] € CV¥*L repre-
sents the additive white Gaussian noise matrix.

Let us assume that we have a total\dfpossible GMLST(STBCyrodewordmatrix
combinations fol. consecutive symbol periods. Based on Eq. (3.2), the camditiprob-
ability of receiving a signal matrixy’, given that an\/-ary GMLST(STBC)codeword
matrix of C™, m € {1,..., M}, was transmitted over uncorrelated flat Rayleigh fading
channels is determined by the Probability Density FunotiRIDF) of the noise, yielding:

1 —||Y—HCm||2)
Y|C™) = 3.3
pYIC™) = e (). 33)
_ ﬁ ﬁ 1 exp _‘yr,k - Ez]t\il hr,tc,TkP
k=1r=1 mNo No

Similarly, once the conditional probabilip(Y|C™) was obtained, the iterative decod-
ing process can be activated between the outer channeleeaod the GMLST(STBC)
ML decoder using the iterative BICM-ID procedure [114,118]
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3.2.2 EXIT Chart Analysis

The concept of EXIT charts was proposed in [64, 101], whicsishaus in predicting
the convergence behaviour of iterative decoders by exaqitiie evolution of the in-
put/output mutual information exchange either betweenrther and outer decoders of
a serially concatenated scheme or between the upper and tteeeders of a parallel
concatenated arrangement during the consecutive itagatidhe application of EXIT
charts is based on two main assumptions, which are realibgn using long interleavers,
namely that the priori LLR values are fairly uncorrelated and that the Probabilign-
sity Function (PDF) of tha priori LLR values can be modelled by the Gaussian distribu-
tion. Additionally, a number of EXIT chart variations havedn proposed in the literature.
These include three-dimensional EXIT charts [67] develbfoe characterizing the iter-
ative decoding convergence properties of three-stagal semcatenations. Furthermore,
non-binary EXIT charts [119] may be employed to charactedancatenated schemes,
where the iteratively exchanged soft information pertamsymbol values, rather than
bit values.

3.2.2.1 Transfer Characteristics of the GMLST Decoder
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Figure 3.4: The GMLST decoder’s transfer characteristics evaluatioegdure block diagram.

As seen in Fig. 3.1, the inputs of the GMLST decoder are theencontaminated
channel output observatiogsand thea priori informationL; ,(u;) generated by the outer
channel decoder. The GMLST decoder of Fig. 3.1 outputsatpesterioriinformation
L, ,(u;), subtracts the priori information and hence produces the extrinsic information
L;.(u;). Based on the above-mentioned two assumptionsa fvéori input L, ,(u;) can
be modelled by applying an independent zero-mean Gaussmom variable having a
variance ofc2. In conjunction with the outer channel coded and interldaviés u; <
{0,1} of Fig. 3.1 or equivalently € {—1, +1}, thea priori input L; ,(u;) can be written
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as [64]
2

Lia =@ +n,, (3.4)

sinceL;, is an LLR-value obeying the Gaussian distribution [111]. céwlingly, the
conditional PDF of the priori input L; ,(u;) is

) 2
1 <C -3 fﬂ)
pa(<|X = ..'lf) = \/%Ua : exp _T . (35)

The mutual informatiod; ., (u;) = I[u;; L; . (u;)] or equivalentlyl; ,(u;) = I[x; L; o(u;)]
between the outer coded and interleaved bit stregand thea priori LLR valuesL; ,(u;)
is used to quantify the information content of th@riori knowledge [120] as follows:

e 2 pa(¢]X)
L o(u;) = X)-lo d¢. (3.6
EQH/ PalClX) 100 T =) b i =4 @9
Using Eg. (3.5), Eq. (3.6) can be expressed as
o\ 2
1 +00 (C - %)
. e L — -_— @7 . _C

Lio(o,) =1 Tora /_OO exp 203 log, [1+e™¢] dC. (3.7)

For notational simplicity and in order to highlight the dedence off; , on o, we de-
fine [64,101]

J(0) = Lu(on = o) (3.8)
with
lirré =0, lim =1, o>0. (3.9)

The functionJ(o) is monotonically increasing [120] and thus reversable.tharr
more, it was shown in [61] that the mutual information betwé®e equiprobable bitx
and their respective LLRE for symmetricandconsistent L-values always simplifies to

“+oo
[(X:L) =1 —/ p(LIX = 1) -log, [1 + e~“] dL
[(X;L)=1— Ex_y {log, [1+e7"]}. (3.10)

In order to quantify the information content of the extrmELR valuesL; .(u;) at the
output of the GMLST decoder of Fig. 3.1, the mutual inforraath; . (u;) = I[u;; L; e (w;)]

The LLR values are symmetric if their PDF is symmejrie-¢| X = +1) = p(¢|X = —1). Additionally, all LLR
values with symmetric distribution satisfy the consisteaandition [61]:p(—¢|X = 2) = e **p(¢|X = x).
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Figure 3.5: Extrinsic information transfer characteristics of vasdBMLST schemes using iter-

ative SIC detection.

can be used, which is computed as in Eq. (3.6) using the R2F the extrinsic output
expressed as

+00 .
L e(u;) = > / pe(ClX)-IOQQp 2 p(c]X) d¢. (3.11)

1
Considering!; .(u;) as a function of botH, ,(u;) and theE, /N, value encountered,
the GMLST decoder’s extrinsic information transfer chéeastic is defined as [64,101]

Ii,e(“i) = Tz’[Ii,a<ui>7Eb/N0]' (3.12)

Fig. 3.4 illustrates how the EXIT characteristic.(u;) is calculated for a specific
[1;.0(u;), Ep/No] input combination. First, the wireless channel’s noisdarareo,, is
computed according to the specifi¢ /N, value considered. Then, a specific value of
I; .(u;) is selected to compute,, where the EXIT curve has to be evaluated using=
J~(1;,). Afterwards, Eq. (3.4) is used to generate (u;), as shown in Fig. 3.4, which is
applied as tha priori LLR input of the GMLST decoder. Finally, the mutual infornoat
of [; . (w;) = I(ui; Lie(u;)), 0 < I .(u;) < 1, between the outer coded and interleaved
bit streamu; and the LLR valueg,; .(u;) is calculated using Eqg. (3.11) with the aid of the
PDFp, of the extrinsic outpuL; .(u;). This requires the determination of the distribution
p. by means of Monte Carlo simulations. However, accordingé),[upon invoking
the ergodicity theorem of Eg. (3.10), namely upon replac¢hreyexpected value by the
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time average, the mutual information can be estimated wssfficiently large number
of samples even for non-Gaussian or unknown distributiarisch may be expressed
as [65]

I (U“ Li,e<uz’)) =1- EX:+1 {|092 |:1 + e—Li,e(“i)]}

1 al —x(n)-L; ¢ (ui(n
zl—ﬁnz::llogz [1+6 (n)-Lie (ui( ))]~ (3.13)

Fig. 3.5 shows the extrinsic information transfer chanasties of various iterative
SIC based GMLST decoders for example, where STTC-4 and SIiel@enote the 4-state
based STTC [9, Fig. 4] and 16-state based STTC [9, Fig. Sheas/ely, while STBC-
G2 indicates Alamouti's STBC scheme [8]. As seen in the figiteeative SIC detection
does not provide any iteration gain upon increasing the atutdiormation at the input
of the GMLST(STBC) decoder, since the extrinsic transfevewf the GMLST(STBC)
decoder is a horizontal line. On the other hand, the slopes iseFig. 3.5 representing
the extrinsic information transfer characteristics of BMLST(STTC) schemes illustrate
that substantial iterative gains may be achieved, whichbeiefit the iteratively-decoded
GMLST scheme of Fig. 3.1.

3.2.2.2 Transfer Characteristics of the Outer Decoder

Ia(u). Tu() I, U)
SISO

. Decoder .

a\C elC
T.(.)

Figure 3.6: The soft-input soft-output decoder module, which deserthe extrinsic information
transfer characteristics of the outer decoder betweemfhe and output of uncoded bitsand
coded bits:.

The extrinsic transfer characteristic of the outer chadeebder of Fig. 3.1 bears sim-
ilarity to that of the inner GMLST decoder. The outer decadeypically a four-terminal
SISO module [121] as seen in Fig. 3.6. The mutual informadjoantifies the relation-
ship of theextrinsicoutput(/, . (u,), I, .(¢,)) and thea priori input (1, . (u,), 1,.(c,)) for
both the original uncoded information bit strearpand for the coded bit streany, re-
spectively. Hence, the mutual information can be represkwnith the aid of the functions
Ly (o) = TyulLoa(uo), Loa(co)) @s well adl,,. (¢,) = T, o[Lpa(to), Ia(c,)] Of Fig. 3.6.

As seenin Fig. 3.1, the input of the outer channel decoddreo$érially concatenated
GMLST scheme consists only of tlepriori input L, ,(c,) provided by the GMLST
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Figure 3.7: Evaluation of the outer channel decoder transfer chaiatitsr.

decoder after appropriately reordering the corresponetitignsic LLRsSL; . (u;). There-
fore, the extrinsic transfer characteristic of the outerrutel decoder seen in Fig. 3.1 only
describes the relationship between the outer channel desad R inputL, ,(c,) and the
extrinsic outputZ, .(c,). Furthermore, the extrinsic information transfer chaggstic of
the outer channel decoder is independent ofih&V, value and hencé, .(c,) may be
written as

Le(co) = T,[1,a(co)]s (3.14)

wherel, .(c,) = I[co; Loa(co)], 0 < I,4(c,) < 1, is the mutual information between
the outer channel coded bit streagnand thea priori LLR valuesL, ,(c,). Similarly,
I,c(co) = I[co; Loe(co)], 0 < I,.(c,) < 1, represents the mutual information between
the outer channel coded bit streagand the extrinsic LLR valueg, .(c,). The com-
putational model of evaluating the EXIT characteristicsha outer channel decoder is
shown in Fig. 3.7. As seen in the figure, the procedure is amd that of the GMLST
decoder shown in Fig. 3.4, except that its value is indepetafehe £, / N, value. Again,

I, .(c,) = Ilco; Loe(c,)] may be computed either by evaluating the histogram based ap-
proximation of the PDF of the extrinsic output [64, 101] and then applying Eq. (3.11)

or, more conveniently, by the time averaging method [65]@f .13) as

I'[eo; Loe(co)] = 1 — E {logy [1 4 e Foele] }
1 N
~1l- ; log, [1 + e~c(m Locleotml] (3.15)
In the system of Fig. 3.1, we employ a 1/2-rate memory-4 RaeeirSystematic
Convolutional (RSC) code as the outer channel code, whiaeismed by the gener-

ator polynomial(1, g;/go), wheregy = 1 + D + D* is the feedback polynomial and
g1 = 14+ D? + D3 + D*is the feedforward one. According to the procedure of Fig, 3.
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we plot the extrinsic information transfer characterigtfdhe 1/2-rate memory-4 RSC
code in Fig. 3.8. It is clearly seen in Fig. 3.8 that the exignnformation transfer char-
acteristic is symmetric to the/, ., [,.) = (0.5,0.5) point. Furthermore, Fig. 3.8 also
demonstrates that the RSC code converges fastest upoasimgé, ., in the range of

04<1,,<08.

1.0

—— Recursive Systematic 1
Convolutional Code

00— .
00 01 0.2 0.3 04 05 06 0.7 0.8 09 1.0
Io,a(co) -

Figure 3.8: Extrinsic information transfer characteristic of a 1/2ermemory-4 RSC code.

3.2.2.3 Extrinsic Information Transfer Chart Results

The exchange of extrinsic information in the system of Fig. &n be visualized by
plotting the EXIT characteristics of the inner GMLST decoded the outer RSC decoder
in a joint diagram, which is known as the EXIT chart [64, 10lhe outer RSC decoder’s
extrinsic output informatior, .(c,) becomes the inner GMLST decodeariori input
information /; ,(u;), which is represented on theaxis of the EXIT chart. Similarly,
on they-axis we plot the inner GMLST decoder’s extrinsic outpubimhation/; .(u;),
which becomes the outer RSC decodarfsriori input information/, ,(c,). Accordingly,
the axes of Figs. 3.5 and 3.8 are swapped intentionally fos#tke of creating the EXIT
chart, as seen in Fig. 3.9.

More explicitly, Fig. 3.9 shows the EXIT chart of the itexetly detected serially con-
catenated RSC-coded GMLST(STTC-16) scheme, where thiee&rations are per-
formed within the GMLST(STTC-16) decoder. Ideally, in order the exchange of ex-
trinsic information between the GMLST decoder and the oR®€ decoder to converge
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Figure 3.9: Extrinsic information transfer characteristic of 1/2e&SC code.

at a specifick, /N, value, the EXIT curve of the GMLST decoder at thg/ N, value

of interest and the extrinsic transfer characteristic efdhter RSC decoder should only
intersect at the (1.0, 1.0) point. If this condition is stid, then an operonvergence
tunnel[64,101] appears in the EXIT chart, which implies that amitéisimally low BER

is achievable for the iteratively detected system. Howe¥éhe two extrinsic transfer
characteristics intersect at a point close to the ling afc,) = 1.0 rather than at the (1.0,
1.0) point, then a moderately low BER may be still achievéttipaigh a higher error floor
occurs than for the schemes, where the intersection is 1t8e1.0) point. Observe in
Fig. 3.9 that the inner and outer EXIT curves intersect atiatpe@ry close to the vertical
I,.(c,) = 1.0 line at E;,/Ny=-3.0 dB. This implies that according to the predictions of
the EXIT chart seen in Fig. 3.9, the iterative detection pesds expected to converge to
a moderately low BER at af;, /N, value between -3.0 dB and -4.0 dB. In practice, the
EXIT chart based convergence predictions are usually gdrify the actual Monte-Carlo
simulation based iterative decoding trajectory, as williseussed in Section 3.3.

3.2.2.4 Area Properties of EXIT Charts

Let us now discuss the relevance of the EXIT chart atgbeneath the inner code’s EXIT
characteristic and the are, beneath the inverted outer EXIT characteristic. In [122,
123], the area, beneath the inverted EXIT characteristic ofatimalouter APP-based



3.2.2. EXIT Chart Analysis 59

SISO decoder having a coding rate®f was shown to be given by
A, = R,. (3.16)

In the scenario where this outer code is serially concagehaith a R;-rate inner code
that is employed for protectinggt-ary modulated transmissions, teffectivethroughput
C.ss In bits per symbol is given by

Cefr = Ry - R; -1logy(M) = A, - R; - logy(M). (3.17)
As described in Section 3.2.2.3, maintaining an open EX@Ariunnel is a necessary
condition for achieving iterative decoding convergencemoinfinitesimally low BER.
Since an open EXIT chart tunnel can only be created if the EcXidrt area beneath the

inverted outer EXIT characteristid, is less than that beneath the inner code’s EXIT
characteristic4;, we haveA, < A;. Hence maintaining

Ceff < Az . Rz . 1Og2(M) (318)

constitutes a necessary condition for iterative decodonyergence to an infinitesimally
low BER to be supported.

In the case where we havg = 1 and anoptimalinner APP-based SISO decoder is
employed, the authors of [122,123] showed that

A; - R; -logy(M) =C (3.19)

holds, where”' is the Discrete-input Continuous-output Memoryless Cle#isiDCMC)
capacity [14] expressed in bits per symbol. Hence, wRen= 1 and anoptimalinner
APP-based SISO decoder is employed, maintaining

Cepr <C (3.20)

constitutes a necessary condition for iterative decodonyergence to an infinitesimally
low BER to be supported. Note that naturally this is in lineghA8hannon’s lesson stated
in his seminal publication of 1948 [1].

However, when we hav&; < 1 or asub-optimalinner APP-based SISO decoder is
employed, the authors of [122,123] showed that

A;+ R -logy(M) =C < C, (3.21)

whereC is the attainable DCMC capacity (maximum achievable badtivwefficiency/rate).
More explicitly, in this case, some capacity loss occurs;eithe necessary condition for
iterative decoding convergence to an infinitesimally lowRBte be supported becomes

Ceff < C. (322)

In conclusion, the properties of EXIT charts can be sumnedres follows:
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Rate property: The area under the inverted EXIT curve of an optimal outer ARBed
SISO decoder is equal to its code rate.

Capacity property: The area beneath the EXIT curve of the inner decoder is equbét
DCMC capacity, provided that the inner code rate is 1 and thenoal
inner APP-based SISO decoder is used.

Convergence property: The trajectory approaches the (1.0, 1.0) point of the EXIdrth
indicates the decoding convergence to an infinitesimallyB&ER.

Note that the EXIT chart area of; — A, within an open EXIT chart tunnel is pro-
portional to the discrepancy between #fectivethroughput and the (attainable) DCMC
capacity. Hence, we may conclude that near-capacity trssgms are facilitated, when
a narrow, marginally open EXIT chart tunnel can be createddailitating convergence
to an infinitesimally low BER. This motivates the employmehirregular coding tech-
niques, which deliberately shape the EXIT curve of the oabele with the aid of using
diverse outer code components, leading to the concept of EXart matching, as will be
discussed in the following section.

3.3 Near-Capacity IRCC- and URC-Coded GMLST Schemes

As presented in Section 3.2.2.3, the employment of conwealitwo-stage iteratively-
detected GMLST schemes typically result in an interseatiotihe inner and outer com-
ponents’ EXIT curves in the EXIT chart of Fig. 3.9 and henceytsuffer from a BER
floor, preventing them from achieving infinitesimally low BEvalues, since the inner
coding stage is of non-recursive nature. In this section wgaimivent this deficiency by
proposing a three-stage iteratively-detected GMLST s&hemhere a recursive Unity-
Rate Code (URC) [67, 105, 106] is employed as the intermediatie in order for the
inner code’s EXIT curve to reach the (1.0, 1.0) point of petrfionvergence and hence
to achieve an infinitesimally low BER. On the other hand,guiar coding [59, 60] has
been proposed for reliable communications at SNRs thatl@se to the channel capacity,
which was further applied for example in the context of dedacatenated schemes using
iterative decoding in [61]. Therefore, we apply an IRreg@anvolutional Code (IRCC) [61,
81] as the outer code of our proposed three-stage serialbatenated scheme for the sake
of near-capacity communications.
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Figure 3.10: Schematic of the proposed IRCC-URC-GMLST scheme.
3.3.1 System Overview

The schematic of the proposed three-stage serially comeiate system is illustrated in
Fig. 3.10. At the transmitter side, IRCCs [61, 81] having aerall code rate of?; are
employed for encoding specifically optimized fractions lod input stream, where each
fraction’s code rate was designed for achieving a nearaigpaerformance with the aid
of EXIT charts [101]. A recursive URC was amalgamated with #bove-mentioned
GMLST in Fig. 3.10 as the inner code for assisting the nonmsige GMLST scheme
in achieving decoding convergence to an infinitesimally B#R at near-capacity SNRs.
The GMLST encoder partitions the long bit stream emanatioig the intermediate URC
encoder into several substreams and each substream istefpapace-time encoded.
Two different high-length bit-wise interleavers are itoced between the three compo-
nent encoders so that the input bits of the URC and GMLST esrsocan be rendered
independent of each other, which is one of the necessaryitammsifor achieving a good
match between the performance predictions of EXIT charédyars and of classic bit-
by-bit Monte-Carlo simulations [101]. For simplicity, wefer to the proposed serially
concatenated system as the IRCC-URC-GMLST scheme.

At the receiver side, according to Fig. 3.10, an iterativeodiing procedure is oper-
ated, which employs thre& Posteriori Probability(APP)-based decoders. The received
signals are first decoded by the APP-based GMLST decodedér ty produce tha pri-
ori Log-Likelihood Ratio (LLR) valued., ,(c;) of the coded bitg,. The URC decoder
of Fig. 3.10 processes the information forwarded by the GMUd8coder in conjunction
with thea priori LLR valuesL, ,(u2) of the information bits:, in order to generate the
a posterioriLLR values L, ,(us) and Ly ,(c2) of the information bitsu, and the coded
bits c5, respectively. In the scenario, when iterations are neediuh the amalgamated
“URC-GMLST” decoder so as to achieve a near-capacity perdmice, the priori LLRs



3.3.2. Capacity and Maximum Achievable Rate 62

L, .(cy) are subtracted from the posterioriLLR valuesL, ,(c2) and then they are fed
back to the GMLST decoder as theriori informationLs ,(u3) through the interleaver
my. Similarly, thea priori LLR values of the URC decoder are subtracted fromahe
posterioriLLR values produced by the Maximum A-posteriori Probabi(MAP) algo-
rithm [89], for the sake of generating the extrinsic LLR @8, . (u2) Seen in Fig. 3.10.
Next, the soft bitd; ,(c;) are passed to the IRCC decoder in order to compute fes-
teriori LLR valuesL, ,(c,) of the IRCC encoded bits,. During the last iteration, only
the LLR valuesL, ,(u,) of the original information bits, are required, which are passed
to the hard-decision block in order to estimate the sourtse Bs seen in Fig. 3.10, the ex-
trinsic informationZ, . (c;) is generated by subtracting tagriori information from thea
posterioriinformation, which is fed back to the URC decoder asalpiori information
L, .(u2) through the interleaver,. For the sake of clarity, in the iterative detection pro-
cedure, we define the initial decoding process passingrmdtion from the inner decoder
to the outer decoder as the first iteration between the twodbss.

3.3.2 Capacity and Maximum Achievable Rate

Let us now consider a Discrete-input Continuous-output Megtess Channel (DCMC)
in the context of discrete-amplitude QAM and PSK [14] motiola In order to design
a near-capacity coding scheme, in this section we derivdd@BIC capacity formula

for GMLST(STBC), which refers to the GMLST schemes using ETB, 31] as the

component STCs. Additionally, the maximum achievable badth efficiency/rate of

various iterative SIC and ML based GMLST schemes is derigettAnsmission over the
DCMC based on the area properties of EXIT charts [122].

3.3.2.1 DCMC Capacity of “GMLST(STBC)"

As mentioned in Section 3.2.1.2, a specific GMLST schemeguamidentical STBC as
its component STBCs is designed for encoding dveransmission symbols, assuming
that the channel’s envelope may be considered quasi-etadrdhis period. Let us rewrite
Eq. (3.2) as follows

Y=HC+N, (3.23)

whereY = [y, ...,yz] € C¥*Lis the sampled received signal matif,e CN~*M is
the quasi-static channel matrix, which is constant dveymbol periodsC = [cy,...,c.] €
CNexL js the GMLST(STBC)codewordmatrix andN = [n;,...,n;] € CN¥*F repre-
sents the additive white Gaussian noise matrix.

In this section, we only consider STBCs having square-shepdewordmatrices [8,
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124-127] as the component STBCs of the GMLST schemes of Rigwhere we have
L = N;/q. For example, when Alamouti's G2 space-time scheme [8] edwas the
component STBC, the GMLST(STBECpdewordmatrix is as follows:

T
C1,1 C12 ... Cj1 Cja ... Cq,1 Cq,2
Cemrsrstee) = < ,(3.24)

—61,2 61’1 —Ej’g Ej71 —Eq,g Eq’l

where the columns represeht = 2 different time slots, while the rows represeyt
T

different transmit antennas, ard Ci’l fm
o &
trix. Hence, when complex-valuewj-’;ry IJDJSK/QAM is employed in a GMLST(STBC)
scheme, we have a total 8f = M4~ possible GMLST(STBCodewordmatrix combi-
nations forL consecutive symbol periods. Based on Eq. (3.23), the donditprobabil-
ity of receiving a signal matri¥’, given that an\/-ary GMLST(STBC)codewordmatrix
Cc™,m e {l,..., M}, was transmitted over uncorrelated flat Rayleigh fadingokeés is

determined by the Probability Density Function (PDF) of tloése, yielding:

is the j-layer STBCcodewordma-

| Y — HC™|]?
Y|C™) = , 3.25
p¥IC™) = e (< (325
_ ﬁ ﬁ 2N exp —|Yrr — Zivztl hr,tczlk‘z
k=1r=1 ﬂ-NO NO

mimo-gmist-stbe. gle
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Figure 3.11: The capacity of GMLST(STBC-G2) schemes obeying the archite of Fig. 2.2,
when communicating over uncorrelated flat Rayleigh fadimgmels employingy; = 4 transmit
antennas and/,. = 4 receive antennas.
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Figure 3.12: The bandwidth efficiency of GMLST(STBC-G2) schemes obeyirggarchitecture
of Fig. 2.2, when communicating over uncorrelated flat Rgyldading channels employing

N; = 4 transmit antennas an¥d,. = 4 receive antennas.

The channel capacity per symbol period evaluated for the GMBSTBC) scheme,
when using complex-valuedt-ary PSK/QAM for transmission over the DCMC can be
shown to be [127]:

1
CETET™ = L max Y /Y P(Y|C™)p(C™)
m=1

log, (E p(Y|C™) ) dY, (3.26)

aet P(Y|C)p(Cn)
where the right hand side of Eq. (3.26) is maximized, when axep(C™) = 1/M for
m € {1,..., M}. Hence, Eq. (3.26) can be simplified to:

ct|,  (3.27)

M
Cé;gll\ll_lgT(STBC): 1Og2£M ) . ]\41L Z E
m=1

M
log, Z exp(Vpn)
n=1

whereE[A|C™] is the expectation ol conditioned orC™ and the expectation in Eq. (3.27)

is taken ove andIN, while ,,, ,, is given by:

—[H(C™ — C") + N|I* + IN]|*
No

Based on the DCMC capacity formula of Eq. (3.27) we can compl capacity of

any GMLST(STBC) scheme by substituting the correspondiM.ST(STBC)codeword

matrix C € C¥* into Eq. (3.28).

(3.28)

\I]m,n =
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The resultant bandwidth efficiency is computed by normadighe channel capacity
given by Eq. (3.27), with respect to the product of the bawkdwil” and the signalling
periodT’, yielding:

n bit/s/HZ , (3.29)

= WT [
where WT = 1 for PSK/QAM schemes, when assuming zero Nyquist excess-band
width. The bandwidth efficiency, is typically plotted against the SNR per bit given
by: E,/Ny = SNR/7.

In this chapter, we consider the scenario wién= 4 transmit andV, = 4 receive
antennas are used, whekl¢ = N? = 2. Based on Eq. (3.27), the Monte-Carlo-based
evaluation of the GMLST(STBC-G2)'s DCMC capacity is illtegied in Fig. 3.11, which
is indicated by the label DCM& 4-4QAM-GMLST(STBC-G2). The DCMC capacity
curves of the multiplexing-based MIMO scheme which empibgeML detector, and of
the unrestricted Continuous-input Continuous-output Meiess Channel (CCMC) [6,
14] are depicted in Fig. 3.11 for comparison. Furthermdre dandwidth efficiency/rate
curves are shown in Fig. 3.12.

3.3.2.2 Maximum Achievable Rate Based on EXIT Charts

Y Encoder S a@priori | Y | E(c)
MAP

\4

Channel 1| A(c)

Decoder g(q)

U a priori v
Channel 2| A(u)

Figure 3.13: The encoding and decoding processes of an intermediatelenatose input bits
u emanate from an outer encoder and whose output symlaks fed to an inner encoder. The
a priori channels are used to model the outer and inner decoderseaghtére upped priori
channel can be replaced by the communication channel toltfai@ner decoder. The notations
A(.) andE(.) represent the priori andextrinsic information, respectively.

According to the discussions of Section 3.2.2.4, the marinaghievable bandwidth
efficiency/rate of the system is equal to the area under th& EXrve of the inner code,
provided that the channel’s input is independently andaunify distributed, assuming
furthermore that the inner code rate is 1 and thabipt@numor sub-optimunAPP-based
decoding algorithm is used. This area property of the EXlarthmay be exploited by
considering Fig. 3.13 as in [122]. Explicitly, the area untte EXIT curve of the inner
code quantifies the capacity of the communication chanhelppera priori Channel
1in Fig. 3.13), when the communication channel’s input dejpendently and uniformly
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distributed, while thex priori channel (the lower priori Channel 2 in Fig. 3.13) is
modeled by a Binary Erasure Channel (BEC). This area prppess experimentally

shown to be valid for arbitrary inner codes and communicatioannels, provided that
the a priori Channel 2 is a BEC. Furthermore, there is experimental acigl¢hat the

area property of EXIT charts is also valid when theriori Channel 2 is modeled by an
AWGN channel, as it was originally demonstrated in [101].

Based on the area property of EXIT charts, the maximum aablewate curves of
various iterative SIC and ML based GMLST schemes of FigsaB® 3.3 are shown in
Figs. 3.14-3.16 together with the CCMC and DCMC capacityesiof the multiplexing-
based MIMO scheme. As mentioned above, we consider the scamben N, = 4
transmit andN, = 4 receive antennas are used, where we hsiye= N? = 2. For
simplicity, the component STCs utilized in the schemati¢-igf. 2.1 for all groups are
assumed to be identical. Specifically, we use STBC-G2 [&tade based STTC-4 [9,
Fig. 4] and 16-state based STTC-16 [9, Fig. 5] as the comgdie@s of the GMLST
schemes of Fig. 2.1, respectively. As shown in Figs. 3.14,3he DCMC capacity of
the multiplexing-based MIMO scheme employing 4QAM (DCMG4QAM) is higher
than that of all the GMLST schemes and may be regarded asghiedapacity upper
bound of the £ x 4)-element 4QAM MIMO systems. On the other hand, the DCMC
capacity curve of the GMLST scheme of Fig. 2.2 using STBC-@&inely DCMG,4-
4QAM-GMLST(STBC-G2), is also plotted in Fig. 3.14 for comjzan. It is clearly
seen in Fig. 3.14 that the bandwidth efficiency curve of the-ddlsed GMLST(STBC-
G2) scheme exactly matches the DCMG4QAM-GMLST(STBC-G2) capacity curve,
which verifies the area property of the EXIT chart presenteSdction 3.2.2.4. Observe
by comparing Fig. 3.14 with Fig. 3.16 that the DCMG-4QAM-GMLST(STBC-G2)
capacity curve is below that of the ML-based GMLST(STTC-%6heme using three
iterations. This is due to the loss of temporal diversityhivitthe STBC-G2 orthogonal
code of each group [6].

Furthermore, it is seen in Fig. 3.14 that upon invoking tw& Slperations in the
GMLST(STBC-G2) scheme of Fig. 2.2, the maximum achievaate curve approaches
the DCMC,,4-4QAM-GMLST(STBC-G2) rate curve, since the maximum atéhile re-
ceive diversity has been approached. However, no substéuntiher improvements are
attained beyond two SICs, since the remaining inter-grotgrfierence propagating across
the groups is independently distributed acré§% consecutive GZodewordblock pe-
riods during K’ symbol intervals and hence cannot be eliminated by SIC tipesa By
contrast, for the GMLST(STTC) schemes of Fig. 2.1 charasdrin Figs. 3.15 and 3.16,
the maximum achievable rate improves steadily up to thr€edperations, although the
maximum attainable receive diversity has already beeregetiduring the second itera-
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Figure 3.14: The bandwidth efficiency of various iterative SIC and ML tth&MLST(STBC-

G2) schemes obeying the architecture of Fig. 2.2, when camwating over uncorrelated flat
Rayleigh fading channels employing, = 4 transmit antennas andl,, = 4 receive antennas.
The system parameters are summarized in Table 3.1.
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Figure 3.15: The bandwidth efficiency of various iterative SIC and ML BA&MLST(STTC-

4) schemes obeying the architecture of Fig. 2.1, when congating over uncorrelated flat
Rayleigh fading channels employing, = 4 transmit antennas andl,, = 4 receive antennas.
The system parameters are summarized in Table 3.1.
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Figure 3.16: The bandwidth efficiency of various iterative SIC and ML BAS&MLST(STTC-
16) schemes obeying the architecture of Fig. 2.1, when camgating over uncorrelated flat
Rayleigh fading channels employing, = 4 transmit antennas andl,, = 4 receive antennas.
The system parameters are summarized in Table 3.1.

tion. Thisis due to the strong error-correcting capabditthe STTC associated with tem-
poral vector-based interleavers. Observe in Figs. 3.184drGithat beyond three SICs, the
additional performance improvements remain marginal.tRersake of attaining further
improvements, soft interference cancellation may be ieddkr both the GMLST(STBC)
and GMLST(STTC) schemes, which is explicitly demonstrateeigs. 3.14-3.16 as well.

Since no iterations can be carried out between the SIC-bdseudulator and the
STTC decoder when using SIC-based detection, some mufoatiation or throughput
loss occurs, which cannot be recovered. For comparisom#éxénmum achievable rate of
the ML-based iteratively detected GMLST(STTC) schemes@f¥.3 are also quantified
in Figs. 3.15 and 3.16. The number of iterations between thedemapper and the
GMLST component STTC decoders was fixed to three for both thie&T(STTC-4)
and GMLST(STTC-16) cases, which is the same as the numbeé€afeéations. Hence,
both the SIC-based and ML-based schemes of Figs. 3.2 andv®Ik&i the same number
of STTC decoder operations, but the ML demapper exhibitsgheri complexity than
the SIC operation. As shown in Figs. 3.15 and 3.16, the Mletashemes of Fig. 3.3
provide a higher maximum achievable rate than that of thel®i§2d arrangement.
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Modulation Scheme 4QAM
No. of GMLST Layers 2
No. of Tx per GMLST Layer 2
No. of Rx 4
Channel Temporally uncorrelated
flat Rayleigh fading
GMLST(STBC) Component Codes STBC [8]
No. of GMLST(STBC) SIC Iterationg 2 (hard and soft

GMLST(STTC) Component Codes | STTC-4[9, Fig. 4] and
STTC-16 [9, Fig. 5]

No. of GMLST(STTC) SIC Iterationg 3 (hard and soft
No. of GMLST(STTC) ML Iterations 3
Interleaver Length 508000 bits
URC Generator (L.g1/90) = (L, 7p)
IRCC Coding Rate 0.5
IRCC Components 17 or 36

Table 3.1: Iteratively-decoded IRCC-URC-GMLST system parameteesiuis the system archi-
tecture of Fig. 3.10.

3.3.3 EXIT Chart Aided System Design and Analysis

The main objective of employing EXIT charts [101] is to arssythe convergence be-
haviour of iterative decoders by examining the evolutiothefinput/output mutual infor-
mation exchange between the inner and outer decoders dhergpnsecutive iterations.
As mentioned in Section 3.2.2.4, the area under the EXITecofwthe inner decoder is
approximately equal to the channel capacity, when the ad@ninput is independently
and uniformly distributed. Similarly, the area under theeirted EXIT curve of the outer
code is approximately equal to the outer code rate. In tluae we will further exploit
the well-understood properties of EXIT charts that a naytmw marginally open EXIT-
tunnel indicates a high probability of achieving a nearawdy performance, which was
concluded in Section 3.2.2.4, for the sake of designing a-cegaacity iteratively-decoded
IRCC-URC-GMLST system. In what follows, all the results sgated characterize the
GMLST schemes usingy; = 4 transmit andV, = 4 receive antennas in conjunction with
the system parameters outlined in Table 3.1.
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3.3.3.1 EXIT Function of the Amalgamated “URC-GMLST” Decoder
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Figure 3.17: The EXIT chart curves for the stand-alone GMLST(STBC-GXatker and the
amalgamated GMLST(STBC-G2}¢+URC decoder of Fig. 3.10 using the parameters of Ta-
ble 3.1. The notation GMLST(STBC-GZ)4..indicates 2 hard SIC iterations within the GMLST
decoder. By contrast no iterations are needed between tHeSEBTBC-G2)4,¢ and URC de-
coders, since the EXIT curve of the GMLST(STBC-@Gg) detector is a horizontal line.

The original three-stage arrangement of the IRCC-URC-GME&heme seen in Fig.
3.10 would require a 3D EXIT chart analysis [67], which isd&op interpret visually.
However, our experimental results show that an intermedi#RC changes only the
shape, but not the area under the EXIT curve of the inner ctide asufficiently high
number of inner iterations. Hence, the inner URC and GMLSG@oder pair seen in
Fig. 3.10 requires only a few inner iterations between themthat our three-stage sys-
tem reaches the (1.0, 1.0) point of perfect convergenceefaéy speaking, we continue
invoking inner iterations between them until we succeedenegating sufficiently reli-
able mutual information, before activating the outer itierezs. We can therefore view
these two blocks as an amalgamated inner decoder usingbiewesr iterations, which is
portrayed by the lower dashed box in Fig. 3.10. This allowtouamplify the 3D EXIT
analysis [67] to 2D EXIT functions [64], while using the md&neficial activation order
of the iterative decoder components.

Let . ,(x),0 < I ,(x) < 1, denote the mutual information between thgriori
LLRs L.,(x) as well as the corresponding bitsand let/ .(z),0 < I..(z) < 1, de-
note the mutual information between thetrinsicLLRs L. .(x) and the corresponding
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Figure 3.18: The EXIT chart curves for the stand-alone GMLST(STTC-4)atkr and the amal-
gamated GMLST(STTC-4).+ URC decoder of Fig. 3.10 using the parameters of Table h&. T
notation GMLST(STTC-4),,453 indicates 3 hard SIC iterations within the GMLST decoder and
the subscript of URC denotes the number of iterations betviee GMLST(STTC-4)aq and
URC decoders.

bits . Considering the simplified two-stage iterative detectbriFig. 3.10, the EXIT
characteristics of Decoder 2 and Decoder 1 can be descripttaelollowing two EXIT
functions [64, 68]:

[2,e (UQ) = TQ,UQ [Iz,a (UQ, Eb/No)] (3-30)
]l,e (Cl) = Tl,cl [Il,a (Cl)] . (331)

Figs. 3.17-3.19 show the EXIT curves of the stand-alonel&i€:d GMLST decoders
and the amalgamated “URC-GMLST” decoders. We assume thairda under the EXIT
curve of the stand-alone GMLST decoder or of the amalgantf&C-GMLST” de-
coder of Fig. 3.10 is represented Hy:. It is observed in Fig. 3.17 that no inner iterations
are needed between the GMLST(STBC-G2) and URC decodere e EXIT curve
of the SIC-based GMLST(STBC-G2) detector is a horizonta.li The area under the
EXIT curve of the GMLST(STBC-G2) decoder of Fig. 3.10 is elgiwathat beneath the
EXIT curve of the amalgamated “URC-GMLST(STBC-G2)” decna¢ehich implies that
no information loss occurs, when a URC is employed as thenmddiate code. On the
other hand, it is seen in Fig. 3.18 and 3.19 that the GMLST & Tdecoders of Fig. 3.10
have slanted EXIT curves, hence extrinsic information exge using decoding itera-
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Figure 3.19: The EXIT chart curves for the stand-alone GMLST(STTC-16&)adker and the
amalgamated GMLST(STTC-16}+URC decoder of Fig. 3.10 using the parameters of Ta-
ble 3.1. The notation GMLST(STTC-16).;indicates 3 hard SIC iterations within the GMLST
decoder and the subscript of URC denotes the number ofidasdbetween the GMLST(STTC-
16)4arg and URC decoders.

tions between the URC decoder and the GMLST(STTC) decodenisred to produce
the maximum mutual information. After a sufficiently highmber of inner iterations,
the area under the EXIT curve of the amalgamated “URC-GMISIT(C)” decoder of
Fig. 3.10 is maximized, which is equal to that under the EXlifve of the stand-alone
GMLST(STTC) decoder.

3.3.3.2 17-Component IRCC Aided System Design

Let A; be the area under the inverted EXIT-curve of Decoder 1 of Ei0. Then the
area property of EXIT charts mentioned in Section 3.2.2mlmexpressed as

1
A = / lejl(z')dz'le, (3.32)
0

which implies that the lowest SNR convergence thresholdigsavhen we havel; =
R, + ¢, whereA, is defined as the area under the EXIT-curve of the URC Decodér 2
Fig. 3.10 andk is an infinitesimally small number, provided that the follogy conver-
gence constraints hold [81]:

T27u2(0, Eb/NO) > 0, TQ’UQ(]_,Eb/NQ) = 1, T27u2(l',Eb/N0) > Tl_,(:11 ('L), Vi € [O, 10333)
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Figure 3.20: The EXIT curves for 17 original IRCC component codes.

Hence we invoke IRCCs [61,81] in Fig. 3.10 as outer codesgimxthey exhibit flexible
EXIT characteristics, which can be optimised to closelychahe EXIT curvels, ,, (i) of
the amalgamated “URC-GMLST” decoder in Fig. 3.10, rendgtire near-capacity code
optimization a simple curve-fitting process.

The original IRCC scheme constituted by a sefPof= 17 subcodes was constructed
in [81] from a systematic, rate-1/2, memory-4 mother codéndd by the generator
polynomial (1, g1 /go), Wheregy, = 1 + D + D* is the feedback polynomial angd =
1+ D? + D? + D* is the feedforward one. Each of tiie= 17 subcodes have a different
code rateR!, Vi € [1, 17], where puncturing was employed to obtain the rategiof- 0.5
and the code rates @t < 0.5 were created by adding more generators and by punctur-
ing under the constraint of maximizing the achievable frs¢atice. The two additional
generators employed in [81] agg = 1+ D + D?+ D* andgs = 1+ D + D3+ D*, where
the resultanf” = 17 subcodes have coding rates spanttirig0.15,0.2, . .., t0 0.9. Each
of theseP = 17 subcodes encodes a specific fraction of the informationtigam ac-
cording to a specific weighting coefficient, wherei = 1,2,...,17. More specifically,
assume that there aré number of encoded bits, where each subcodecodes a frac-
tion of o; R N information bits and generates N encoded bits using a coding rate of
R:. As for the P = 17 number of subcodes, given the target overall average coel®fa
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Ry € (0, 1), the weighting coefficients; must satisfy:

P=17 P=17
1= Z a;, Ri=Y oR}, anda; €[0,1], Vi. (3.34)
1=1
The EXIT function?’ ., [/1 .(c1)] of EQ. (3.31) corresponding to the IRCC may be con-
structed from the EXIT functions of the = 17 subcodes]’ , [I14(c1)],i = 1,..., P.
More specifically, the EXIT functioff’ ., [/ .(c1)] of the IRCC is the weighted superpo-
sition of the P = 17 EXIT functionsT} . [[1.(c1)],i = 1,..., P, which is expressed as
follows [81]

P=17
Ty 01 Ila 01 Z a; T 101 Ila 01 ] (3.35)

Fig. 3.20 shows the EXIT functions of the originBl = 17 subcodes used in [81].
Hence the coefficients; are optimised with the aid of the iterative algorithm of [61]
so that the EXIT curve of the resultant IRCC is appropriattigped and hence closely
matches the EXIT curvé,,,, (i) at the specifid, /N, value considered. More explicitly,
we intend to minimize the EXIT-tunnel area represented bystiuare of the error function
e(t) = [Tou, (i, Ey/No) — 17,

1,c1

! (i)] over alli € [0, 1], namely

J(ag,...,ap) = /0 e(i)*di, e(i) > 0,Vi € [0,1), (3.36)

which is subject to the constraints of Eq. (3.34).

In this section, we consider an average coding rat&0f= 0.5 for the outer IRCC
code. Hence the effective throughpuRis R;log, 4 = 2 bit/s/Hz, when 4QAM is em-
ployed by the above-mentioned two-layer GMLST schemes @f Eil. The maximum
achievable rates of different GMLST schemes computed dowpto the properties of
EXIT charts [81, 122] at a throughput gf= 2 bit/s/Hz are depicted in Figs. 3.14-3.16.
The exchange of extrinsic information in the schematic gf Bi10 is visualised by plot-
ting the EXIT characteristics of the inner amalgamated “UBKILST” decoder and the
specificly optimized outer IRCC decoder in Figs. 3.21-3.29.

Note that for the GMLST(STBC-G2) scheme of Fig. 2.2 charazmd in Figs. 3.21
and 3.22, a near-capacity performance may be achieved writhdrinsic information
exchange using decoding iterations between the URC deewdkthe GMLST(STBC-
G2) decoder, since the EXIT curve of the SIC-based GMLST(GT&) decoder is a
horizontal line. As seen in Figs. 3.21, 3.22 and 3.23, wheremgloy the 17 origi-
nal outer subcodes of [81] in our IRCC design, the outer IRE€Capable of accurately
matching the EXIT curve of the inner amalgamated “URC-GML8&coder with the
aid of the matching algorithm of [61]. On the other hand, obsen Figs. 3.24-3.29,
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Figure 3.21: The EXIT chart curves for the GMLST(STBC-GR)+ URC of Fig. 3.10 usinga 17-
component IRCC having weighting coefficients [ - - - , a17] = [0, 0, 0.0131465, 0.01553, 0, 0,
0.48839,0.215005, 0, 0, 0, 0, 0.198844, 0, 0, 0, 0.0691 1@Ppathe 17 original IRCC subcodes,
when using the parameters of Table 3.1. The notation GMLBB(SG2),,,4.» indicates 2 hard
SIC iterations within the GMLST decoder and no iterationgstded between the GMLST(STBC-
G2)arg and URC decoders, since the EXIT curve of the GMLST(STBCggeHetector is a
horizontal line.
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Figure 3.22: The EXIT chart curves for the GMLST(STBC-G2)}-URC of Fig. 3.10 using a
17-component IRCC having weighting coefficients - - - , a17] = [0, 0, 0.0131465, 0.01553,
0, 0, 0.48839, 0.215005, 0, 0, 0, 0, 0.198844, 0, 0, 0, 0.088)14nd of the 17 original IRCC
subcodes, when using the parameters of Table 3.1.
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Figure 3.23: The EXIT chart curves for the GMLST(STBC-GR)}-URC of Fig. 3.10 using a
17-component IRCC having weighting coefficients [- - - ,a17] = [0, 0, 0, 0, 0, 0.327442,
0.186505,0.113412, 0, 0.0885527, 0, 0.0781214, 0.096262¥14205, 0.0346015, 0.0136955,
0.0500168] and of the 17 original IRCC subcodes, when usiagparameters of Table 3.1. The
notation GMLST(STBC-G2), indicates the ML decoder for the GMLST(STBC-G2) scheme
and the subscript of URC denotes the number of iterationsdeat the GMLST(STBC-GZ).
and URC decoders.
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Figure 3.24: The EXIT chart curves for the GMLST(STTC4)+URC of Fig. 3.10 using
a 17-component IRCC having weighting coefficients ,[- - - , a17] = [0.0226959, 0, 0, 0,
0.0665581, 0.381315, 0, 0, 0, 0.284711, 0, 0.0311994, 66G% 0, 0.0935122, 0, 0.0430583]
and of the 17 original IRCC subcodes, when using the paramefeTable 3.1. The notation
GMLST(STTC-4),,,43indicates 3 hard SIC iterations within the GMLST decoder.
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Figure 3.25: The EXIT chart curves for the GMLST(STTC«)}-URC of Fig. 3.10 using
a 17-component IRCC having weighting coefficients ,[- - - , a17] = [0.0226959, 0, 0, 0,
0.0665581, 0.381315, 0, 0, 0, 0.284711, 0, 0.0311994, 666% 0, 0.0935122, 0, 0.0430583]
and of the 17 original IRCC subcodes, when using the paramefeTable 3.1. The notation
GMLST(STTC-4}:.5 indicates 3 soft SIC iterations within the GMLST decoder.
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Figure 3.26: The EXIT chart curves for the GMLST(STTCy)-URC of Fig. 3.10 using
a 17-component IRCC having weighting coefficients ,[- - - , a17] = [0.0226959, 0, 0, 0,
0.0665581, 0.381315, 0, 0, 0, 0.284711, 0, 0.0311994, 96K% 0, 0.0935122, 0, 0.0430583]
and of the 17 original IRCC subcodes, when using the paramefelable 3.1. The notation
GMLST(STTC-4), .5 indicates 3 iterations between ML demapper and GMLST corepbde-

coders.
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Figure 3.27: The EXIT chart curves for the GMLST(STTC-16)s+URC of Fig. 3.10usinga 17-
component IRCC having weighting coefficientg [ - - - , a37] =[0.327965, 0, 0, 0, 0, 0.099581,
0.0735821, 0, 0, 0, 0, 0.080471, 0.129813, 0, 0, 0, 0.288&1dJof the 17 original IRCC sub-
codes, when using the parameters of Table 3.1. The notalMirSF (STTC-16),,,4.zindicates 3
hard SIC iterations within the GMLST decoder, and the stipsof URC denotes the number of
iterations between the GMLST(STTC-1g% and URC decoders.
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Figure 3.28: The EXIT chart curves for the GMLST(STTC-X8)}-URC of Fig. 3.10 usinga 17-
component IRCC having weighting coefficientg [ - - - , a37] =[0.327965, 0, 0, 0, 0, 0.099581,
0.0735821, 0, 0, 0, 0, 0.080471, 0.129813, 0, 0, 0, 0.288&1@Jof the 17 original IRCC sub-
codes, when using the parameters of Table 3.1. The notafitilSF (STTC-16}.5 indicates 3
soft SIC iterations within the GMLST decoder, and the supsof URC denotes the number of
iterations between the GMLST(STTC-16) and URC decoders.
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Figure 3.29: The EXIT chart curves for the GMLST(STTC-13f)URC of Fig. 3.10 using a 17-
component IRCC having weighting coefficientg [ - - - , a37] =[0.327965, 0, 0, 0, 0, 0.099581,
0.0735821, 0, 0, 0, 0, 0.080471, 0.129813, 0, 0, 0, 0.288&1dJof the 17 original IRCC sub-
codes, when using the parameters of Table 3.1. The notattilSF (STTC-16),, 5 indicates 3
iterations between ML demapper and GMLST component desoder

for the GMLST(STTC) scheme of Fig. 2.1 that the EXIT curve loéd GMLST(STTC)
decoder is a slanted line, hence extrinsic information argle using decoding iterations
between the URC decoder and the GMLST(STTC) decoder is daededer to achieve
a near-capacity performance. When there is no iterationdszt the URC decoder and
the GMLST(STTC) decoder, the EXIT curve shape of the URC decdepends on the
I3 . (u3) value of the GMLST(STTC) decoder observed in Figs. 3.24-3i4; ,(u3) = 0.
Hence, the URC-GMLST(STTC) scheme of Fig. 3.10 requireggadiiE, /N, value in
order to maintain a normalised area4f = 0.5, as shown in Figs. 3.24-3.29. In other
words, a certain mutual information i.e. throughput losk @dcur, if there is no iteration
between the URC decoder and the GMLST(STTC) decoder. Ilttedrtbat in Figs. 3.24-
3.26, the outer IRCC is capable of accurately matching thE' EEXrve of the inner amal-
gamated “URC-GMLST(STTC-4)" decoder. However, observéigs. 3.27-3.29 that
due to the “S”-shape of the inner amalgamated “URC-GMLSTI{GAL6)” decoder’s
EXIT curve the original IRCC using 17 subcodes cannot matih shape sufficiently
accurately.
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Figure 3.30: The EXIT curves for 36 IRCC component codes.

3.3.3.3 36-Component IRCC Aided System Design

For the sake of more accurately matching the shape of the emalgamated “URC-
GMLST” decoder’s EXIT curves, in this section we introduc@&avel outer irregular
coding scheme using 36 component codes, which is constibyt@ hybrid combination
of irregular repetition codes and convolutional codes. ésthe EXIT functions of the
17 original subcodes shown in Fig. 3.20, where it is cleagBtsthat the original memory-
4 IRCC exhibits a near-horizontal portion in the EXIT chavhich is typical of strong
CCs having a memory of 4 associated with 16 trellis stategh®other hand, in order to
match the shape of the inner codes’ EXIT curves more acdyrtite shape of the outer
codes’ EXIT functions can be adjusted in a way, which allog/goumatch a more diverse-
shaped set of inner code EXIT functions. Hence we introdus®ee diverse range of
EXIT functions, particularly near the diagonal of the EXIfiact. This can be achieved by
invoking weaker codes having a lower memory, which also isep® potentially reduced
complexity.

Accordingly, memory-1 CCs are incorporated into the orjiRCC scheme, which
have a simple two-state trellis diagram. The generatomumstyial of this rate-1/2 memory-
1 mother code is defined [y, ¢1/90), whereg, = D andg; = 1. For a lower code rate,
an extra output generator polynomial, namelyis used, where we havwg = ¢,. For a
higher code rate, the puncturing pattern of the original g4 IRCC is employed [81].
This way we generate 10 additional EXIT functions, whichstrtewn by the dashed lines
in Fig. 3.30, spanning the code-rate range of [0.45, 0.% witstepsize of 0.05. Fur-
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thermore, a repetition code is a simple memoryless codechMnsists of only two
codewords, namely the all-zero and the all-one word. Sinlcas no memory, the EXIT
functions of such repetition codes are diagonally-shapézhce, we also incorporate 9
different-rate repetition codes in our novel IRCC schensandicated by the solid lines
in Fig. 3.30 and spanning the code-rate range of [0.1, 0.6] thie rate-stepsize of 0.05.

Similarly, as for theP = 17 subcodes, Eq. (3.34) can be written for the 36-code
scheme as follows:

P=36 P=36

_ _ i
1= E a;, Ry = E o; Ry,
i—1 i1

The EXIT functions of allP = 36 IRCC subcodes are shown in Fig. 3.30 and all the
subcodes are summarized in Table 3.2. As a benefit, the prdBGcomponent IRCC

ando; € [0, 1], Vi. (3.37)

has a more diverse range of EXIT function shapes, hence apalde of providing more
accurately matching EXIT curves to fit that of the inner araaigted “URC-GMLST”
decoders, as evidenced in Figs. 3.31, 3.32 and 3.33.
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Figure 3.31: The EXIT chart curves for the GMLST(STTC-16);+URC of Fig. 3.10 using a
36-component IRCC having weighting coefficients |- - - , a36] = [0, 0, 0, 0, 0, O, O, O, O, O,
0.0238076, 0.0654278,0.0108539, 0, 0.0736835, 0.02505824231, 0.0829128, 0, 0.140577,
0.0983615, 0.134327,0.109642, 0, 0,0, 0,0, 0, 0, 0, 0, APOBTF5876, 0.102257] and of the 36
IRCC subcodes, when using the parameters of Table 3.1. TiaiaGMLST(STTC-16),4.3
indicates 3 hard SIC iterations within the GMLST decoder.
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Figure 3.32: The EXIT chart curves for the GMLST(STTC-18}-URC of Fig. 3.10 using a
36-component IRCC having weighting coefficients |- - - , a36] = [0, 0, 0, 0, 0, 0, 0, O, O, O,
0.0238076, 0.0654278,0.0108539, 0, 0.0736835, 0.02505874231, 0.0829128, 0, 0.140577,
0.0983615, 0.134327,0.109642, 0, 0,0, 0,0, 0, 0, 0, 0, APOBTF5876, 0.102257] and of the 36
IRCC subcodes, when using the parameters of Table 3.1. TlaioroGMLST(STTC-16)44.5
indicates 3 soft SIC iterations within the GMLST decoder.
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Figure 3.33: The EXIT chart curves for the GMLST(STTC-34)URC of Fig. 3.10 using a
36-component IRCC having weighting coefficients [- - - , a36] = [0, O, 0, 0, 0, 0, 0, O, O, O,
0.0238076, 0.0654278,0.0108539, 0, 0.0736835, 0.02505874231, 0.0829128, 0, 0.140577,
0.0983615, 0.134327,0.109642, 0, 0,0, 0,0, 0, 0, 0, 0, 0POBTF5876, 0.102257] and of the 36
IRCC subcodes, when using the parameters of Table 3.1. TiatioroGMLST(STTC-16), 5
indicates 3 iterations between ML demapper and GMLST corapbalecoders, and the subscript
of URC denotes the number of iterations between the GMLST(STI6). and URC decoders.
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Code Index Type Coding Rate|| Code Index Type Coding Rate
1 CC mem-4 0.10 19 Rep. Code 0.15
2 CC mem-4 0.15 20 Rep. Code 0.20
3 CC mem-4 0.20 21 Rep. Code 0.25
4 CC mem-4 0.25 22 Rep. Code 0.30
5 CC mem-4 0.30 23 Rep. Code 0.35
6 CC mem-4 0.35 24 Rep. Code 0.40
7 CC mem-4 0.40 25 Rep. Code 0.45
8 CC mem-4 0.45 26 Rep. Code 0.50
9 CC mem-4 0.50 27 CC mem-1 0.45
10 CC mem-4 0.55 28 CC mem-1 0.50
11 CC mem-4 0.60 29 CC mem-1 0.55
12 CC mem-4 0.65 30 CC mem-1 0.60
13 CC mem-4 0.70 31 CC mem-1 0.65
14 CC mem-4 0.75 32 CC mem-1 0.70
15 CC mem-4 0.80 33 CC mem-1 0.75
16 CC mem-4 0.85 34 CC mem-1 0.80
17 CC mem-4 0.90 35 CC mem-1 0.85
18 Rep. Code 0.10 36 CC mem-1 0.90

Table 3.2: The 36 irregular component codes used in the hybrid IRCCmsehavhere each
subcode index corresponds to the weighting coefficient

3.3.4 Results and Discussions

As we can see from Figs. 3.24, 3.25, 3.27, 3.28, 3.31 and &»jt-by-bit Monte-Carlo
simulation based decoding trajectory of the IRCC-URC-GNI{STTC) schemes using
SIC detection within the GMLST (STTC) decoder has a slighgmatch with respect to
their EXIT curves. This is due to the trellis structure of SIS which results in corre-
lated error propagation between the different layers irptioeess of SIC operation. We
found that the higher the correlation of the STTC coded bitsg to the trellis structure,
the higher the decoding trajectory mismatch. Furthermasehe number of trellis states
increases from 4 to 16, the correlation of the STTC-16 codedbecomes higher, be-
cause the code imposes more correlation. As a result, th€gBIscheme will impose a
higher correlation than the STTC-4 scheme, when there @ propagation between the
different layers due to the imperfect SIC operation. Hettoe decoding trajectory of the
GMLST(STTC-16)-URC-IRCC scheme of Fig. 3.10 has a highesmaitch in its EXIT
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Figure 3.34: The BER performance comparison of the IRCC-URC-GMLST(STBZ) schemes

of Fig. 3.10 and of the stand-alone GMLST(STBC-G2) schem&sp 2.2 using the parameters
of Table 3.1.
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Figure 3.35: The BER performance comparison of the IRCC-URC-GMLST(S#)Gchemes

of Fig. 3.10 and of the stand-alone GMLST(STTC-4) schemdsigf2.1 using the parameters
of Table 3.1.
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Figure 3.36: The BER performance comparison of the IRCC-URC-GMLST(STIBY schemes

of Fig. 3.10 where the original 17-component IRCC is emptbyand of the stand-alone
GMLST(STTC-16) schemes of Fig. 2.1 using the parametersibler3.1.
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Figure 3.37: The BER performance comparison of the IRCC-URC-GMLST(STIBY schemes

of Fig. 3.10 where the 36-component IRCC is employed andettand-alone GMLST(STTC-
16) schemes of Fig. 2.1 using the parameters of Table 3.1.
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chart, as seen in Figs. 3.27, 3.28, 3.31 and 3.32. By continestiecoding trajectory of the
IRCC-URC-GMLST(STBC-G2) scheme of Fig. 3.10 charactetireFig. 3.21 and 3.22
using hard and soft SIC accurately matches both the innethenoluter EXIT curves ow-
ing to the uncorrelated error propagation. For comparis@n,3.23 presents the decoding
trajectory of the IRCC-URC-GMLST(STBC-G2) scheme of FiglBusing an ML de-
coder. On the other hand, the decoding trajectory of the IRIRC-GMLST(STTC)
schemes of Fig. 3.10 employing ML detection is presenteddgs.R.26, 3.29 and 3.33.
Again, we use three iterations between the ML demapper and &aMcomponent de-
coders so that the number of STTC decoder operations invakedins the same as that
of the scheme employing three SIC iterations. Since theme isrror propagation in the
ML-based scheme, the decoding trajectory of the ML-baskdrae closely matches its
EXIT curve. However, the error propagation was avoided enNtL-based scheme at the
price of a higher complexity.

Figs. 3.34-3.37 present the BER performance of both thecegzacity IRCC-URC-
GMLST of Fig. 3.10 and of the stand-alone GMLST schemes df.FAdlL and 2.2 employ-
ing various space-time codes combined with SIC and ML dietectt is observed that for
three SIC operations, the performance of both the GMLSTG#Tand GMLST(STTC-
16) schemes significantly improves as a benefit of attainiregnhaximum achievable
receive diversity, whereas the soft-SIC based scheme agipes the performance of the
ML-detected GMLST(STTC) scheme more closely, since theuaserror propagation is
further mitigated. On the other hand as seen in Fig. 3.34GtMeST(STBC-G2) scheme
using two SIC operations exhibits a 1.6 dB gain over a singlel{output SIC iteration
at the BER ofl0~2. Although not explicitly shown here, our investigationdiicate that
no more improvements are attained beyond two SIC operatsimse the residual inter-
ference propagating among groups is independently digéibacrosd<’/2 consecutive
G2 codewordblock periods durings symbol intervals and hence it cannot be eliminated
by further SIC operations. Observe in Figs. 3.34-3.37 thatthroughput of the stand-
alone GMLST schemes is relatively far from the correspogdCMC capacity. For the
concatenated systems of Fig. 3.10, it is clearly shown in Fig4 that the IRCC-URC-
GMLST(STBC-G2) scheme is capable of performing within 0B3ad the corresponding
DCMC capacity of the GMLST(STBC-G2) scheme, when soft Si@ngployed. On
the other hand, observe in Figs. 3.31 and 3.32 that the IRRC-GMLST(STTC-16)
scheme of Fig. 3.10 exhibits a mismatch between the decddijegrtory and the EXIT
curve, but performs closer to the DCMG-4QAM capacity, as shown in Fig. 3.37. This
improvement is achieved at the price of a significantly higlwenplexity, than that of the
IRCC-URC-GMLST(STBC-G2) scheme. The BER performance efriost complex
ML-detected IRCC-URC-GMLST(STTC-16) scheme is also dpién Fig. 3.37, where
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we can see a 0.4 dB gain over the soft SIC based scheme. Hote/eomplexity of the
ML-based scheme may be unaffordable, especially when tdauof GMLST layers is
high.

3.4 Chapter Conclusion

In this chapter, we proposed the novel serially concaten&€C-URC-GMLST system
of Fig. 3.10 that exploits the advantages of both iteratetection as well as those of the
GMLST schemes using STBC and STTC as the component spaeeztides. In Sec-
tion 3.2.1.1, an APP-based iterative multistage SIC digteetigorithm has been invoked
for the GMLST schemes instead of the previous Viterbi-deaupaided SIC detection for
the sake of supporting the iterative detection processeatdbeiver side. Furthermore,
in Section 3.2.1.2 we presented the significantly more cerjierative ML detection
scheme designed for the GMLST(STTC) schemes of Fig. 2.1drctimtext of serially
concatenated systems for comparison, which invokes a posaailar to that of classic
BICM-ID schemes. On the other hand, the benefit of URC prasodas characterized
in Section 3.3.3.1, which was used as an intermediate catlassisted us in eliminating
the system'’s error-floor and hence improved the attainadteding convergence. More-
over, our investigations demonstrated in Section 3.3.Bttieproposed low-complexity
SIC-based iteratively decoded IRCC-URC-GMLST scheme gf Bil0 is capable of
achieving a near-capacity performance, when designedtiethid of EXIT chart analy-
sis. Table 3.3 presents the achievable coding gains, thed@#&ce from the maximum
achievable rate limit as well as that from the DCMC capagityitifor the various near-
capacity iteratively-decoded IRCC-URC-GMLST systems.sd&hon these simulation
results, we found that the iterative IRCC-URC-GMLST schesh€&ig. 3.10 using SIC
detection strikes an attractive trade-off between the dexity imposed and the effective
throughput achieved. In conclusion, we summarize our dgsigcedure as follows:

1. We derived the DCMC capacity formula of the GMLST(STBM)eawmes of Fig. 2.2
and quantified the maximum achievable rates of the GMLSTrmeelkaising STTCs
with the aid of EXIT charts.

2. We generated the EXIT curve of the inner decoder, whicbmsttuted here by the
GMLST decoder and URC decoder of Fig. 3.10.

3. We designed an IRCC outer code to match the EXIT curve oiiniter code. The
resultant scheme was capable of approaching the capatésndeed for the high-
complexity, but optimum ML detector.
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GMLST(STBC) Using Coding Gain| Distance from Distance from | Extracted
17-Component IrCC Max. Achiev. Rate] DCMC Capacity| from Fig.
Iterative Hard SIC 12.5dB 0.7dB 2.1dB
Iterative Soft SIC 12.9dB 0.6 dB 1.7dB (3.34)

ML 10.7 dB 0.7dB 1.4dB

GMLST(STTC-4) Using | Coding Gain| Distance from Distance from | Extracted
17-Component IrCC Max. Achiev. Rate] DCMC Capacity| from Fig.
Iterative Hard SIC 11.2dB 0.6dB 29dB

Iterative Soft SIC 10.2dB 0.7dB 2.9dB (3.35)
Iterative ML 9.7dB 0.7dB 29dB

GMLST(STTC-16) Using| Coding Gain| Distance from Distance from | Extracted
17-Component IrCC Max. Achiev. Rate] DCMC Capacity| from Fig.
Iterative Hard SIC 7.4dB 25dB 29dB

Iterative Soft SIC 7.2dB 2.1dB 2.3dB (3.36)
Iterative ML 8.0dB 1.0dB 1.1dB

GMLST(STTC-16) Using| Coding Gain| Distance from Distance from | Extracted
36-Component IrCC Max. Achiev. Rate] DCMC Capacity| from Fig.
Iterative Hard SIC 8.6 dB 1.3dB 1.7dB

Iterative Soft SIC 7.9dB 1.4dB 1.6dB (3.37)
Iterative ML 8.0dB 1.0dB 1.1dB

Table 3.3: Performance summary of the iteratively-decoded IRCC-URGLST systems of
Fig. 3.10 at the target BER af)—°.

4. We reduced the complexity imposed by the ML detector bygiie lower-complexity

SIC detector of Fig. 3.2, while avoiding any substantiaf@enance degradation by

redesigning the IRCC scheme using 36 component codes, Wwaiate matches the

EXIT curve of the SIC inner decoder more accurately.

5. This design procedure is generically applicable, rdgasdof the specific choice of

the inner and outer decoder components, as exemplified ley détectors, such as

Sphere Detectors (SD), Markov Chain Monte Carlo (MCMC) dietes as well as
by other outer codes, such as an irregular Low Density P&@higck (LDPC) code,

etc.




| Chapter4'

Irregular Cooperative Space-Time
Coding Schemes

4.1 Introduction

n previous chapters, classic Multiple-Input Multiple-Put (MIMO) systems have

been investigated, where the multiple antenna elementsoéoeated. As discussed

in Chapter 1, the antenna elements in colocated MIMO systmassumed to be
positioned sufficiently far apart to ensure that the sigtralssmitted from each antenna
element experience independent fading. Otherwise, thi@sfzaling correlation imposed
by insufficient antenna spacing and large-scale shadowdddP8] result in a degraded
capacity as well as BER performance for MIMO systems. Howdhe assumption of
having a sufficiently high antenna spacing may be impracfarahand-held wireless
devices, which are typically limited in size and hardwareptexity. Hence, the conven-
tional colocated MIMO schemes presented in previous chapte not readily applicable
to compact wireless devices due to the above-mentione@szeomplexity constraints.

In the past few years, cooperative communication schen889344,46,48,129,130]
have been intensively studied, which combine the benefitIMfO systems with relay-
aided techniques in order to eliminate the correlation agebthe spatial diversity paths.
Since the MIMO transmitter’'s elements in such a network as&itduted, the network
forms a “distributed MIMO” system. Relaying techniques nieyemployed in diverse
communication scenarios, such as cellular networks, asseld-hoc and sensor net-
works, and wireless local area networks, in order to impitbeeattainable transmission
efficiency and/or reliability. Specifically, in a relay attiaetwork where the nodes (users)
are equipped with either single or multiple antennas, caipe communications allow
the nodes (users) to assist each other in forwarding (relhyjessages to the destina-

89
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tion, rather than transmitting only their own messages cfiipally, two main aspects of

relay-aided networks have been investigated in the lileeat namely the fundamental
limits of transmissions over relay channels [131-137], treddevelopment of practical

cooperative protocols and transmission schemes [48, B9§, 1

The information theoretic study of the relay aided charnedipacity was pioneered
by Cover and El Gamal [131]. Specifically, they derived thaatxcapacity expression
under certain conditions and evaluated both the lower apémpounds of the achievable
modem-mode-related information rates. Recent informatieoretic studies considered
the Gaussian relay channel in the context of multiple relages [136], and relay nodes
operating in either full- or half-duplex mode [132], as wa#i multi-antenna aided re-
laying systems [140] and two-way relay channels [137]. Idigoh to the information
theoretic investigations, there are numerous studies actipal transmission schemes
designed for relaying systems. For the sake of improvingattenable diversity gain
of relay-aided networks, numerous cooperative proto@8s39, 44, 48, 138] have been
proposed. According to the Amplify-and-Forward (AF) proab[130], the source infor-
mation is simply amplified and forwarded by a relay to the id@sion. By contrast, in
the Decode-and-Forward (DF) protocol [130], the relayepai is first detected, reen-
coded/remodulated and then forwarded to the destinatiooweMer, a strong channel
code is required for avoiding or at least mitigating the ptte error propagation in the
DF scheme. Furthermore, the novel class of coded cooperii89] was proposed by
Hunteret al., which combines the concept of cooperative communicatamtschannel
coding. Similarly to DF relaying, a sophisticated code gess needed to improve the
efficiency of coded cooperation.

Onthe other hand, inspired by the family of classic turbcesagsed in non-cooperative
communication scenarios, Distributed Turbo Codes (DT®] fave been proposed for
“distributed MIMO” systems, where the relay interleaves an-encodes the message
prior to forwarding it to the destination. Hencetuabo processingain may be achieved
at the destination. However, DTCs suffer from having an irfgge communication link
between the source and relay nodes. In [50], a three-comp@ngtributed Turbo Trellis
Coded Modulation (DTTCM) scheme has been proposed, whkastiato consideration
the realistic condition of having an imperfect sourced¢tay communication link. The
DTTCM scheme [50] designed using EXtrinsic Informationrister (EXIT) chart analy-
sis [64,101] is capable of minimizing the decoding erroataility at the relay node and
performs close to its idealized counterpart that assumésgbtelecoding at the relay node.
However, the DTTCM of [50] fails to approach the correspaigdielay channel’s capac-
ity. On the other hand, several near-capacity turbo codithgmmes were proposed in [62]
and [63] by Zhang and Duman for full-duplex and half-duplelay-aided systems, re-
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spectively, although the authors did not aim for finding tpgroal coding schemes under
different relay/network configurations.

Against this background, our objective here is to desigha-napacity cooperative
scheme using a proposed joint source-and-relay mode dpsigedure, which is suit-
able for arbitrary relay network configurations. Furthereyahe relay system’s effective
throughput is maximized as a benefit of the proposed desigrepdure. For the sake of
approaching the relay channel’s capacity, we first derieettieoretical lower and upper
bounds on the Continuous-input Continuous-output Menesi/IChannel’s (CCMC) [6,
14] capacity as well as of the Discrete-input ContinuoutpouMemoryless Channel
(DCMC) [6, 14] capacity (constrained information rate) wmihdependent and uniformly
distributed (i.u.d.) inputs. A new Irregular CooperativeaSe-Time Coding (Ir-CSTC)
scheme is proposed, where two IRregular Convolutional €¢dRCC) [61, 81] having
different IRCC weighting coefficients are employed at tharse and relay nodes, re-
spectively, which are designed for supporting near-capaooperative communications.

On the other hand, since in most three-terminal cooperatie@arios, a significant
multiplexing lossill be incurred compared to direct transmissions due tddieduplex
constraint of practical transceivers, a successive relaying protwas|proposed in [141]
for the sake of recovering the multiplexing loss by incogiorg an additional relay in
the network and arranging for the two relays to transmit im.tuln order to achieve
a near-capacity performance in the context of twin-relaledinetwork, we extend the
three-terminal Ir-CSTC scheme to suit the four-termindimoek where the successive
relaying protocol is employed. Similarly, we also derivétbthe upper and lower bounds
of the CCMC capacity as well as the bounds of the informatates constrained by
i.u.d. discrete inputs for the successive relaying aidexbrelated Rayleigh fading chan-
nel. Furthermore, the joint source-and-relay mode desigoguure is generalized for
the twin-relay aided network. Specifically, the distrilditmde components used at the
source and relays are optimally designed. As a benefit, t&STC scheme becomes
capable of approaching the DCMC capacity (constrainedrmimédion rate) in the con-
text of the successive relaying aided network, when thedriangth is sufficiently long
(e.g. 10° bits), while approaching the transmission efficiency ofsla direct transmis-
sion operating without relaying. Most importantly, it Wwile demonstrated that the joint
source-and-relay mode design procedure is capable of fjritiie optimal cooperative

1The reason of assuming half-duplex terminals relies onabethat current limitations in radio transceiver imple-
mentations preclude the terminals from full-duplex ogdergti.e. from transmitting and receiving at the same time in
the same frequency band. To elaborate a little further,addi would be beneficial in capacity terms to transmit and
receive at the same time, but this would result in the folfayproblems. The received signal may be almost 100dB
lower than the transmit signal. Hence the smallest leaké&gleeatransmitted signal would desensitize the receiver’s
Automatic Gain Control (AGC), hence potentially drownimg treceived signal.
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coding scheme under arbitrary relay network configuratidoath single-relay-aided and
twin-relay-aided networks.

The rest of this chapter is organised as follows. Sectiorfat@ses on single-relay-
aided cooperative communications. The system model ofitiggesrelay-aided network
is described in Section 4.2.1. Section 4.2.2 specifies tbeddng and decoding processes
of the novel Ir-CSTC scheme. The single relay channel’s c@paomputation and the
EXIT chart aided joint source-and-relay mode design arailgetin Section 4.2.3, while
the corresponding simulation results and discussionsrargded in Section 4.2.4. Fur-
thermore, a twin-relay-based successive relaying aidegerative communication sce-
nario is considered in Section 4.3, where the extended Trf&C&heme conceived for our
four-terminal network is optimally designed for near-ceaipaoperation with the aid of
EXIT chart analysis. We provide our simulation results ioti® 4.3.5 for the twin-relay-
based successive relaying aided network. Finally, we caiedhis chapter in Section 4.4.

4.2 Single-Relay-Aided Cooperative Communications

4.2.1 Single-Relay-Aided Network Model

»
>

Destination
(d)

Y du
Source| Y

(s) x /
T

Rela?;)

[T

Figure 4.1: Schematic of a single relay aided multi-antenna systemrevhg is the geographical
distance between nodeand nodé.

We consider a two-hop relay-aided network, which has a sisgurce node having
N, antennas, a single relay node equipped Witrantennas and a destination node having
N, antennas, where all nodes obey the half-duplex constianf node cannot transmit
and receive simultaneously. The schematic of the propogstdra is shown in Fig. 4.1,
which typically entails two phases. Phase ] the source nodes) broadcasts the in-
formation both to the relay node)(and to the destination nod€)( The relay noder()
processes the received information and forwards it to teé@rdion noded) in Phase ||
while the source node) remains silent. The destination performs decoding basegte
messages it received in both phases. As in [142], we modadhenunication links in
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Fig. 4.1 as being subjected to both long-term free-spadelpss as well as to short-term
uncorrelated Rayleigh fading.

Letd,, andP,, denote the geometrical distance and the path loss betweesaand
b. The path loss and the geometrical distance can be relatgddiBy
K

Pab:_
o )
dab

(4.1)

where K is a constant that depends on the environmentaaisidthe path-loss exponent.
For a free space scenario, we have= 2. The relationship between the energy,
received at the relay node and that of the destination iQgean be expressed as

PST
Esr = —Esd - GSTE8d7 (42)
Psd
whereG,, is the power-gain (or geometrical-gain) [142] experienbgdhe source-to-
relay link with respect to the source-to-destination liskaabenefit of the commensurately

reduced distance and path loss, which can be expressed as

2
GW=<§Q. (4.3)

Similarly, the geometrical-gain at the relay-to-desiimatink with respect to the source-
to-destination link can be formulated as

2
GM:<§Q. (4.4)
drd

Naturally, the geometrical-gain at the source-to-detibndink with respect to itself is
unity, i.e. G54 = 1. Therefore, owing to the triangle inequality applied in .Hgl, the
geometrical-gainé;, andG,, have to satisfy

Gsr + Grd + 2 V Gerrd Z Gerrd- (45)

We assume that the relay node is closer to the source nodealiae destination node,
while both the source and relay are far away from the destimanamely we have
G, > G,q4. In this scenario, the relay benefits from a higher receivgalad power than
the destination. This assumption facilitates the emplaoyroé near-perfect DF relaying
(similar arguments can be found in [132, 143]), otherwidgeptrelaying modes might
be better choices (e.g. Amplify-and-Forward (AF) and Coesprand-Forward (CF)).
Hence, the vector hosting the received signal at the relale muringPhase | which
consists ofL., number of symbol periods, can be formulated as

Yr=v GersrCs +n,, (46)
wherey, = [y.1,...,y-n,|" is the N,-element vector of the received signals at the relay

node,H,, is the (V, x N,)-element channel matrix, the entries of which are indepand



4.2.2. Irregular Cooperative Space-Time Codes 94

and identically complex Gaussian distributed with a zeram&nd a variance of 0.5 per
dimension. Furthermore:, = [c.1,...,csn,|7 IS an Ny-element vector of the signals
transmitted from the source node at an average powéy ehdn, = [n,.1,...,n.x,]7

is an N,.-element noise vector. Each elemeniofis an Additive White Gaussian Noise
(AWGN) process having a zero mean and a varianc€g® per dimension. By contrast,
the signal vector received at the destination node durimgse Ican be expressed as

Yé =V Gsstdcs + ng, (47)

and the signal vector received at the destination node gi#tirase || when L, number
of symbols are transmitted from the relay node, is formulate

Yd - \/ Hrdcr + ng, (48)

wherey} = [yi, .-, yin,)" andyy’ = [y, ... yi'y,|" are both\,-element vectors of
the signals received duririghase landPhase llat the destination nod&],; € CNa*Ns
andH,,; € CMe*Nr are the corresponding channel matrices, the entries ofhndie
independent and identically complex Gaussian distribwiitla zero mean and a variance
of 0.5 per dimension. Finally, = [c.1,...,c.n.]7 iS an N,-element vector of the
signals transmitted from the relay node at the same pdweas that ofc, andn,; =
[na1, .-, nan,)T is anNy-element AWGN vector with each element having a zero mean
and a variance al, /2 per dimension.

4.2.2 Irregular Cooperative Space-Time Codes
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Source: IRCC,-URC, $TC, Bucoder |
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| ( fRCCS ( GRCS - ( )STC ! Phase-1
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Figure 4.2: Schematic of the Ir-CSTC encoder. The corresponding deésdbown in Fig. 4.3
and all system parameters are summarized in Table 4.1.
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4.2.2.1 Ir-CSTC Encoder

At the source node of the proposed two-hop relay-aided n&tasmshown in Fig. 4.2, we
use a Space-Time Code (STC) amalgamated with a recursitg-Bate Code (URC)
as the inner code, while an IRCC [61, 81] having an average cate ofR?, is employed
as the outer code, which is optimized with the aid of EXIT tlzenalysis for the sake of
near-error-free decoding at channel SNRs close to the itgjgdéithe source-to-relay link
at the relay node during the relay’s receive perio®bése |1 On the other hand, as shown
in Fig. 4.2, in the relay’s transmit period Bhase Ilanother IRCC having a code rate of
R, is amalgamated with another STC, where the IRCC is furth@raved with the aid
of a joint source-and-relay mode design procedure, as wahwalv in Section 4.2.3.2 for
the sake of approaching the relay channel’s capacity. Sgaty, the notationsr, and
7. in Fig. 4.2 represent the bit-wise random interleaver useéteasource node and the
relay node, respectively. Compared to the topology of th€[M9], it may be observed
that the cooperative scheme seen in Fig. 4.2 combines tleditseof a serially concate-
nated scheme and of a DTC, which is referred to as an Irre@aaperative Space-Time
Coding (Ir-CSTC) scheme in this contribution.

4.2.2.2 Three-Stage lterative Decoding at the Destination

1 ol 1 Ly p(u1) | Uy
%(S)STCS bty Qrpe, TEETT T YRee, 1 .
7| Decoder Decoder|¢ BN &« Decoder L1 (ul)jL =
. S . =+
; Lo o(u2)  Lie(er) Lip(er) 7\21‘6('“‘1) %
Phase I. STC,-URC,-IRCC, Decoder \ =
"""""""""""""" SRS """"Wle 71-7,‘ &
“inner” iteration I¢ Luc(@ 1)1[ %r_
''''''''''''''''''''''''''''''''''''' ‘ ﬁ?‘ Lyq(t1)] B
1O e @ s L) =
< STC, [Zrt )l IRCC, : 4,p\U1
< .| Decoder Decoder|e -

Figure 4.3: The three-stage iterative decoder of the Ir-CSTC schemigofi2, where all system
parameters are summarized in Table 4.1.

The novel three-stage iterative decoder structure of H&SIFC scheme is illustrated
in Fig. 4.3. At the destination node, the signals receivedndguPhase lare first de-

2URCs were proposed by Divsaleral.[105] for the sake of extending the overall system’s impuésponse to an
infinite duration, which efficiently spreads the extrinsiformation, hence improves the achievable iterative dietec

gain.
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coded by the amalgamafets TC,-URC,” decoder in order to produce tlaepriori Log-
Likelihood Ratio (LLR) valued; ,(c;) of the coded bits; by the Maximum A-posteriori
Probability (MAP) algorithm [89]. The IRCCdecoder seen at the top right of Fig. 4.3
processes the information forwarded by the “STURC,” decoder in conjunction with
thea priori LLR valuesL, ,(u,) of the information bits:,; gleaned by the “STGIRCC,”
relay-decoder in order to generate theosterioriLLR valuesL, ,(u;) andL, ,(c;) of the
information bitsu; and of the coded bits,, respectively. As seen in Fig. 4.3, theriori
LLRs L; ,(c1) are subtracted from the posterioriLLR valuesL; ,(c;) and then they
are fed back to the “STEGURC,” decoder as tha priori information Ly ,(u2) through
the interleaverr,. We term this information-exchange process seen in thertme tof
Fig. 4.3 as the “inner” iteratidn Similarly, during the “outer” iterations, tha priori
LLR valuesL, ,(u,) fed into the IRCC decoder are also subtracted from ¢hgosteriori
LLR valuesL, ,(u,) for the sake of generating the extrinsic LLR valugs (u,) as seen
at the top right corner of Fig. 4.3. Thdn .(u.) is passed to the amalgamated “STC
IRCC,” relay-decoder as tha priori information L, , (@, ) through the interleaver, in
conjunction with the signals received duriRgase llin order to compute tha posteriori
LLR valuesL, ,(1u,) of the permuted information bits, from the relay node. As seen in
Fig. 4.3, the extrinsic informatioh, (7, ) is generated by subtracting thepriori infor-
mation L, (%, ) from thea posterioriinformation L, (i, ), beforeL, (@) is fed back
to the IRCC decoder as tha priori informationZ, ,(u;) through the de-interleaver .
During the last “outer” iteration, only the LLR valués ,(u, ) of the original information
bits v, are required, which are passed to the hard-decision blo&kgof4.3 in order to
estimate the source bits.

4.2.3 Near-Capacity System Design and Analysis

In order to design a near-capacity coding scheme for thegsexptwo-hop relay-aided
network, in Section 4.2.3.1 we first derive the upper and fdveeinds on the relay chan-
nel’'s CCMC capacity as well as those of the DCMC capacity $t@mned information
rate) for Alamouti's STBC scheme, since the relay chanretact capacity formula is
unavailable. Then, our EXIT chart based joint source-atdyrmode design procedure
will be detailed in Section 4.2.3.2.

3The terminology “amalgamated” is used here to indicate #itthbugh it might have some benefits to exchange

extrinsic information between these two blocks, no iteraiwere used between them.
4Explicitly, at the destination node, the extrinsic infotina exchange between the amalgamated “STURC,”

decoder and the IRCCdecoder is referred to as the “inner” iteration, while thatvieen the parallel amalgamated
“STC,-URC;-IRCC,"” decoder and the amalgamated “SFIRCC,” relay-decoder is referred to as the “outer” itera-
tion.
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4.2.3.1 Single-Relay Channel's Capacity

As presented in [132], a general upper bound on the CCMC igipafca half-duplex
relay system is derived based on the original work on theduplex relay channels [131],
which is given by

Céeme < max {min{)\E [T(X1; YY)+ (1= NE[I(Xy; Ya| X)),

p(x1,z2,2)

NE [I(X1:Y1)] + (1 - NE [[(Xa, X m}}, (4.9)

wherep(z1, x9, x) indicates the joint probability of the signals transmithexin the source
and the relay nodes, whileis the ratio of the first time slot duration to the total frame
duration. The signal&X; and X, are transmitted from the source node during the first and
the second time slot, respectively, whitg andY; represent the corresponding signals
received at the destination during the two consecutive §loes. Furthermorey” and X

are the received and transmitted signals at the relay neslgectively. On the other hand,
another achievable rate definition for the DF protocol, \wiian be regarded as a lower
bound on the CCMC capacity of the relay system, was provid¢#id2] in the form of

p(z1,72,7)

Clome > max {min{AE [I(X1;Y)] + (1= N E [I(Xy; Yol X)),

AE (X1 Y1)+ (1= ME[I(X2, X; 1@)]}},(4-10)

where(A; B) represents the mutual information between the channgdistiA and the
corresponding outpuB, and E(-) denotes the expectation with respect to the fading co-
efficients.

In our half-duplex-constrained relay-aided system, thea®node does not transmit
during Phase 1| i.e. Xy = 0, we haveE[I(X»; Ys|X)] = 0 and E[I(X2, X;Ys)] =
E[I(X;Y5)] in (4.9) and (4.10). Hence, based on Egs. (4.6)-(4.8) theupapd lower
bounds of the single relay channel’s capacity can be dedeedrdingly as

L
Coctie < pf?ac)%{m'n{L T P HCs Y vl

L,
Ls+ L,

Ly
Ls+ L,

E[I(Cs; Y] + E [I(Cr;Yd”ﬂ}} (4.11)

%In [132], the source node continues transmission duringéoend time slot.
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and
Cgoh . > max min{ L. E[I(CsY,)]
CCMC =— p(cs,on) Ls +L7~ ) )
LS vl LT v
o ECsYD) + s B[ )]}}, (4.12)
respectively.

In addition to the CCMC capacity bounds, we also evaluateirtf@mation-rate
bounds for the single relay channel in conjunction withd.udiscrete inputs. Thus,
the upper and lower constrained information-rate bounelgiaen by

C5he < min{ 7 - B [L(Ca Y] )],

S T

L L,
P B e+ T B[O} (4a3)
and
coop : Ly
Cbeme 2 mln{L ny; E1(Cs; Y],
Ly L,
T PO + B O]} 414)

respectively, where the subscripindicates the i.u.d. discrete-input constraint.

In this contribution, we employ Alamouti's 4QAM-based Gzheme at both the
source and relay nodes, where the two-hop single-relagdaigtwork model is config-
ured withN, = 2, N, = 2 andN; = 4, as shown in Figs. 4.2 and 4.3. Thedeword
matrix of the G2 scheme is given by:

T
Cas = (Cl “ ) . (4.15)

—Cy O
Based on Egs. (4.6)-(4.8), the signal received at the reddg luringl” = 2 consecutive
symbol periods can be written as

Y, = V GH, C, + N, (416)

while the signals received at the destination node dufing= 2 consecutive symbol
periods inPhase landPhase llare expressed as

Y= VGHyC, + Ny, (4.17)
and

Y, =1/GaH,4C, + Ny, (4.18)
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respectively. SpecificallyY, = [y.1,...,y.v] € CYV, Y] = [yi,,...,y5v] €
CNeVandY}' = [yi,....yi\] € CN+*V are the matrices hosting the sampled signal
received at the relay node and the destination node, regplgcwhile H,, ¢ CNr*/s,

H,;, €¢ CNoxNs andH,,; € CYe*Nr are the corresponding quasi-static channel matri-
ces, which are constant over = 2 consecutive symbol periods. Furthermo€g, =
[Cs1,-- s csy] € CVV andC, = [c,4,...,c.v] € CVM*V represent Alamouti's G2
matrices characterizing the transmissions of the sourderelay nodes, whileN, =
m,,...,n.y] € C¥V andN, = [ng1,...,n4v] € CY*V represents the AWGN
matrix incurred at the relay and the destination nodes gasgely.

Hence, we may readily derive the upper and lower bounds oodhstrained infor-
mation rate of the relaying channel with i.u.d. G&ewordmatrix inputs as

: L,
Coand < minf ——B [1/(C: Y} Y,)].

S T

LS%LTE [14(Cs; YD) + LsirLrE [14(C; Y1) } (4.19)
and
CoRi > min{ - BL(C,i Y,
lej:LrE [1a(Cs; Y )] + Lsf:LTE [1a(C; Y )] } (4.20)
respectively.

Considering a relay channel associated with a perfect setorcelay link, i.e.G,,. =
oo, Where the relay node is very close to the source node andhabt= of perfectly
recovering all the information transmitted from the sounoee, we have

[naX)E[I(CS; Y] Y,)] — oo, {naX)E[I(Cs; Y;,)] — oo, (4.21)
p(Cs,Cr P(Cs,Cr
and

E[I;(Cy; YL Y,)] =2, E[I4(Cs;Y,)] =2, (4.22)

since the 4QAM-based G2 STC is used. Therefore, the CCMCcitgpgper and lower
bounds of (4.11) and (4.12) converge to

L L,
Cé%ohaczp[['%{ T E[ICaY]] + B HCyYih]} @23

Similarly, the lower and upper bounds on the informatioesatonstrained by the i.u.d.

G2 codeword-matrix inputs converge to

2L, L,
L,+L, L,+ L,

Comnd = min{ E [L(Cs YD) + + i —E [1(C; Y])] } (4.24)
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Figure 4.4: The CCMC capacity curve and constrained information rategle@ying Alamouti's

G2 scheme in conjunction witli,, = co andG,.q = 1 aswell asL; = L. for the single-relaying
channel of Fig. 4.1.
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Figure 4.5: The relay channel's CCMC capacity and constrained infoionatate bounds em-
ploying the 4QAM-modulated G2 scheme when the network of Bid is configured with
G, = 8andG,; = 2aswell asl, = L,.

Finally, we reformulate (4.24) as follows

(oL, L. ..
B%JI\FA)(?Z(SNgOOP mln{L 4 L L + L CBCSAC (SN@)

" Clichic (SNR., Gra) | (4.25)

L+L
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where we refer to SNRand SNR as the equivalent SNRat the source and relay, respec-
tively, which are both equal t&,/N,, since they transmit at the same powerrpf Fur-
thermore, SNR is the equivalent overall SNR of the relay-aided networkiclwhs de-
fined by SNR°” = P,/N,. The variableg’s~% andC"% represent the channel capacities
of the direct source-to-destination link and of the relaydestination link, respectively.
Furthermore, the corresponding constrained informateatesr of £/ [[d(CS;Yg,YT)},
E[1,(CsY,)], E [14(Cy; Y1)] and E [1,(C,; Y2T)] can be similarly evaluated with the
aid of Monte-Carlo techniques based on Eq. (9) of [127].

An example is givenin Fig. 4.4 for the single-relay-aidedamelated Rayleigh fading
channel associated with,;, = 1 andL, = L,. Based on Eqgs. (4.23), (4.24) and (4.25),
we characterize the CCMC capacity and the information rabeying the i.u.d. 4QAM-
based GZodeword-matrix-input constraint. The capacity and informatiotesaof the
direct source-to-destination link channel are also dediat Fig. 4.4, where we assume
that the power constraint i, for the direct transmission based benchmarker for the sake
of a fair comparison. We can observe in Fig. 4.4 that the m#dron-rate of the single-
relay-aided channel is exactly the same as that of the dn@tsmission in the low-SNR
regime, but only half of that in the high-SNR regime due torindtiplexing loss at the
half-duplex single-relay-aided system.

Furthermore, we consider a more practical example for aifspeetwork associated
with L, = L, as well as5,, = 8 andG,, = 2 in Fig. 4.5, where the source-to-relay link
is imperfect. The CCMC capacity and the information ratesyoig the i.u.d. 4QAM-
modulated GZodewordmatrix-input constraint are evaluated by the upper andcetow
bounds given in (4.11)-(4.12) and (4.19)-(4.20). We canrs&&g. 4.5 that the lower and
upper bounds converge and exhibit a substantial capadityay&r conventional direct
transmission in the low and medium SNR regimes below a cectaivergence threshold,
which is caused by the geometrical-gain of the relay-tdidason link. On the other
hand, it is observed that the relay channel’s DCMC capasitynly half of the direct
transmission due to a factor éf;—L = 2.0 multiplexing loss in the half-duplex scenario.
The DCMC capacity provides the fundamental limits on thégrarance of a practical
coding/decoding scheme. In Section 4.2.3.2, we will prepas optimal distributed cod-
ing scheme, which is capable of approaching the relay cliarimeits under arbitrary
relay network configuration.

SHere we introduced the terminology of equivalent SN& define the ratio of the signal power at the transmitter
side with respect to the noise level at the receiver sidend$42]. Although this does not have a direct physical
interpretation, it simplifies our discussions.
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4.2.3.2 Joint Code Design for the Source-and-Relay Nodes &al on EXIT Charts

For the sake of analysing the convergence behaviours atiterdecoders employed by
the two-hop relay-aided system, we use two EXIT charts [64] 10 examine the evo-
lution of the input/output mutual information exchangesamen the inner amalgamated
“STC,-URC,” decoder and the outer IRC@ecoder at the relay node, as well as between
the parallel amalgamated “STURC,-IRCC,” decoder and the amalgamated “STC
IRCC,” decoder at the destination node during the consecutivatites. As has been
investigated in [69, 108], a narrow but marginally open EXlifinel between the EXIT
curves of the inner amalgamated “S;FORC,” decoder and the outer IRGCQlecoder

at the relay node indicates that a performance close to fhecitg of the source-to-relay
link could be achieved. Similarly, at the destination nalearrow-but-open EXIT-tunnel
between the EXIT curves of the parallel amalgamated “SURC,-IRCC,” decoder and
the amalgamated “STARCC,” decoder indicates the possibility of achieving decoding
convergence to an infinitesimally low Bit Error Ratio (BER)SINRs close to the relay
channel’s capacity. Therefore, we propose a joint sounceralay mode design proce-
dure for supporting near-capacity cooperative commuiainatas well as for maximizing
the system’s effective throughput, which can be simplifetito EXIT curve matching
problems summarised as follows:

Step 1: Choose a specific average code raidor the IRCC at the source node

and employ the EXIT curve matching algorithm of [61] to obt#ne
optimized weighting coefficients;,i = 1,...,17 of IRCC,, where a
narrow but marginally open EXIT-tunnel between the EXITvas of
the inner amalgamated “ST@RC,” decoder and the outer IRCGe-
coder emerges at the relay node. This implies that a neactgper-
formance may be achieved for the source-to-relay commtioichnk.
Then we store the value of the corresponding transmit pogegprired at
the source node.

Step 2: Choose the same transmit power at the source as stofe@nl Fix
the optimized weighting coefficients,i = 1, ..., 17 of the IRCC ob-
tained inStep lat the source node, perform iterative decoding by ex-
changing extrinsic information between the amalgamatd@C:SURC,”
decoder and the IRCQecoder during’hase lat the destination node,
until the further increase of the arel; under the EXIT curve of the
amalgamated “STCURC,-IRCC,” decoder becomes marginal, then stop
this “inner” iterative decoding process.
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No. of Source Antennad/; 2
No. of Relay Antennas,. 2
No. of Destination Antennad/, 4
Channel long-term path loss + short-term
uncorrelated flat Rayleigh fading
STCs at the Source and Relay STBC [8]
Modulation Scheme 4QAM
Source Coding Rat& 0.5
Geometrical Gain o$-to-r link G, 8
Geometrical Gain of-to-d link G4 2
Frame Length 250 000 bits

Table 4.1: Single-relay-aided Ir-CSTC system parameters. The systmhitecture was shown
in Figs. 4.2 and 4.3.

Step 3: Assume perfectly error-free DF relaying and the same trénsmwer at
the relay as that of the source in the second EXIT chart, wexam-
ines the evolution of the input/output mutual informatiottieanges in
the three-stage iterative decoder of the Ir-CSTC scheme. tidsEXIT
curve matching algorithm of [61] to match the SNR-dependexiT
curve of the amalgamated “STIRCC,” decoder to the target EXIT
curve of the amalgamated “STQRC;-IRCC,” decoder observed in
Step 2 Obtain the maximized average code r&eand the optimized
weighting coefficients?;, j = 1,...,17 of IRCC, when a narrow-but-
open EXIT-tunnel emerges.

In the following part of this section, all the results preteghcharacterize an Ir-CSTC
scheme using the system parameters outlined in Table 4 drewte consider an aver-
age code rate aR, = 0.5 for the outer IRCGC at the source node and the specific relay
network configuration associated with,, = 8 andG,4, = 2, which satisfies Eq. (4.5).
The EXIT chart of the serially concatenated IRGARC,-STBC, scheme of the source-
to-relay link is depicted in Fig. 4.6, wherk, and I indicate the mutual information
between the information bits and thepriori LLR values as well as the corresponding
extrinsic LLR values, respectively. The EXIT curve of the outer IRGfaving optimized
weighting coefficientsy; as shown in the caption of Fig. 4.6 was constructed using the
curve matching algorithm of [61]. As we can see from Fig. 4 &arrow but marginally
open EXIT tunnel emerges for tex 2 source-to-relay communication link. A receive
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Figure 4.6: The EXIT chart curves of the URGG2;, the IRCC with optimized weighting coef-
ficients[ay,...,a17]=1[0,0, 0, 0, 0, 0.327442, 0.186505, 0.113412, 0, 0.0885627.0781214,
0.0962527,0.0114205, 0.0346015, 0.0136955, 0.05001@8] @ IRCC subcodes for thex 2
source-to-relay communication link. The transmittersesmatic is shown in Fig. 4.2 and the
system parameters are summarized in Table 4.1.

SNR of about -2.1 dB is needed in order to attain a decodingezgence to an infinites-
imally low BER. Due to the geometrical-gain of the sourcedtay link, the equivalent
SNR at the source node can be computed as

SNR = SNR" — 10log,,(G,)[dB] , (4.26)

where SNR' is the receive SNR at the relay node. Hence, the minimum:;SiRhe
source node required for the sake of obtaining a near emergerformance at the relay
node is -11.1 dB. As presented in Section 4.2.1, we assurhbdtiathe source and relay
transmit their signals at the same transmit power, hencelibhee the same equivalent
SNR. In order to avoid the potentially high computationahgdexity at the relay node, a
wider-than-necessary EXIT tunrié$ created in the EXIT chart of Fig. 4.6 at the receive
SNR of -1.0 dB at the relay node, which corresponds to an atgnv SNR of -10 dB
based on Eg. (4.26) at both the source and relay nodes. Adyctesen in the EXIT

A ‘wider-than-necessary’ EXIT tunnel indicates the po#iibof reaching the convergence (1.0, 1.0) point for
fewer iterations, which involves lower complexity.
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Figure 4.7: The EXIT chart curves for the URGG2;, the IRCC with the same optimized
weighting coefficientsd;, ..., a17] =[0, 0,0, 0, 0,0.327442,0.186505,0.113412, 0, 0.0885527
0,0.0781214,0.0962527,0.0114205, 0.0346015, 0.013698500168] and 17 IRCC subcodes
for the source-to-destination link in non-cooperativensréd where the SN denotes the re-
ceive SNR of the source-to-destination link. The transrgtschematic is shown in Fig. 4.2 and
the system parameters are summarized in Table 4.1.

chart of Fig. 4.8 at the destination node, after 5 “innertatmns between the IRCC
decoder and the amalgamated “STBARC,” decoder, the increase of the arég under
the amalgamated “STBAURC;-IRCC,” decoder becomes marginal. Hence, we fix the
number of “inner” iterations td¢ = 4 at the destination node. Following the design
procedure above, we obtain the resultant matching EXITectowthe Ir-CSTC scheme in
Fig. 4.8, where the IRCChas the optimized weighting coefficients and a maximized
average code rate d?, = 0.5, hence we havé,, = L,. Itis clearly seen in Fig. 4.8
that a narrow-but-open EXIT-tunnel emerges, which indisahe possibility of achieving
decoding convergence to an infinitesimally low BER at negracity SNRs for the Ir-
CSTC scheme. This prediction is verified in Fig. 4.8 by pfatihe corresponding Monte-
Carlo simulation-related decoding trajectory, which iedeeaches the (1.0,1.0) point of
the EXIT chart. On the other hand, since the code fatef the relay’s IRCC has been
maximized by the joint source-and-relay mode design preeedhe Ir-CSTC scheme
achieves a maximum effective throughputﬂf;—LrRslogzzl = 0.5 bit/s/Hz, when the
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Figure 4.8: The EXIT chart curves for the IRCEURC,-G2, with various “inner” iterations,
the IRCG.-G2,. with IRCC, having optimized weighting coefficien{g,, ..., 3:7] = [0, 0, O,

0, 0.233115, 0.0158742, 0.292084, 0.220065, 0.0151108, 0, O, 0, O, 0, 0.22375] and 17
SNR-dependent IRCEG2,. subcodes. The subscript of IRC@enotes the number of “inner”
iterations between the IRCGnd “G2-URC,” decoders and the SNRepresents the equiva-
lent SNR at both the source and relay nodes. The transmétteiver schematics are shown in
Figs. 4.2 and 4.3, respectively, and the system parametessimmmarized in Table 4.1.

4QAM-modulated G2 scheme is employed.

4.2.4 Simulation Results and Discussions

In this section, we present the BER versus equivalent SNiRipeance of both the perfect
and imperfect relaying aided Ir-CSTC schemes as well aoftehon-cooperative serial
concatenated IRCC-URC-STBC scheme in Fig. 4.9. For theSIFC scheme, according
to the trajectory predictions seen in Figs. 4.6 and 4.8, thaber of decoding iterations
between the IRCCdecoder and the amalgamated “STBIRC,” decoder was fixed to

I" = 13 at the relay node. At the destination node, the number oféfithdecoding it-
erations was fixed td? = 4, while the number of “outer” decoding iterations between
the parallel amalgamated “STBQRC,-IRCC,” decoder and the amalgamated “STBC
IRCC,” decoder was fixed td¢ = 17. On the other hand, for the non-cooperative serial
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Figure 4.9: BER versus equivalent overall SNR performance of both pedad imperfect re-
laying Ir-CSTC and non-cooperative IRCC-URC-G2 schemea foame length of 250 000 bits,
where the cooperative network is configured with. = 8 andG,.; = 2 as well asL; = L,
and the non-cooperative system is equipped with two transnd four receive antennas. The
transmitter/receiver schematics are shown in Figs. 4.24aBdind the system parameters are

summarized in Table 4.1.

concatenated IRCC-URC-STBC scheme, we employ an outer JRGICh has the same
weighting coefficientsy; as that of the IRCCin the cooperative system. The EXIT chart
for the non-cooperative IRCC-URC-STBC scheme is showngn &i7, where a harrow-
but-open tunnel emerges at a receive SNR of about -5.3 dBatdktination node. For
comparison, the number of decoding iterations exchangitrqneic information between
the outer IRCC decoder and the inner “STBC-URC” decodereémibn-cooperative sce-
nario was fixed td,,,,, = 13 as well.

As seen in Fig. 4.9, the Ir-CSTC scheme outperforms the ooperative IRCC-
URC-STBC scheme by approximately 5.1 dB in terms of the meguequivalent SNR,
which corresponds to a 3 dB lower value of 2.1 dB in termaZpfN, due to a factor
two multiplexing loss in the half-duplex Ir-CSTC scheme. fBa other hand, the perfor-
mance of the perfect relaying-aided Ir-CSTC scheme mattieeSXIT chart predictions
of Fig. 4.8, while the imperfect relaying-aided Ir-CSTC snfe performs similarly to
the perfect relaying scheme. This is due to the fact thatdliece information becomes
near-error-free at the relay node after a sufficiently higmher of decoding iterations.
Furthermore, it is clearly shown in Fig. 4.9 that the Ir-CS3&eme is capable of per-
forming within 1.4 dB of the corresponding relay channelSNAC capacity.
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4.3 Twin-Relay-Aided Cooperative Communications

4.3.1 Twin-Relay-Aided Network Model
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Figure 4.10: System model for the successive relaying aided networkyevtie interference
between the relays is negligible. This may be contrastebesingle-relay based architecture of
Fig. 4.1.

In this section, we consider the four-terminal successalaying aided network of
Fig. 4.10, where a single sourees equipped withV, antennas, and intends to commu-
nicate with the destinatios having N; antennas. The two relays andr, are equipped
with N,, andN,, antennas, respectively, and each relagan be either a mobile user or
a fixed relay. Compared to the conventional single-relag@ischeme of Section 4.2.1,
it is clearly seen that one additional relay is required topgut the successive relaying,
which potentially increases the overall infrastructurstcélowever, this can be avoided,
when the relays are constituted by inactive mobile users.stAted in Section 4.2, to
obey the realistic limitations of practical transceiveisnodes in the successive relaying
network obey the half-duplex constraint as well. Furtheemwe consider a similar sce-
nario to that of [144], where the relays were said to have kweterconnections”. In our
case, the interference between the relays is considereel nedligible compared to the
desired signal power, especially when no line-of-sight fl@ansmission exists among
the relays. Similarly, we model the communication linksixn the nodes of Fig. 4.10
as being subjected to both free-space path loss as well asctoralated Rayleigh fad-
ing, except for the link between the relays. The proportige@metrical-gain [142] for
the source-to-relay (SR) links and the relay-to-destoma(RD) links with respect to the
source-to-destination (SD) link are denoted®y, , G, andG,., 4, G4, respectively. In
this section, we also assume that the relays are closer teotiree than to the destina-
tion®, while both the source and relays are far away from the dasim, namely we have
G, > Grg, i =1,2.

8In [145] and [146], the effects of relay position were inigated and the authors considered the benefits of power

allocation as a countermeasure.
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4.3.2 Successive Relaying Protocol Description
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Figure 4.11: Frame structure of the successive relaying scheme of Hi@, 4olid box for trans-
mitted signal, dashed box for received signal and dottedtoiile status.

We split the source transmissions into different identleath frames. As illustrated
in Fig. 4.10, the transmission scheduling of the successiaging protocol can be de-
scribed as follow% In Phasel of Fig. 4.10(a),s transmits frame 1r, listens tos; r,
remains silent and receives frame 1 froms. In Phase2 of Fig. 4.10(b),s transmits
frame 2;r; decodes, re-encodes and forwards frame listens tos andd receives frame
1 fromr; and frame 2 frons. By contrast, during?hase3 seen in Fig. 4.10(c)k trans-
mits frame 3, decodes, re-encodes and forwards frameg #stens tos andd receives
frame 2 fromr, and frame 3 frons. This progress is repeated in this manner uplise
N. In Phase(N + 1), s andr; (or ;) keep silent. Them, (or ;) decodes, re-encodes
and forwards frameéV, while d receives frameV from r, (or ;). The frame structure of
the successive relaying scheme is further illustratedgn 4il1. It is clearly seen that in
our successive relaying schema&,{ 1) communication phases are required to con¥ey
frames of information with the aid of two relays. Hence, tlffeciency of classic direct
transmission is approached, provided thats sufficiently high. The vector hosting the
received signal at the relay can be formulated as:

yTi = V GSTZ'HSTZ'CS + nm' (4.27)

By contrast, the signal vector received at the destinatidaring the first and last trans-
mission phase can be expressed as:

Ya = V Gsstdcs + ng, (428)
and
Ya = GridHride + ng, 1=1 0r2, (429)

%In this contribution, we only consider the scenario, whéeetivo relays are always active in assisting the source.
The cooperative systems, where the relays are not alwayecating are investigated in [44] and [147].
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respectively, while the signal received Byrom s during the intermediate phase is con-
taminated by the interfering signals received from theyeddnich is formulated as:

Ya= vV GsstdCs + V GderidCri + ng, =1 0r27 (430)

wherey,, = [y,1,.-.,yn.n, )" is the N, -element vector of the signals received at relay
r;. Furthermorey, = [y41,...,van,]” iS the Ny-element vector of the signals received
at the destination, whilél,,, ¢ CV:*N:) H,; € CNe*Ns andH,,; € CNo*Ni are the
corresponding channel matrices having independent amdicddy complex Gaussian
distributed elements with a zero mean and a variance of 0.8ipension. Furthermore,
Cs = [Co1, - o] @NdC,, = [¢p1,. .., ¢, N, |7 are theN,-element vector of the sig-
nals transmitted from the soure@nd the/N,,-element vector of signals transmitted from
the relayr;, respectively. For a fair comparison with the conventiaagle-relay-aided
system of Section 4.2, in this section we assume that thes@mnd relays transmit at
the same poweF,/2. Finally,n,, = [n,, 1, ..., 7, n,]" @andng = [ng1, ..., n4n,]" are
the correspondingy,,-element andV,-element AWGN vectors, both with each element
having a zero mean and a variance\gf/2 per dimension.

4.3.3 Irregular Cooperative Space-Time Coding for Successe Relaying Network
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Figure 4.12: Schematic of the generalized Ir-CSTC encoder for the ssaeeselaying aided
network. The decoder’'s schematic can be found in Fig. 4.18levthe corresponding single-
relay based transmitter may be contrasted by observingiEyg.

In Section 4.2, we have proposed a novel Ir-CSTC schemeddhtiee-terminal relay-
aided network. In this section, we will extend this Ir-CSTeheme for the four-terminal
successive relaying aided network, which will be shown icti®ea 4.3.4 to be capable of
approaching the DCMC capacity limit for the successiveyiai@channels.
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4.3.3.1 Distributed Encoding at the Source and Relays

As seenin Fig. 4.12, at the source of the four-terminal ssgige relaying aided network,
we use a same three-component serial concatenated IRCCSITRGcheme. At both of
the two relays, the same two-component serial concatenB®@-STC scheme is em-
ployed for the successive relaying aided network consglarehis contribution, where
the IRCCs at the relays may have different coding rates andghiieg coefficients de-
pending on the different relay topologies, and will asssiruattaining a near-capacity
performance, as in Section 4.2.2. Since the frames tratesiréind relayed from the
source and relays have the same frame length, as seen in Figwk choose the same
average code rate for the different IRCCs used at the souctestays of the twin-relay
aided network, namely we have, = R,, = R,,. Note that there is no interference be-
tween the two relays during any of their transmission phassedetailed in [144]. Hence,
no interference suppression is needed at the relays, asrsEgn 4.12. However, at the
destination, except for the first and last phase, suppmessithe interference becomes a
potential problem, which will be detailed in the next suliget

4.3.3.2 SIC-Aided Iterative Decoding at the Destination

, e(uz) Lig(cr) : R
] 3) Y 2J -1 : Lip(u1), | u
| Iterative|Ls ,(co) (Z%J LT ] g (1]) 3 e j: !
< SIC ANq RC5 RCCS . =
| Detector Decoder|4 N &« Decoder |1 1,(111):)R S
. S . <+
: Lo o(u2)  Lie(cr) Lip(er) : ruLl el(uy) g,
:Phase n: STC,-URC,-IRCC, Decoder ’ S | ’ =
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. . Q‘NQ‘
Y | Iterative|L, (é) (4f 3 Ly p(i11) ‘
T sIC 5 pRoCr ]
1 Detector Decoder |

iPhase n+1: STC,,-IRCC,, Decoder

Figure 4.13: A frame-by-frame SIC aided iterative decoder of the geriezdllr-CSTC scheme
of Fig. 4.12 at the destination. The corresponding singlayrbased decoder may be contrasted
by observing Fig. 4.3.

In contrast to the iterative decoder of the conventionajlsinelay-aided network of
Section 4.2.2.2, Fig. 4.13 illustrates our novel framehiayne successive interference
cancellation (SIC) aided iterative decoder designed fergtaneralized Ir-CSTC scheme
of the successive relaying aided network. The SIC aidedtiterdecoder of Fig. 4.13 has
two distinctive parts. Except for the first and last phasdef(tv + 1)-phase relaying pro-
tocol, in each intermediate phase, the destination firg teeiterative SIC algorithm [76]
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to separate the signals received from the source and ref@ysexample, irPhasen of
Fig. 4.13, the destination receives the signals of frames (1) andn from the relay
rj, 7 = 1 or 2 as well as from the sourcg respectively. It first detects the signals of
frame (. — 1) using SIC, while treating the signals of frameas interference. After frame
(n — 1) is detected, the destination subtracts it from the recesignals and proceeds to
detect framen. As discussed in Section 2.6 of Chapter 2, after a sufficientlver of
SIC iterations near-optimum performance may be achievelldth frames#§ — 1) andn.
After the iterative SIC operations, the appropriately sefe signals of framex(— 1) re-
ceived from the relay; are used in the ensuing iterative decoding process of Fig.iA.
conjunction with the detected signals of frame1) received from the sourcein Phase
(n — 1). The detected signals of frameare then decoded by the UR@ecoder seen in
the middle of the top part of Fig. 4.13 in order to produce ahgriori Log-Likelihood
Ratio (LLR) valuesL, ,(c;) of the coded bitg; by the Maximum A-posteriori Probabil-
ity (MAP) algorithm [89]. The IRCC decoder seen at the top right of Fig. 4.13 processes
the information forwarded by the URQ@ecoder in conjunction with tha priori LLR
valuesL, ,(u,) of the information bits:; gleaned by the “STGIRCC,” relay-decoder in
order to generate theeposterioriLLR valuesL, ,(u,) andL, ,(c; ) of the information bits
u; and of the coded bits,, respectively. As seen in Fig. 4.13, theriori LLRsS L, ,(¢)
are subtracted from tha posterioriLLR valuesL; ,(c;) and then they are fed back to
the URC decoder as tha priori information L, ,(us) through the interleaver,. We
term this information-exchange process seen in the toe waé&ig. 4.13 as the “inner”
iteration. Similarly, during the “outer” iterations, tteepriori LLR valuesL, ,(u;) fed
into the IRCC decoder are also subtracted from ¢hposterioriLLR valuesL, ,(u;) for
the sake of generating the extrinsic LLR values.(u;), as seen at the top right corner
of Fig. 4.13. ThenL, .(u,) is passed to the amalgamated “STIRCC,” relay-decoder
as thea priori information L, ,(u,) through the interleaver, in conjunction with the
signals received from the relay, i = 2 or 1 duringPhase(n + 1) in order to compute
the a posterioriLLR values L, (i) of the permuted information bitg,. As seen in
Fig. 4.13, the extrinsic informatioh, . (%, ) is generated by subtracting theriori infor-
mation L, (%) from thea posterioriinformation L, , (i, ), beforeL, .(4,) is fed back
to the IRCC decoder as tha priori informationZ, ,(u;) through the de-interleaver .
During the last “outer” iteration, the LLR valuds ,(u,) of the original information bits
up are passed to the hard-decision block of Fig. 4.13 in ordestionate the source bits.

Similarly, in the subsequehase(n + 1), the signals of frame received from the
relay r; and frame ¢ + 1) received from the sourceare detected consecutively by the
iterative SIC algorithm at the destination. The detectgdals of framen are passed to
the amalgamated “ST,GIRCC,,” decoder and are used in the ensuing iterative decoding
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process. The separated signals of frame- (1) will then be used in the subsequent three-
stage iterative decoding process in conjunction with tHeated signals of frameu(+ 1)
in Phase(n + 2). This process continues, until the last frame is decoded.

4.3.4 Near-Capacity Coding Design

As presented in [70], the proposed Ir-CSTC scheme is capdinlear-capacity coopera-
tive communications in the context of a conventional singlay-aided network. In this
section, we will demonstrate that our general Ir-CSTC sehismalso capable of achieving
decoding convergence to an infinitesimally low Bit ErroriB4BER) at Signal-to-Noise
Ratios (SNRs) close to the DCMC capacity limit (constrainmgdrmation rate) of the
successive relaying channel. We first derive the upper andrlbounds of the CCMC
capacity as well as the constrained-information-rate deuor the successive relaying
system, when employing Alamouti’s STBC scheme [8], as tetan Section 4.3.4.1.
Then, the EXIT chart based joint source-and-relay modegdesill be carried out in
Section 4.3.4.2. In Section 4.3.4.3, the EXIT chart analgdia specific example will
be given to demonstrate the proficiency of the code desigoepioe proposed in Sec-
tion 4.3.4.2.

4.3.4.1 Capacity and Information-Rate Bounds

Referring to the transmission frame structure of Fig. 4tthé&,transmission arrangement
of our twin-relay-aided successive relaying network canrbated as a superposition of
the transmissions of two half-duplex three-terminal neksd132] minus a single direct

source-to-destination link, provided that the number afifes is sufficiently high. Hence,

according to Egs. (4.9) and (4.10), we may readily derivaughyger and lower bounds on
the CCMC capacity of our successive relaying channel as

CEe < max {min{; el v+ LB ezviie,)

p(cs yCrq1,Crg )

[ 1 )
SE[ICHYN] +5B [1C2 i Y]]

e 1
+ mln{2 [ (Cl Yda 7”2)} + §E [I(Cgayd2|cr2)} )

L 1 )
SE[ICHYN] +5B [1C2 Ci Y]] |

- F [I(Cs; Yd)]}

(4.31)
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and

(&> max ){min{; 1Y, + 5 [1C V210

p(037cr1 sCro 2
1. 1 2
B [1(CHY)] + 5B [1(C2 Civ)] |

+min{; [1(CLY,,)] + ;E[ (CLYZC)],

1 1
B1(CHY)] + 5B [1(C2 CuiY)] |
(4.32)
, Cl, 1%t time slot Y}, 1%timeslot
respectively, wher€’, = andY; = . Since
C2, 2" time slot Y?, 27dtime slot

the signalg’; and C,. are independent of each other in most practical scenadddl )
and (4.32) can be simplified to

.1 1
cré"c":zc<Mngaxw){mm{2 [H(CEYE Y] B G |

.l 1
+m|n{2 [1(CL; Yy, 7«2)],5

[1(C2,C,y3Y, >]}}
(4.33)

and

1

Clome > max ){min{%E [I(CLY,)] . =E [1(C2,C, Y, )}}

p(0370r1 »Cro

+min{%E [1(ChY,,)] ; [1(C2,C,s Y, )]}},
(4.34)

respectively.

Similarly, we also evaluate the information-rate boundstfe successive relaying
channel in conjunction with i.u.d. discrete inputs. Thixg tipper and lower constrained
information-rate bounds are given by

Co0 : 1 1
C'DCI\F/I)C < mln{2 [ (Cl }/;l7 7‘1)] ) 2 [ (Cz CTlJ )]}

—len{; |: (Cl }/;la rz)} 7; [ (02 Crza )}}
(4.35)
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and
1 1
CE8he 2 min{ 5B [1Li(CL: Y] 5B [1(C2. Coi YD) |
1

+min{5E[fd<c;;n2>},2 [1(C2,Crs V)] |
(4.36)

respectively.
In this section, we also employ Alamouti’'s 4QAM-based G20k at both the source
and two relay nodes, where the network model is configureld Mjt= 2, N,, = N,, = 2

andN,; = 4, as shown in Figs. 4.12 and 4.13. Based on Egs. (4.27) an@)(4h& signal
received at the relay nodeduringV = 2 consecutive symbol periods can be written as:

Yr =V GsmHsriCs + Nria (437)

and except for the first and last phase, the signal receivtatestination node during
V' = 2 consecutive symbol periods in the intermediate phase canitien as:

Yd =V GsstdCs + V GridedCri + Nd> (438)
respectively, wher&y,, = [y,.1,...,ynv] € CV*V andYy = [ys1,...,yav] €

CNexV are the matrices hosting the sampled signal received atelag noder; and
the destination node, respectively. Furthermd®e, = [c,1,...,csv] € C¥*V and

C,, = [cr1,--,¢v] € CY*V represent Alamouti's G2 matrices characterizing the
transmissions of the source and refaywhile N,, = [n,,1,...,n,, ] € C¥:*V and
Ny =[ngy,...,ngy] € CVe*V represents the AWGN matrix incurred at relayand the

destination, respectively. Hence, the Glewordmatrix-input constrained information-
rate bounds of (4.35) and (4.36) are given, respectively, by

Cins? < mind LB [1(CL Y3 Y] 5B [1(C2 G Y]}
+ min{%E [1(CL YL Y,,)] %E [1,(C2,C,,; Yﬁ)]}
(4.39)
and

O > mind JF [1(CL Y.,)] 3B [1(C C.,y YD) |

+ mln{%E [[d(civ Yrg)} ) %E [Id(cgv Cm; Yczl)} }
(4.40)

When we consider a relay channel associated with perfecteda-relay links, i.e.
G, = oo, where the relay nodes are very close to the source node anthpable of
perfectly recovering all the information transmitted frdine source node, we have

max E[I(Cs; Yy, Y,)] — oo, max E[I(Cs;Y,)] — oo, (4.41)

p(CS 7CT') p(CS 707‘)
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Figure 4.14: The CCMC capacity curve and constrained information ratgsleying Alamouti's
G2 scheme in conjunction witt¥,,, = Gs,, = oo andG,,q4 = G,,q = 1 for the successive

relaying channel of Fig. 4.10. The corresponding singlayrdased capacity curves may be
contrasted by observing Fig. 4.4.

and
E[Id(cs§ YdaYr)] =2, E[Id(cs§ Yr)] =2, (4.42)

since the 4QAM-based G2 STC is used. Therefore, the CCMCcigpgper and lower
bounds of (4.33) and (4.34) converge to
1 1
Cedhe = max {SB[1(C2.0:¥)] + 3B [ICLC YD) | (443)

Similarly, the lower and upper bounds on the informatioesatonstrained by the i.u.d.
G2 codeword-matrix inputs converge to

1 . (1
Coand = min{ 5B [1,(C2, €, Y] 1} +min S B [1(C2 €, YD) .1} (4.44)
Finally, we reformulate (4.44) as follows
CESASNR™) = mind ~Cgaus (SNR, SNR?, G ) 1}
+min{ 05229 (SNR, SNR2, Gi,a) | 1}(,4.45)

where the equivalent SNRSNR* and SNR? at the source and relays are all equal to
Py/2N,, since they transmit at the same powerHf2, as stated in Section 4.3.2. On the
other hand, the equivalent overall SNR of the successiagiregd aided network is defined
by SNR°”? = P,/N,. The variablesCs"~% and C>~9 represent the corresponding
multiple-access channels’ capacities, which can be silypitomputed with the aid of
Monte-Carlo techniques based on Eq. (11) of [76].
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Figure 4.15: The CCMC capacity curve and constrained information ratgseying Alamouti's
G2 scheme in conjunction wittv,,, = G4, = 8 andG,,4 = G,,q = 2 for the successive
relaying channel of Fig. 4.10. The corresponding singlayrdased capacity curves may be
contrasted by observing Fig. 4.5.

In Fig. 4.14, we quantify the capacity of the successiveyietpaided uncorrelated
Rayleigh fading channel associated with ;, = G,,; = 1. More explicitly, based on
Egs. (4.43), (4.44) and (4.45), we characterize the CCM@a#apand the information
rates obeying the i.u.d. 4QAM-based Gileword-matrix-input constraint. The capac-
ity and achievable information rates of the direct soutcedstination link channel are
also depicted in Fig. 4.14, where we assume that the totaépownstraint isF, for the
direct transmission based benchmarker for the sake of adaiparison. We can observe
in Fig. 4.14 that the attainable information-rate gain ibsantial and the factor two
multiplexing loss imposed by creating a separate transnatraceive slot is recovered
compared to the classic direct transmission scheme.

Furthermore, we consider a more practical example for aifspeetwork associated
with Gy, = G4, = 8 andG,,q, = G,,q = 2 in Fig. 4.15, where the source-to-relay
links are imperfect. The CCMC capacity and the informatiates are evaluated by the
upper and lower bounds given in (4.33)-(4.34) and (4.39g¥ In this scenario, we can
see in Fig. 4.15 that the lower and upper bounds convergeeitotihand medium SNR
regimes below a certain convergence threshold. Next, wiesiwilw in Section 4.3.4.3
that the optimized cooperative coding scheme is capabler®mning near-perfectly at
the relay nodes, despite having imperfect source-to-elag. The substantial capacity
gains shown in Fig. 4.15 may be achieved by using succesdaymg techniques instead
of classic direct transmissions, partially, because thefadwo multiplexing loss of [70]
is recovered.
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4.3.4.2 Joint Code Design for the Source-and-Relay Nodes

For the sake of near-capacity cooperative communicatiotieisuccessive relaying aided

network in this section, we generalize the joint source-aay mode design procedure

of Section 4.2.3.2 to suit our four-terminal network of Fgl0, which is summarised as

follows:

Step 1:

Step 2:

Step 3:

Step 4:

Choose a specific average code rAtér the IRCC at the source and
employ the EXIT curve matching algorithm of [61] at the redag or-
der to obtain the optimized weighting coefficients: = 1,...,17 of
IRCC,, where a narrow but marginally open EXIT-tunnel is created b
tween the EXIT curves of the inner amalgamated “STRC,” decoder

of Fig. 4.13 and the outer IRCGlecoder at the relays. This implies that
a near-capacity performance may be achieved for the SR. liken
we store the value of the corresponding transmit power reduat the
source.

Choose the same transmit power at the source as stof&@inl Fix

the optimized IRCC weighting coefficientsy;,7 = 1,...,17 obtained

in Step 1at the source. Then perform iterative decoding by exchangin
extrinsic information between the amalgamated “STRC,” decoder

of Fig. 4.13 and the IRC(ecoder at the destination, until the further in-
crease of the ared under the EXIT curve of the amalgamated “STC
URC,-IRCC,” decoder of Fig. 4.13 becomes marginal. Then stop this
“inner” iterative decoding process.

Assume perfectly error-free DF relaying and the same trénsmwer at
the relayr, as that of the source in the second EXIT chart, which exam-
ines the evolution of the input/output mutual informatiottieanges in
the three-stage iterative decoder of the Ir-CSTC scheme tidsEXIT
curve matching algorithm of [61] to match the SNR-dependexiT
curve of the amalgamated “STGIRCC,,” decoder of Fig. 4.13 to the
target EXIT curve of the amalgamated “SFORC,-IRCC,” decoder
observed irStep 2 If an open EXIT-tunnel fails to appear, increase the
transmit power at both the sourgand the relay-, until a narrow-but-
open EXIT-tunnel emerges. Obtain the optimized weightmefiicients
Bj,3=1,...,17of IRCC,,.

Repeat the operations outlinedStep 3for relayrs.
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Source Antennas NaV 2
Relayr; Antennas No.V,, 2
Relayrs Antennas No.V,., 2
Destination Antennas NaV, 4
Channel long-term path loss + short-term

uncorrelated flat Rayleigh fading

STCs at the Source and Relays STBC [8]
Modulation Scheme 4QAM
IRCC; Coding RateR; 0.5
IRCC,, Coding RateR,, 0.5
IRCC,, Coding RateR,., 0.5
Geometrical Gain of-to-r link G, 8
Geometrical Gain o§-to-r; link Gy, 8
Geometrical Gain of-to-d link G, 4 2
Geometrical Gain of,-to-d link G4 2
Frame Length 250 000 bits

Table 4.2: Twin-relay-aided Ir-CSTC system parameters. The cornedipg transmitter and
receiver schemes are portrayed in Figs. 4.12 and 4.13.

Step 5: Finally, choose the higher of the two transmit power valubtaimed
in Step 3andStep 4as the ultimate transmit power at the source and
relays.

4.3.4.3 EXIT Charts Analysis

In this section, we present simulation results for the tvélay-aided Ir-CSTC scheme of
Fig. 4.12 using the system parameters outlined in Table\Weconsider the same aver-
age code rate of 0.5 for the IRCCs at the source and relaysharspecific successive
relaying aided network geometry associated With, = G, = 8 andG,. 4 = G,,q = 2.
Hence, the effective network throughputfv}%RlogzzL ~ 1.0 bit/s/Hz, when 4QAM is
employed and provided that the number of framésgs sufficiently high. Since the net-
work is geographically symmetrical, for simplicity we wilbt differentiate the relays,
andr,. Fig. 4.16 depicts the EXIT chart of the serial concaten#R&iC,-URC,-STBC,
scheme of the SR link. The EXIT curve of the outer IRG@ving optimized weighting
coefficientsa; was constructed using the curve matching algorithm of [&1$f@own in
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Figure 4.16: The EXIT chart curves of the URGG2;, the IRCC with optimized weighting coef-
ficients oy, ...,047] =[0, 0,0, 0, 0, 0.327442,0.186505, 0.113412, 0, 0.0885620.0781214,
0.0962527,0.0114205, 0.0346015, 0.0136955, 0.05001618] 2 IRCC subcodes for the & 2)
SR link where the SNR is the receive SNR at the relay. The transmitter’s schersaslown in
Fig. 4.12 and the system parameters are summarized in T2ble 4

Fig. 4.16 and the Monte-Carlo-simulation based decodiagdttories are computed for
a frame length of 250 000 bits. As seen from Fig. 4.16, a nabotvmarginally open
EXIT tunnel emerges for the2(x 2) SR communication link. A receive SNR of about
-2.1 dBis needed in order to attain a decoding convergenrae ittfinitesimally low BER.
Hence, according to Eg. (4.26) the minimum SNfthe source required for the sake of
obtaining vanishingly low BERs at the relay is -11.1 dB. &ime assume that the source
and relays transmit at the same power, we have 3RR- SNR' = SNR.. Following
the design procedure of Section 4.3.4.2, a ‘wider-tharessary’ EXIT tunnel is created
in the EXIT chart of Fig. 4.16 at the receive SNR of -0.7 dB a thlay, which corre-
sponds to an equivalent SNR of -9.7 dB based on Eq. (4.26)easdhrce and relays.
Accordingly, it is clearly seen in the EXIT chart of Fig. 4.47the destination that after
5 “inner” iterations between the IRCGlecoder and the amalgamated “STBIRC,”
decoder, the increase of the aréa under the amalgamated “STBORC,-IRCC,” de-
coder’s EXIT curve becomes marginal. The resultant matcBXIT curve of the amalga-
mated “STBC-IRCC,” decoder is shown in Fig. 4.17, where the IRQtas the optimized
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Figure 4.17: The EXIT chart curves for the IRCEURC,-G2; with various “inner” iterations,
the IRCG.-G2,. with IRCC, having optimized weighting coefficien{g,, ..., 3:7] = [0, 0, O,

0, 0.233115, 0.0158742, 0.292084, 0.220065, 0.0151108, 0, O, 0, O, 0, 0.22375] and 17
SNR-dependent IRCEG2,. subcodes. The subscript of IRC@enotes the number of “inner”
iterations between the IRC@Gnd “G2,-URC,” decoders and the SNRepresents the equivalent
overall SNR of the successive relaying aided network. Thedmitter/receiver schematics are
shown in Figs. 4.12 and 4.13 and the system parameters areamiged in Table 4.2.

weighting coefficients;, as summarized in Fig. 4.17. Similarly, as discussed in, {he]
‘narrow-but-open’ EXIT-tunnel of Fig. 4.17 indicates thegsibility of achieving decod-
ing convergence to an infinitesimally low BER at near-cafyaBNRs for the I--CSTC
scheme in the successive relaying aided network. This @rediis verified in Fig. 4.17

by plotting the corresponding Monte-Carlo simulationdxhgecoding trajectory, which
indeed reaches the (1.0,1.0) point of the EXIT chart. Funiioee, we also plot the EXIT
curves of the amalgamated “STBORC,-IRCC,” decoder inPhasel and the amalga-
mated “STBG-IRCC,” decoder inPhase(N + 1) in Fig. 4.17, respectively. Since the
tunnels inPhasel andPhase(/V + 1) are wider, the trajectories can traverse through the
tunnels at a reduced number of iterations to reach the (D)Jbint.
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Figure 4.18: BER versus equivalent overall SNR performance of both pedad imperfect
relaying aided Ir-CSTC schemes in the successive relayithgdanetwork for a frame length
of 250 000 bits, while the performance of the non-coopeeatiistem is also depicted here for
comparison. The transmitter/receiver schematics aremsitowigs. 4.12 and 4.13 and the system
parameters are summarized in Table 4.2.

4.3.5 Simulation Results and Discussions

In this section, we characterize the BER versus equivalestatl SNR performance of
both the perfect and imperfect relaying aided Ir-CSTC saweimthe successive relaying
aided network as well as that of a non-cooperative IRCC-L8I®BC scheme in Fig. 4.18.
According to the trajectory predictions seen in Figs. 4.4 4.17, for the cooperative
space-time coding scheme, the number of decoding itesalietween the IRCQlecoder
and the amalgamated “STB@RC,” decoder was fixed té” = 11 at the relays. At the
destination, the number of “inner” decoding iterations Viasd to /¢ = 5, while the
number of “outer” decoding iterations between the paraltedlgamated “STBECURC, -
IRCC,” decoder and the amalgamated “STBIRCC,” decoder was fixed té? = 11. On
the other hand, for the non-cooperative serial concatdN&®&€C-URC-STBC scheme,
we employ an outer IRCC, which has the same weighting coeffistv; as that of the
IRCC, in the cooperative system. The number of decoding iteragschanging extrinsic
information between the outer IRCC decoder and the inneBGURC” decoder was
fixed to 1,,,, = 11 as well. It is clearly seen in Fig. 4.18 that the performantéhe
perfect relaying-aided scheme matches the EXIT chart gtieds of Fig. 4.17, while
the imperfect relaying-aided scheme performs similarlyhi perfect relaying scheme.
This is due to the fact that the source information is deteetghout decoding errors
after a sufficiently high number of decoding iterations & tblays. On the other hand,
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the Ir-CSTC scheme employed in the successive relayingl aidievork outperforms the
non-cooperative serial concatenated IRCC-URC-STBC sehgymabout 2.2 dB, while

maintaining the same effective throughput. As portraydelgn4.18, the Ir-CSTC scheme
is capable of performing within 1.5 dB of the correspondingcessive relaying channel’s
DCMC capacity.

4.4 Chapter Conclusion

In Section 4.2, we proposed an Ir-CSTC scheme designed &raagpacity communi-
cations in the conventional single-relay-aided networdnsm Figs. 4.2 and 4.3. The
encoding and decoding processes of Figs. 4.2 and 4.3 of thet meCSTC scheme were
specified in Section 4.2.2, where we employed a serially a@mated three-component
IRCC-URC-STBC scheme at the source and a two-component &K at the relay.
In Section 4.2.3.1, we derived the CCMC capacity and thetcaingd information-rate
bounds of Alamouti’'s G2 scheme for the half-duplex singllay channel of Fig. 4.5. A
joint source-and-relay mode design procedure designddtigtaid of EXIT charts anal-
ysis was proposed in Section 4.2.3.2 for the sake of findiaggtimal Ir-CSTC scheme,
which performs closest to the single-relay channel’s caypas well as achieves the max-
imum effective throughput as an extra benefit of the joint enddsign procedure. The
numerical results seen in Fig. 4.9 of Section 4.2.4 dematestrithat the joint source-and-
relay mode design based on EXIT chart analysis is capableafecapacity cooperative
communications in the single-relay-aided network.

Furthermore, in Section 4.3 an extended Ir-CSTC scheme twdged in the context
of the twin-relay aided network of Fig. 4.10 in which the sessive relaying protocol
was employed. The factor two multiplexing loss of the siaglkay-aided network was
recovered by the successive relaying protocol, althoughwias achieved at the cost
of an additional relay. Similarly, the CCMC capacity and tomstrained information-
rate bounds of Alamouti’'s STBC scheme were derived for tleesssive relaying aided
schemes of Figs. 4.11 and 4.12 in Section 4.3.4.1. It was'oddén Figs. 4.14 and 4.15
that the factor two multiplexing loss of the single-reldagleadd network may be recovered
by the successive relaying protocol with the aid of an addél relay, which is more
practical than the assumption of a full-duplex system. Témegalized joint source-and-
relay mode design procedure advocated relies on the progwseedure of finding the
optimal cooperative coding scheme, which performs closi¢ocapacity limit, in the
context of twin-relay-aided network, as demonstrated ByBER performance results of
Fig. 4.18 discussed in Section 4.3.5.
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Figure 4.19: The CCMC capacity curve and constrained information rafdsoth the single-
relay-aided and twin-relay-aided networks in conjunctioth the network geometries @¥,,. =
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and Coop-ll indicates the successive relaying aided né&taFig. 4.10.
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Figure 4.20: The CCMC capacity curve and constrained information rafdsoth the single-
relay-aided and twin-relay-aided networks in conjunctioth the network geometries @f,,. =
8 andG,.q = 2, where Coop-I denotes the conventional single-relayehitetwork of Fig. 4.1
and Coop-ll indicates the successive relaying aided né&taFig. 4.10.

Figs. 4.19-4.21 portrayed our performance comparisortsedftCSTC schemes in the
context of both the single-relay-aided and the twin-red&ded networks in terms of the
attainable capacity and BER performance. It may be cledrberved that although the
twin-relay-aided Ir-CSTC scheme of Fig. 4.12 requires B3égher £,/ N, to achieve
decoding convergence to an infinitesimally low BER thaningle-relay-aided counter-
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Figure 4.21: BER versusE;, /N, performance comparison of the Ir-CSTC scheme in the con-
texts of single-relay-aided and twin-relay-aided netvgprihere Coop-I denotes the conventional
single-relay-aided network of Fig. 4.1 and Coop-Il indesathe successive relaying aided net-
work of Fig. 4.10. The Coop-Il transmitter/receiver schaosadre shown in Figs. 4.2 and 4.3 and
the system parameters are summarized in Table 4.1, whilp-Gd@nsmitter/receiver schemat-
ics are shown in Figs. 4.12 and 4.13 and the correspondibgmneygrameters are summarized in
Table 4.2. The performance of the non-cooperative systeisisdepicted for comparison.

part of Fig. 4.2, it maintains the same effective througlgsutlassic direct transmission,
which is achieved with the aid of an additional relay usedimjanction with the proposed
successive relaying protocol.

To summarize, the Ir-CSTC schemes of Figs. 4.2 and 4.12 pegpio this chapter are
insensitive to the network’s geometry. In other words, aglas the number of antennas as
well as the space-time coding schemes used at the sourcelaysiare fixed, the irregular
components employed at the source and relays also remananged, regardless of the
network topology considered. This is because the EXIT cahape of the inner decoder
“STC,-IRCC,” of Fig. 4.3 employed at the relays as well as that of the aaralated
“STC,-URC,-IRCC,” decoder of Fig. 4.3 invoked at the destination remains fgctéd
by the network’s geometry. The topology only affects thesrait power thresholds to be
used at the source and relays, when the EXIT tunnels opehpasisn Figs. 4.6-4.8 and
4.16-4.17. However, if the number of antennas, or the sfaeoding schemes used at
the source and relays are changed, say we replace the G2 STBSBIC, we have to
redesign the irregular components both at the source aagsrel

More specifically, the joint source-and-relay mode desigsc@dures advocated in
Sections 4.2.3.2 and 4.3.4.2 operate off-line in order  fire optimal distributed code
components. In other words, they do not have to operatenenti order to adapt the
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parameters according to the instantaneous channel comglitOnce the irregular com-
ponents at the source and relays were determined, theyndixad during the transmit
and receive periods. However, the knowledge of the chanai mformation is required
during the off-line search procedure, which was assumea tpeofectly known at both
the relay and destination in this chapter. Furthermorectite design procedure is not
limited to a specific networking scenario, but applicabldemvirtually any network con-
figuration. Most importantly, it is in fact generically apgble, regardless of the specific
choice of the space-time codes at the source and relays basnlthe irregular compo-
nents, as exemplified by the family of irregular low-dengyity-check (LDPC) codes,
etc., provided that the inherent irregularity of the desigeed at the source and relays is
retained.

After investigating the Ir-CSTC scheme’s performance i $ingle-user scenario, a
more practical scenario, where the interference betwesrethys is taken into account,
will be considered in the next chapter, where we will consaj®erating cooperative sys-
tems in a multi-user scenario. In that scenario interfezesuppression is required not
only at the destination, but also at the relays.



Chapter)
Chapter

Relay-Assisted Multiple-Antenna Aided
Multi-User SDMA Uplink

5.1 Introduction

n the previous chapters, multiple antenna aided technifags been studied in

the context of single-user multiple-input multiple-outp8U-MIMO) systems, such

as for example multiplexing-gain-oriented BLAST schenugersity-gain-oriented
STC schemes and the flexible compromise-scheme of GMLShisrchapter, we will
extend their employment to the multiuser MIMO (MU-MIMO) seeio [148]. In an ef-
fort to further increase the achievable system capacitgrama arrays can be employed
for supporting multiple users in a space division multipteess (SDMA) communica-
tions scenario [149], which attempts to increase the ahdensystem throughput in a
given bandwidth by incorporating several spatial channBbsgain insight into the mul-
tiuser supporting capability of such an SDMA system, it isfusto draw some compar-
isons with code division multiple access (CDMA) multiusgstems. In a CDMA system
each user is identified by a unique user-specific spreadidg.dBy contrast, an SDMA
system differentiates each user by the associated uniqrespscific channel impulse
response (CIR) encountered at the receiver antenna. In@isiimbut conceptually ap-
pealing interpretation, we may argue that the unique yseciic CIR plays the role of
a user-specific CDMA signature. To be more specific, in the@gy the CIR-signatures
of SDMA systems are not orthogonal to each other, but thigditon is not serious, be-
cause even the orthogonal spreading codes of CDMA systeawsrigenon-orthogonal
upon convolution by the CIR. However, owing to the non-ogiieal nature of the CIRs,
an efficient multiuser receiver is required for separatimgusers in an SDMA system.

In conventional SDMA uplink systems, the transmitted sigiof . simultaneous mo-

127
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bile stations (MSs) - each equipped with a single transmattiéenna - are received by the
M different receiver antennas of the base station (BS). AB8ehe individual users’
signals are separated with the aid of their unique userfgpspatial signatures. A va-
riety of multiuser detection (MUD) schemes, such as the L8gsares (LS) [148, 150]
and Minimum Mean Square Error (MMSE) [148,150, 151] detes;tor Successive Inter-
ference Cancellation (SIC) [148,150-152], Parallel limemce Cancellation (PIC) [148,
152, 153], Sphere Detection (SD) [154, 155], Minimum BitdrRate (MBER) detec-
tion [156] and Maximum Likelihood Detection (MLD) [148, 15157] schemes may be
invoked for the sake of separating the different users aBieAmong these schemes, the
MLD arrangement was found to give the best performanceoadh this was achieved at
the cost of a dramatically increased computational conifgiexspecially in the context
of a high number of users and higher-order modulation sckerBg contrast, MMSE
combining exhibits the lowest complexity in this set of a¢bes, while suffering from a
performance loss [152,158].

Although traditionally only the base station is equippedhwinore than one trans-
mit/receive antenna elements, ideally the mobile statghmild also be equipped with
multiple antennas, which would facilitate achieving a hitifersity gain and a high peak
data rate. Therefore, it is a natural ambition to try and enbahe attainable uplink
performance for multiple-antenna aided users. The basistint for multiple antenna
uplink transmission is that the affordable antenna spasihmited, since the mobile sta-
tions are usually of small size. In the literature, only ailed number of studies were
dedicated to the multiple-antenna aided multi-user (MUMBDuplink. Against this
background, in Section 5.2 of this chapter, we will investegga multiple-antenna aided
MU SDMA uplink system, where each user employs a Space-TitnekBCode [8] for
the sake of providing transmit diversity. In Section 5.2a23eneralized MMSE-based
SIC multiuser detector will be proposed for the multipléeaima aided MU SDMA up-
link system, which is capable of providing a better perfang®at low Signal-to-Noise
Ratios (SNRs) and is applicable for employment in rank-deficsystems. Naturally,
the achievable performance of the SDMA uplink system candyefgcantly improved, if
Forward Error Correction (FEC) schemes, such as for exatafe convolutional codes
are incorporated [89]. Hence, an IRregular Convolutiorad€l (IRCC) and Unity-Rate
Coded (URC) SDMA uplink system will be studied in Section.8,2vhich significantly
improves the uncoded SDMA system’s performance, espgdéallank-deficient scenar-
i0s.

On the other hand, as in Chapter 4, we have investigated ldnea@led single-user
scenario, where a single MS is communicating with the BS wi¢haid of single or mul-
tiple relays. As a natural application example, we will aisasider the multiuser SDMA
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uplink combined with relaying techniques in this chaptarSection 5.3, instead of con-
sidering a single-user scenario, multiple interfering M8staken into account, when we
evaluate the overall relay-aided multiuser system’s parémce. Naturally, the multiple

MSs interfere with each other and hence degrade the ovgstdira performance achieved
at the base station. In this multiuser scenario, interfsenippression is required not only
at the BS, but also at the relaying MS. Finally, we will alsedstigate the effects of the

spatial correlation on the MS transmitters in Section 5HMiJevour conclusions are sum-

marized in Section 5.5.

5.2 STBC-Based Multiple-Antenna Aided Multi-User SDMA Uplink

5.2.1 SDMA System Model

——————

 User 1——{ STBC

——————

. User 2——»{ STBC

Base

Station

——————

\User L——{ STBC

Ny

Figure 5.1: Schematic of the multiple-antenna aided multi-user SDMAnkpscenario, where
each of thell users is equipped with two transmit antennas and the basen&aeceiver is
assisted by an/-element antenna array.

We consider an STBC-aided SDMA uplink MU-MIMO system sugjay L users, as
depicted in Fig. 5.1, where each of the users is equipped Mjite: 2 transmit antennas
and the base station’s receiver is assisted by/arlement antenna array. For the sake
of simplicity, the well-known STBC scheme proposed by Alaman [8] is employed
by each user, which is also known as the G2 scheme. The sigeala each receive
antenna-element of the base station is a noisy superpositithe (L x N;) transmitted
signals corrupted by the flat Rayleigh fading channel. Inegain the fading channel is
spatially correlated due to the size limitation of the melstation. For simplicity, in
this section we first assume that the fading is statisticattgpendent from one transmit-
receive antenna pair to another, while the spatial coroglaffects of the MIMO channel
will be discussed in Section 5.4. The signal received byrarge (1 < i < M) at time
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instantk at the base station is given by

L N

=3 hlic, +ni, (5.1)
=1 j=1

Wherehﬁ,j is the complex-valued channel coefficient betweenjttietransmit antenna of
user! and thei-th receive antenna of the base station, which is modeleddgpendent
complex Gaussian random variables having a zero mean ancac&of 0.5 per dimen-
sion. Furthermorecg.vk is the symbol transmitted from antenpaf user/ at time instant
k, andn;, is the Additive White Gaussian Noise (AWGN) encounteredi®iith antenna
of the base station at time instanand modeled by the samples of independent complex
Gaussian random variables having a zero mean and a varibgg Dper dimension.

For notational simplicity, we defing,, ¢, andn;, as

yk = [ylivylzv ce 7?//?;\/[]T7
T
Ck; - [C]i,, Ci, ey Cé]T - [[C%,kﬁ C%,k)’ ey C}th], ey [Cik, C%,k)’ ey C]I\/fhk’]} 5
and

N, = [ng,ng,...,ny "

)

respectively. Then the channel model of Eq. (5.1) may beesgad using a more compact
matrix notation as

Y = Hci, +ny, (5.2)

whereH is the(M x (L x N;))-element channel matrix, which may be further expressed
as

H:[Hl,Hg,...,HL]

[ 1 1 2 2 L L
T YA U SO T S
1 1 2 2 L L
o h271 . . h/27Nt h/271 . .. h27Nt .« .. h271 .« .. h/27Nt (5 3)
1 1 2 2 L L
_hM,l oo hyn, hMaoooo Py, oo hyno-e hM,Nt_

5.2.2 Maximum-SINR-Based SIC Multiuser Detection

As mentioned above, at the receiver side of an SDMA uplink MIBAO system, mul-
tiuser detection schemes have to be invoked for the saketetti®ey the received signals
of different users. For the conventional single-antenseraided SDMA systems [148], a
family of various MUD techniques, represented for exampléhe Maximum Likelihood
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Detector (MLD) [148, 151, 157], Sphere Detector (SD) [13B]l Parallel Interference
Canceller (PIC) [148,152, 153], Successive Interfereraec€ller (SIC) [148,150-152],
Minimum Mean Square Error (MMSE) [148,150,151] and Leasia3qgs (LS) [148,150]
detectors have been extensively studied. Specifically, Eliection is known to exhibit
the optimum performance, although this is achieved at thbdst complexity. In order
to avoid the potentially excessive complexity of optimum Metection, sub-optimum
detection techniques such as the LS- and MMSE-MUD have beeiset. Specifically,
these linear multiuser detectors exhibit the lowest deteaomplexity at the cost of a
performance degradation [152, 158].

In the linear MUDs, the estimates of the different usersisraitted signals are gener-
ated with the aid of the linear combiner. More specificaliyg estimated signal vectog
generated from the transmitted signabf the L simultaneous users, as shown in Fig. 5.1,
is obtained by linearly combining the signals received y/thdifferent receiver antenna
elements of the base station with the aid of the array weigtttixy as follows [148]:

where the superscrigi denotes the Hermitian transpose, alids the LS- or MMSE-
based weight matrix given by [148]:

Wys = HHPH)™ (5.5)
and
WM]\/[SE = H(HHH + O'il)_l, (56)

respectively, whild is the identity matrix and? = N, /2 is the AWGN noise variance.

On the other hand, for the multiple-antenna aided MU SDMAeays [148,154], the
above-mentioned linear MUDs also perform well. Howevet,albthe non-linear MUD
schemes designed for single-antenna-user aided SDMAmsgstan be directly trans-
planted into the multiple-antenna aided MU SDMA systemd15%], Sphere Detection
was studied in the context of multiple-antenna assisted W8tesns, which guarantees a
good performance, while imposing a rather low computatioamplexity. In Chapter 2,
a zero-forcing (ZF) based iterative SIC algorithm was pegubfor a multi-layer space-
time scheme in order to achieve the maximum attainablewedgrersity, while imposing
only a fraction of the ML's complexity. Obviously, when wersader the different layers
of the multi-layer space-time scheme as different SDMA sistte iterative SIC detec-
tion algorithm can be employed in the multiple-antennacidé) SDMA system for the
sake of maintaining a balance between the performancenglotaind the complexity im-
posed. It is widely recognized that zero-forcing degratiesperformance at low-to-mid
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SNRs due to its noise enhancement. A performance improvemsénus expected, if
one seeks to strike a trade-off between the interferencpresgion and noise enhance-
ment. Naturally, MMSE-based SIC [148] is a promising sa@utfor providing a better
performance at low SNRs. However, in the multiple-antendacaMU SDMA system,
minimizing the mean squared error (MSE) of the signals veslaveraging over the data
symbols. Maximizing the signal-to-interference-plusseaatio (SINR) may be handled
more concisely [86—88]. As an alternative, in this secticawill design a multi-user
detector based on the maximum SINR array processor for titgietantenna aided MU
SDMA system. This maximum SINR (MaxSINR) based MUD differsrh the conven-
tional MMSE-based detector in that there are more than osieedesignal dimensions,
each of which corresponding to one of the multiple-antentecausers. In the following
section, we will derive the MaxSINR-based SIC multi-usetedor.

5.2.2.1 Maximum-SINR-Based SIC Algorithm

Without loss of generality, we first consider natural ordgrbased SIC detection of the
SDMA users. Let us rewrite Eq. (5.2) as

Yy, = Hich + H,C + ng, (5.7)
where we have
Cp = [Ci,kncé,kn e ac}vt,k]Ta (5.8)
C, = [Cz, e Cﬁ]T = [[cik, cik, . ,C?Vt’k], e [cik, CzLva e C%t,kHTv (5.9)
and
(Bl Bl
1 1
" h%’l e B | 5.10)
_h}w . hyy N

HOI[HQ,...,HL]

[ 2 2 L L
h/l’l “ .. h17Nt . .. h171 “ .. hl,Nt
h2 h2 hk hL
271 « . . 27N .« . 271 « . . 2’N
- f : (5.11)
2 2 L L
_hJ\/l,l N hM,Nt PPN h]\/],l N hM,Nt_

Firstly, in this section we derive the maximum SINR base@yaprocessor. Since the
space-time coded symbols of the multiple users are unknbtiie array processing stage,
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the SINR can only be maximized statistically. Therefore,deéne the covariance ma-
trices of the desired signal and of the interference, whesidering the detection of the
first user, as

Rl =H,E [c,i (c,i,)H] HH, (5.12)

RL = H,E [cf ()] HI + Nol, (5.13)

respectively. Using the MMSE filter representation advedah [159], the maximum
SINR array processor will require the same number of lindt@rsi as the dimension of
the signal space for the sake of collecting all the energyessmting the specific user’s
signal. Each of these linear filters can be decomposed irdacbwnponents: one in the
signal space and the other in the orthogonal space. We maydewrihe linear filtering
in two steps. First, we assemble the above-mentianl@tkar filterswy, ws, - - - , wy, into

a linear filter bank characterized I8 = (wy,ws, - -+ , W) in order to filter the receive
antenna outputs at the base station. The outputs of thislidiek are then combined in
order to achieve the maximum SINR. Without loss of genesatlite interference compo-
nents of the filter bank outputs are assumed to be uncordehdath each other. In other
words, the matrib®#R'! 0, is diagonal. This assumption is reasonable since for amy filt
bank consisting of: linear filters, we can find a nonsingul@r x k)-element matrix to
transform it and to diagonalize the interference covaeamatrix of its output using the
singular value decomposition (SVD) [160]©6f'R. ©,. This transformation is reversible
and will not destroy the information contained in the filtank outputs. Furthermore, we
assume that the linear filters constituting this filter bar&laearly independent of each
other, which may be readily justified by the fact that if thésniot true, we can always
combine the corresponding correlated filters to form a lilyeadependent filter bank
constituted by a reduced number of filters.

Based on the above assumptions and on the facRh& nonsingular, the filter bank
outputs hence have nonzero and uncorrelated interferemspanents. Naturally, under
these conditions, the maximum SINR based combining of ttee blank outputs becomes
identical to maximum ratio combining (MRC). Due to the indagdence of the different
users’ transmissions, the expectation of the signal antefriterference, i.e. af, and
cy, can be taken separately. Hence, the resultanaximum-SINR linear filters have to
satisfy

(Wi, Wa, - -+, W) = arg {W{?ﬁi’ﬁkZWjHRst} , (5.14)
j

which is subject to the constraints of

wiR,wW; = v, Vi, (5.15)
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wherev is a predefined constant, which will not affect the resultsisTonstrained opti-
mization may be formulated with the aid of the classic Lageamultipliers as follows:

8?v* (Z wiRw; — ) AjwfRnwj> =0, Vi (5.16)
PN i

The solutions to the Lagrangian optimization problem of (gl 6) satisfy

(Ry — AR)W; =0, Vi (5.17)
where
Wi R, w;
\= ——2" 5.18
WIR,w; ( )

are the corresponding SINRs of the maximum SINR filter owtput

We can now readily derive the linear maximum SINR array pseoe©, for user
1 from Eq. (5.17), which consists of a set/ofinearly independent eigenvectors corre-
sponding to the nonzero eigenvalues of gheeralized eigenvalue problem* of

R.w = AR, w, (5.19)
wherek is the rank ofR,. On the other hand, since we have

E [Wf{ Yi (W' Yk)H] = E [w}'y,y;'w]

=w/ (R, +R,)wj, (5.20)
and
H v, [ :] H )\Z'l/, 7 :]
w;'R,W; = w;'Rw; = (5.21)
0, i#j 0, i#J,

we can observe that the outputs of the maximum SINR filter t{amfkyk}f:l are uncor-

related with each other.

Based on the above analysis, we may readily see that the maxBiNR filter gen-
eralizes the classic MMSE filtering for multidimensionarsals. When we hav®’; = 1
(single-antenna user) of , = ¢}, = - - - = ¢y, , (repetitive transmission), the maximum
SINR-based array processor becomes the conventional MMBE fintuitively, the max-
imum SINR array processor pre-whitens the interferenceoaticbgonalizes the desired
users’ signal. Following the maximum SINR-based array @ssing, the resultant output
may be expressed as:

¥, = Hicl + g, (5.22)

The solution of the generalized eigenvalue problem is dtestin the Appendix.
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where we have, = Oy, H, = ©YH, andh, = ©H,c + ©/n,. When using
the Gaussian approximation of the maximum SINR-based am@gessor outputs [161],
Eq. (5.22) becomes the maximum likelihood solution, wheeedetection result is ob-
tained as:

(0(1)7 C%? ) CI%:a c ) = arg {I{rgj}} ; || @{{yk o G{JchI%: || 2} : (523)

Compared to the classic zero-forcing approach of ChaptreZmaximum SINR-based
approach does not impose any constraint on the number afeegetennas at the base
station. In other words, the maximum SINR-based array [msmeis also applicable to
rank-deficient systems. It works even when we h@de— (L — 1)N;) < 0, although the
performance of this scenario will be poor. Once the signakei 1 is detected, we cancel
its contribution from the received signal at the base statiod proceed to the detection
of all the other SDMA users in the same manner.

5.2.2.2 Ordered Maximum-SINR-Based SIC Detection

As we have seen in Chapter 2 for nonlinear detection schamgeg) the appropriate SIC
detection order is crucial for the overall SDMA system’sfpanance, which may lead to
a substantial performance gain for all users. Similarhhe®ZF-based SIC of Chapter 2,
according to the ‘best first’ rule, at every step of interfexe suppression and interference
cancellation, we detect the SDMA user associated with thledst post-suppression SINR
and then cancel its contribution from the received signdds€dve from Eq. (5.22) that
the total output SINR of user 1 recorded after suppressirthabther users is

SINR, = trace((R}) ' R!) . (5.24)

where trace(.) indicates the sum of all diagonal elementh@imatrix. Similarly, the
output SINR of thel-th user, provided that it is detected first after suppresaihthe
other users’ signals becomes

SINR, = trau:e((R;)‘1 Ri) , (5.25)
where we have
R. = H,E [cﬁc (c;)H] H (5.26)
RL—H'E [cﬁf (cﬁf) H} (H))™ + Nol, (5.27)
with H. = [Hy, H,, ... H,_y, Hiq, ... Hp] andcy’ = [cl, ¢, ..., ct dft o ck7,

Hence, the determination of the optimal user ordering E®a@mposes some additional
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Modulation Scheme QPSK
No. of MSs L=1,2,3,40r5
No. of Antenna Elements per MS Ny =2
No. of Antenna Elements at BS M =4
STC STBC [8]
Frame Length 130 symbols
per transmit antenna
Channel Temporally uncorrelated
flat Rayleigh fading
Channel Estimation Perfect
MUD MaxSINR-based SId

Table 5.1: SDMA system parameters.

computational complexity in terms of the associated matkigrsion process of Eg. (5.25)
than the natural ordering based SIC process, while aclyevisignificant performance
improvement, as will demonstrate in the next section.

5.2.2.3 Simulation Results

In this section, we characterize the attainable performarfche STBC-aided SDMA
uplink of Fig. 5.1 in Fig. 5.2, where both the naturally andioylly ordered MaxSINR-
based SIC multiuser detectors are employed at the BS for aosgm. We assume that
all SDMA users have the same transmit power, while all theelolystem parameters
are summarized in Table 5.1. We can see from Fig. 5.2 thatesiumber of users
increases, the BER performance degrades owing to the sextaaultiuser interference
imposed. Furthermore, it is clearly observed in Fig. 5.2 tha MaxSINR-based SIC
detection is capable of supporting rank-deficient systettispugh naturally the system
performance suffers under these conditions. Specifidhkye are severe error floors for
the rank-deficient 3-user, 4-user and 5-user scenarios) emm@loying naturally ordered
MaxSINR-based SIC detection. On the other hand, the opiatliered SIC detection
significantly improves the multiuser system performanegsich dramatically reduces
the error floor of the 3-user system to an acceptable BER &fvgl—*. Furthermore, in
conjunction with the optimal ordering based SIC detectimngystem performance of the
2-user scenario was improved by approximately 2.0 dB atatyet BER ofl 0.
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Figure 5.2: Average BER versus SNR performance of the STBC-aided SDMikkipystems
of Fig. 5.1, where at the base station a MaxSINR-based SIGiusat detection algorithm is

employed.

5.2.3 Channel-Code-Assisted STBC-Aided SDMA Uplink

5.2.3.1 Channel-Coded SDMA System
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Figure 5.3: Schematic of the IRCC- and URC-coded STBC-aided SDMA upémiploying

MaxSINR-based multiuser detection.
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In Section 5.2.1, we have briefly reviewed the multiuser STBlink system of
Fig. 5.1. For the sake of improving the multiuser systemi$qyenance, especially for the
rank-deficient scenario, in this section we characterieecttannel-code-assisted STBC-
aided multiuser system shown in Fig. 5.3. At the mobile stetiof Fig. 5.3, the in-
formation bit sequences of the geographically-separatsinultaneous users are firstly
encoded by a bank of half-rate IRregular Convolutional GodiRCCs). After interleav-
ing, the IRCC coded bits are forwarded to an identical URgte Code (URC), which
is concatenated with the STBC as the inner code for each Asestated in the previous
chapters, the URCs are employed for the sake of eliminatiagetror floor as well as
achieving a near-capacity performance together with therdRCC. The power of these
simple URCs is a benefit of their infinite impulse responsdciviallow us to spread the
extrinsic information more efficiently without increasitite system’s delay. The STBC
symbols are then transmitted by the MSs to the base statentloey SDMA MIMO chan-
nel. Then each element of the receiver antenna array shaa bottom right of Fig. 5.3
receives the superposition of the AWGN-contaminated adddaignals, which are for-
warded to the MaxSINR-based SIC multiuser detector for rsejpag the different users’
signals. The detected signals are then successively dedxydehe corresponding URC
and IRCC decoders. The turbo iterations exchange extrinBiemation between the
IRCC and URC decoders for the sake of achieving near-cappeiformance for each
user.

5.2.3.2 System Design and Simulation Results

Similarly, in this section we first design the IRCCs with thd af EXtrinsic Informa-
tion Transfer (EXIT) charts for the IRCC- and URC-coded nugier system. Without
loss of generality, we consider the first user in our EXIT tharlysis, while other users
can be analysed in the same manner. As presented in ChaeB,charts are em-
ployed for the sake of analysing the iterative detectiotddéng process, which visualize
the mutual information exchange between the inner and al@eoders. For our IRCC-
and URC-coded SDMA uplink system, a specific user’s inneodecis composed by the
MaxSINR-based SIC multiuser detector and the correspgrdRC decoder. Itis clearly
seen in Fig. 5.4 that a specific user’s inner EXIT curve istsitlownwards at a given
SNR when more interfering mobile stations communicate Withbase station simulta-
neously. This is because the extra interference effegtiezluces the SNR. As stated in
Chapter 3, we design the outer IRCC’s components by empidii@EXIT curve match-
ing algorithm of [61] to match the outer IRCC’s EXIT curve toetshape of the inner
decoder’s EXIT curve, as shown in Fig. 5.4, where the MordeldCsimulation-based de-
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Figure 5.4: Exit charts of the IRCC- and URC-coded STBC-aided multi&eMA uplink sys-
tems of Fig.
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Figure 5.5: Average BER versus SNR performance of the IRCC- and URC&&3d&3C-aided
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algorithm is employed. The system parameters are summdriZeable 5.2.
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Modulation Scheme QPSK
No. of MSs L=1,2,3,40r5
No. of Antenna Elements per MS Ny =2
No. of Antenna Elements at BS M=14
IRCC Coding Rate 0.5
IRCC Components [0,0,0,0,0,0.327442, 0.186505,
Coefficientsa; 0.113412, 0, 0.0885527, 0,

0.0781214, 0.0962527, 0.0114205,
0.0346015, 0.01369585,

0.0500168]
Frame Length 250 000 bits
URC Generator (L,g1/90) = (L, 5p)
STC STBC [8]
Channel Temporally uncorrelated
flat Rayleigh fading
Channel Estimation Perfect
MUD MaxSINR-based SI(
No. of Iterations at BS 10

Table 5.2: Channel-coded SDMA system parameters.

coding trajectory was also plotted for our 3-user scenamiekample. Since there is no
difference in the inner EXIT curve shapes for different SDMgers, we employ IRCCs
in conjunction with the same weighting coefficients, as smhawTable 5.2 for all SDMA
users.

Following the EXIT chart analysis of Fig. 5.4, Fig. 5.5 pasts the BER performance
of the IRCC- and URC-coded multiuser SDMA uplink, where thistem parmeters are
summarized in Table 5.2. Similarly, we also assume that 2BM& users transmit at
the same power. Fig. 5.5 demonstrates that the BER perfaesanf the iteratively-
detected channel-coded SDMA systems closely match the ENX&ift based predictions
of Fig. 5.4. As expected, the channel-coded SDMA systemsigeadramatic coding
gains over their uncoded counterparts. Forthe- 1to L = 5 scenarios, the systems
approach a target BER db—* at SNRs of -4.5 dB, -3.4 dB, -2 dB, 0 dB and 4.2 dB,
respectively, when using 10 iterations at the BS. Compavetié uncoded systems of
Fig. 5.2, the channel-coded SDMA systems achieved codimg gdaround 9 dB, 9.7 dB
and 17.4 dBin terms af}, /N, at the target BER of0~* for the L = 1to L = 3 scenarios,
respectively. On the other hand, for the rank-deficient 4 and. = 5 scenarios, we can
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see that powerful turbo detection significantly enhancesntiultiuser SDMA system’s
performance and totally eliminates the error floors of theagded SDMA systems of
Fig. 5.2. Furthermore, the system performance can be fumhgroved at the cost of
a higher computational complexity, when employing moreaiiens between the IRCC
and URC decoders of each SDMA user.

5.3 Relay-Assisted Multi-User SDMA Uplink

5.3.1 System Model

Inactive MS pool

Served MS

Interfering MS 1 ﬁ

BS

MB channels

l |

! ,,s |,,s:1 'Y
- IrCC |/~ 7] - |

| S=0 Oéi/ﬁj S=0 URC - sz

(b) MS’s transmitter structure, where the Unity-Rate Cadernployed as the intermedi-
ate code when MS is in the active transmission mdgle=(0). Otherwise, when MS is
in the relay mode{ = 1), the URC is deactivated and a bit-wise random interleawer i
incorporated before the outer IRCC code for the sake of sitigdterative gains at the
BS side. The IRCC is then concatenated directly with theri@#scheme.

Figure 5.6: Relay-assisted multiple-antenna aided MU SDMA uplink eyst

In Chapter 4, we have investigated the relay-aided singée-scenario, where a single
MS is communicating with the BS with the aid of single or mpikirelays. In this section,
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we will consider a relay-assisted multiuser SDMA uplinktsys, in which multiple inter-
fering MSs are considered. Naturally, the multiple MSs wilerfere with each other and
hence degrade the overall relay-aided multiuser systeforpggince at the base station.
In contrast to the single-user scenario of Chapter 4, inrthultiuser interference-limited
scenario, interference suppression is required not ortlyeaBS, but also at the relaying
MS.

Let us now consider the multiuser scenario of Fig. 5.6, wiileeenetwork is consti-
tuted by a group of active MSs and an inactive MS pool. For Boityp we assume that
all the MSs are transmitting at the same power. The servedsM8&ively communicating
with the base station positioned far away, whileX) interfering MSs are simultaneously
transmitting in the same bandwidth. The inactive MS poolstsis of all the MSs being
in idle mode. For the sake of achieving extra spatial divees well as reduced-pathloss
based geometrical gains [142], the served MS will attemfintbthe geometrically near-
estidle MS in the inactive MS pool in order to seek assistamids communications with
the base station. Following the design philosophy of theginfar cooperative space-time
coding (Ir-CSTC) schemes of Chapter 4, we can readily exteadr-CSTC schemes to
multiuser scenarios. Fig. 5.6(b) shows the MS’s transmitieicture, where we can see
that the MS can readily switch between its active transmomssnode and the relaying
mode. Specifically, when we have = 0, the MS is in its active transmission mode
and its outer IRCC will have the weighting coefficientsoagf When acting as a relaying
station G = 1), the MS’s intermediate URC is deactivated and the outerRGanges
its weighting coefficients froma; to 3;, which will be directly concatenated with the in-
ner STBC scheme. Meanwhile, a bit-wise interleaver is ipomated before the outer
IRCC code, which helps us to achieve distributed turbo apdiins at the base station,
as stated in Chapter 4. In contrast to the relay-aided singge systems of Figs. 4.1 and
4.10, multiuser detection should be employed at the retalyi8 of Fig. 5.6(a) since many
simultaneous active MSs will interfere the signals recgifrem the served MS. There-
fore, we employ the MaxSINR-based MUD at the relaying MS foe active MSs to
relaying MS (MR) link. Although the MR link is typically ranBeficient, the MaxSINR-
based MUD is capable of separating the signals receive@ aethying MS at a moderate
complexity. After the MUD, iterative decoding is carriedtday exchanging extrinsic
information between the IRCC and URC decoders at the rejayi§, until a reliable
estimate of the served MS is generated. On the other hanle dfaise station, the dis-
tributed turbo detection scheme of Fig. 4.13 is employedtiersake of detecting the
served MS’s signals, where we replace the iterative ZF&8$€ detector of Fig. 4.13 by
the MaxSINR-based MUD of Section 5.2.2.
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Modulation Scheme QPSK
No. of Served MSs 1
No. of Relaying MSs 1
No. of Interfering MSs (L-1)=0,1,2,30r4
No. of Antenna Elements per MS Ny =2
No. of Antenna Elements at BS M=4
Served MS’ IRCC Coding Rate 0.5
Relaying MS’ IRCC Coding Rate 0.5
Served MS’ IRCC Components [0,0,0,0,0, 0.327442, 0.186505,
Coefficientsa; 0.113412, 0, 0.0885527, 0,

0.0781214, 0.0962527, 0.01142Q5,
0.0346015, 0.01369535,

0.0500168]
Relaying MS’ IRCC Components [0, 0,0, 0,0.233115, 0.0158742,
Coefficientsg; 0.292084, 0.220065,
0.0151108, 0,0,0,0,0,0, 0,
0.22375]
Geometrical Gain of Relaying MS to BS link 2
Geometrical Gains of Active MS to BS links 1
Frame Length 250 000 bits
Channel long-term path loss + short-term

uncorrelated flat Rayleigh fading

Channel Estimation at Relaying MS Perfect
Channel Estimation at BS Perfect
MUD at Relaying MS MaxSINR-based SIC
MUD at BS MaxSINR-based SIC
No. of Iterations at Relaying MS 10
No. of Inner lterations at BS 5
No. of Outer Iterations at BS 10

Table 5.3: Relay-assisted multiuser SDMA system parameters.

5.3.2 EXIT Chart Analysis and Simulation Results

For the sake of realizing a power-efficient multiuser systems apply the design proce-
dure proposed in Section 4.2.3.2 to our relay-assistedusalt SDMA uplink system of
Fig. 5.6. Specifically, in order to design the optimized IRGCthe served MS, EXIT
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chart analysis is required at the relaying MS. Fig. 5.7 mtesian example of the served
MS and a single interfering MS having the same distance fitarelaying MS. Follow-
ing the MaxSINR-based MUD process at the relaying MS, it éadl seen in Fig. 5.7
that a 'narrow-but-open’ tunnel emerges after careful EXhart design using the curve
matching algorithm of [61]. Since the inner 'URC-MUD’ deay® EXIT curves remain
unchanged, the optimized IRCC observed in Fig. 5.7 is ourdcteeme, whose weighting
coefficientsy; are summarized in Table 5.3. Considering the geometricasdacilitated
by the commensurately reduced distance and path loss offhkni it is safe to say that
there exists a relaying MS in the inactive MS pool, which wilaintain an open EXIT
tunnel, as exemplified in Fig. 5.7, as long as it is suffickeokbse to the served MS, even
in the scenario of many interfering MSs. Therefore, in outtfooming analysis we will
not focus on the detailed iterative detection process atdlaging MS and assume that
sufficiently reliable information can always be recoveretha relay.

Furthermore, following the design procedure of Section32, Figs. 5.8-5.12 portray
the EXIT charts recorded at the base station for zero, ore ttwee and four interfering-
MS scenarios, respectively, where we summarize the opguiniglaying mobile station’s
IRCC weighting coefficients; in Table 5.3. The minimum required equivalent SRR
at both the served and relaying MSs are obtained as showmy# $i8-5.12, when the
required 'narrow-but-open’ EXIT tunnels emerge. The Me@trlo simulation-based
decoding trajectories are computed for a frame length of @BD bits, while all other
system parameters are summarized in Table 5.3.

Following our EXIT chart analysis, in Fig. 5.13 we charaizethe BER performance
of the relay-assisted multiuser SDMA uplink system of Fig.3~or the sake of gener-
ating a reliable estimate of the served MS’s informatiorhatrelaying MS after several
iterations, in the presence of multiple interfering MSs siaeved MS always attempts
to link up with the closest relaying MS in the inactive MS poahich will result in an
open EXIT tunnel, as exemplified in Fig. 5.7. It can be cleaigserved in Fig. 5.13
that the BER performances closely match the EXIT chart bpsefdrmance predictions
of Figs. 5.8-5.12. Naturally, relay-assisted systems halhefit from extra spatial di-
versity and from reduced-pathloss based geometrical gakssseen in Fig. 5.13, the
relay-assisted multiuser SDMA systems outperform theirreday-aided counterparts of
Fig. 5.3 by approximately 5.7 dB, 6.4 dB, 7.3 dB, 8.7 dB and41dB in terms of the
required SNR for thé, = 1 to L = 5 scenarios, respectively, which correspond to 3 dB
lower values in terms ofy,/ Ny, when considering the associated factor two throughput
reduction.

2Similarly to that of Chapter 4, the equivalent SN&efines the ratio of the signal power at the transmitter sitle w
respect to the noise level at the receiver side.
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Figure 5.7: The EXIT chart for the served MS to relaying MS link of Fig. 5sth a single
interfering user, where the MaxSINR-based multiuser detealgorithm is employed at the
relaying MS. The SNRrepresents the received SNR at the relaying MS. The systeamgders
are summarized in Table 5.3.
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Figure 5.8: The EXIT chart for the relay-aided SDMA uplink system of Fig6 when no in-
terfering user exists. The SNRepresents the equivalent SNR at both the service and nglayi
mobile stations. The MS transmitter structure is shown g Bi3.1 and the system parameters
are summarized in Table 5.3.
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Figure 5.9: The EXIT chart for the relay-aided SDMA uplink system of Fig6 for one inter-
fering user. The SNRrepresents the equivalent SNR at both the service and neglagbbile
stations. The MS transmitter structure is shown in Fig.15a8d the system parameters are sum-
marized in Table 5.3.
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Figure 5.10: The EXIT chart for the relay-aided SDMA uplink system of Fig6 for two inter-
fering users. The SNRrepresents the equivalent SNR at both the service and melaobile
stations. The MS transmitter structure is shown in Fig.15a8d the system parameters are sum-
marized in Table 5.3.
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Figure 5.11: The EXIT chart for the relay-aided SDMA uplink system of Fig6 for three
interfering users. The SNRepresents the equivalent SNR at both the service andnglaybbile
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stations. The MS transmitter structure is shown in Fig.15ahd the system parameters are

summarized in Table 5.3.
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Relay-Aided SDMA Uplink, 4 Interfering Users
Service MS->BS: IRCCs-URC-MUD: A:=0.38
Relaying MS->BS: IRCC-MUD: Ag=0.30
Decoding Trajectory at SNR = -8.4 dB

0.8 r

0.7 1

0.6

057
L

0.4

0.3+

0.2t

0.1¢

f

ool
00 01 02 03 04 05 06 07 08 09 1.0

Figure 5.12: The EXIT chart for the relay-aided SDMA uplink system of Fig6 for four inter-
fering users. The SNRrepresents the equivalent SNR at both the service and mglaobile
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stations. The MS transmitter structure is shown in Fig.15a8d the system parameters are sum-

marized in Table 5.3.
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Figure 5.13: Average BER versus SNRperformance comparison of the single-relay-aided mul-
tiuser SDMA uplink system of Fig. 5.6, where the system paxi@ns are summarized in Table 5.3.

5.4 Effects of Spatially Correlated MIMO Channels

As specified in Section 5.1, the basic constraint for our ipletantenna-user SDMA
uplink transmission is that the mobile station’s antenrecsm is limited due to the lim-
ited physical size of MSs. In a realistic radio environmemé, low antenna spacing will
impose correlation on the MIMO channels [162-170], whiclygically regarded as a
detrimental factor, since it results in a reduced degreeegfdom [162, 163]. In this sec-

tion, we will briefly investigate the impact of the MIMO chaglis spatial correlation on
the attainable performance of our multiuser SDMA uplinkisys

In this section, we still consider B-user SDMA uplink system communicating over

a flat multiple access channel associated withantennas at the base station aNgd
antennas at each MS. Hence, we can rewrite Eq. (5.2) as ®llow

L
yp = Y _Hig, +ng, (5.28)
=1

whereH, indicates the spatially correlated MIMO channel matrixtegf tink between MS

and the BS. For simplicity, we assume thét; } - | are uncorrelated with each other for
the different mobile stations.

Following the common Kronecker correlation model of [1634], H; can be written
as

H, = Ri HR (5.29)

whereH;, is a Rayleigh fading matrix, whose entries are independashidentically dis-
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tributed (i.i.d.) complex Gaussian variables with zero maad unit variance. Further-
more, (.)2 denotes the matrix square root and can be derived with thefaiitjenvalue
decomposition. FurthermorBzgs € C**M andR,;5 € CN*M in Eq. (5.29) are semi-
definite positive matrices that characterize the spatiaktation effects imposed on the
antennas at the receiver and the transmitter, respectifalyhe uplink between MS
and the BS. For normalization purpose$Rits) = M and t{R,,;s) = NN, are assumed
throughout this chapter. More specifically, according t61[1172], the transmit correla-
tion matrix ofR ;s is given as

(5.30)

where(.)* denotes the complex conjugate operation. Specifically; = 0 indicates the
presence of no correlation at the MS, whilggs = 1 represents full correlation at the
MS. On the other hand, it is commonly assumed that the antelemaents at the base
station are spaced far enough, hence the correlation ntdtiy s is of full rank and can
be represented by the identity matrix.

5.4.1 Performance Evaluation

Based on the spatially correlated channel model of Eq. [bF2§. 5.14 portrays the per-
formance of the multiuser SDMA uplink system of Fig. 5.1 imgoiction with transmit
antenna correlation in terms of the associated average BE&R MaxSINR-based SIC
multiuser detection algorithm is employed at the baseastativhile all other system pa-
rameters are listed in Table 5.1. The correlation coefftaxérs,,s at the MS is set to be
as high as 0.9 [172], while the correlation at the BS is zeov.demparison, we also plot
the BER curves of the systems associated wjth = 0 in Fig. 5.14. It is clearly seen in
Fig. 5.14 that for the single-user scenario, the systemcasead with correlated transmit
antennas performs worse than its uncorrelated countefpaecifically, at a certain BER
of 1074, a 1.6 dB SNR loss is encountered by the system in conjuneatittmcorrelated
transmitters owing to the partial loss of transmit divgrgiains. Furthermore, for the
L = 2 uplink system, a similar performance degradation is olesknv the system associ-
ated with transmitter correlation, although the loss isicedl. However, when supporting
L = 3 users or more in the SDMA system, the systems subjectedrienhiéter corre-
lation outperform their uncorrelated counterparts. Baldirly in thel, = 3 user SDMA
system, the error floor of the uncorrelation system is reddoe BER of5 x 10~*. To
elaborate a little further, Fig. 5.15 characterizes thati@hship between the average BER
and the antenna correlation coefficiefiigs for the multiuser SDMA systems considered
at SNR = 11 dB. Itis clearly observed from Fig. 5.15 that far #ingle-user scenario,
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Figure 5.14: Average BER versus SNR performance comparison of the nseti@DMA uplink
system of Fig. 5.1 in conjunction with transmit antenna elation. The system parameters are
summarized in Table 5.1.
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Figure 5.15: Average BER as a function of transmit antenna correlatiothf® multiuser SDMA
uplink system of Fig. 5.1. The system parameters are surmethin Table 5.1.

the BER increases with the spatial correlation. For the- 2 user system, the BER
initially increases with the correlation and then decredee high-correlation scenarios.
For systems involving more thah = 2 users, the BER decreases with the correlation.
This observation is due to the fact that in the multiuseresysthe transmit diversity loss
imposed by correlation for every single user is compendaydtie gains achieved by the
MUD, since the multiple MSs associated with higher correted may be more readily
separated at the BS. Similar arguments can be found in [WI8¢h indicates that antenna
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correlation can be potentially beneficial in a multiuseriemvment.

5.5 Chapter Conclusion

In this chapter, we first investigated a multiple-antenmzdiMU SDMA uplink system
in Section 5.2, where each MS is equipped with two antenndeaploys Alamouti's G2
scheme for the sake of providing transmit diversity. In #&cb.2.2, a maximum-SINR-
based SIC MUD was proposed for the multiple-antenna aidedS@WA uplink system,
which is capable of balancing the interference suppressidmoise enhancement. More
specifically, in contrast to the ZF-based SIC detection,Ma&SINR-based SIC MUD
is applicable for rank-deficient systems. Furthermore, e&ghed an IRCC- and URC-
coded multiuser SDMA uplink system in Section 5.2.3 for tlé&esof improving the
system’s performance. The IRCC’s weighting coefficientsenggptimally designed with
the aid of EXIT charts for the sake of realizing a power-edinti SDMA system, while
the URC helped to eliminate the error floors encounteredernréimk-deficient uncoded
multiuser systems. On the other hand, in Section 5.3 we jiorated relaying techniques
in the channel-coded SDMA systems. The system design puoegdf Chapter 4 con-
ceived for single-user Ir-CSTC schemes were extended t@gumultiuser systems. In
contrast to the single-user scenario, interference sspjame was performed at both the
BS and the relaying MS in the multiuser scenario. Finallattion 5.4 we investigated
the effects of spatial correlation at the MS transmitterth@average system BER perfor-
mance in the context of multiuser scenarios. In conclusi@summarize all the relevant
simulation results of this chapter in Table 5.4.
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System Configuration

System Throughpu

t

Single-user| 2-user 3-user 4-user 5-user (b/s/Hz)
Uncoded SDMA uplink of error floor error floor error floor
. . 7.5dB 11.5dB
Fig. 5.1, Natural Ordering of 5x 1072 | of4x 1072 | ofl1x 107!
Uncoded SDMA uplink of error floor error floor error floor
, _ _ 7.5dB 9.2dB 20x L
Fig. 5.1, Optimal Ordering of 1 x107% | of 1.2 x 1072 | of 5 x 1072 8
Uncoded SDMA uplink of error floor error floor error floor
. 9.1dB 12.2dB
Fig. 5.1,8u5 = 0.9 of 5x107* | of1x 1072 | of 4.5 x 1072
Channel-coded SDMA uplink
: -45dB | -3.4dB -2dB 0dB 4.2dB 1.0x L
of Fig. 5.3
Relay-assisted SDMA uplink
-10.1dB | -9.7dB -9.2dB -8.7dB -8.3dB 0.5x L

of Fig. 5.6

Table 5.4: Performance summary of the multiple-antenna aided MU SDM#nk systems, wheré denotes the number of SDMA users.
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| Chapter6

Conclusions and Future Work

In this final chapter, we will summarise the key contribusaf each chapter in Sec-
tion 6.1. Then some design guidelines for near-capacitynconications will be pre-
sented in Section 6.2. Our suggestions for future reseaitthewoutlined in Section 6.3.

6.1 Chapter Summaries

6.1.1 Chapter1

Chapter 1 constitutes the background of our research thouighe thesis. Specifically, a
rudimentary overview of colocated and distributed MIMOneitjues, iterative detection
and near-capacity communications was provided in Sectiohd.3. Furthermore, the
outline of the thesis was presented in Section 1.4 and weidedmur novel contributions
in Section 1.5.

6.1.2 Chapter 2

In Chapter 2, a combination of V-BLAST and STCs designed foMR systems was
investigated, which we referred to as Generalized MuliydreSpace-Time Coding. Two
fundamental schemes were designed, namely the GMLST(S@BE)GMLST(STTC)
arrangements of Figs. 2.1 and 2.2, where STBCs and STTCsusedesas the component
space-time codes, respectively. According to the diffeneapping of the signals to the
antennas, the GMLST(STTC) regime was further divided ihteoli-GMLST(STTC) and
D-GMLST(STTC) arrangements. On the other hand, for the GMISIBC) scheme of
Fig. 2.2, only horizontal mapping was considered, since dudit@nal spatial diversity
can be obtained, when employing diagonal mapping. The loitéction procedure de-

153
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vised for the GMLST schemes is constituted by the orderedesisive detection scheme
combining group-based interference nulling and interfeeecancellation, as portrayed
in Fig. 2.3. Furthermore, in Section 2.4 we introduced Thi®kower allocation regime
conceived for detection using an arbitrary order, whichpetformed the conventional
schemes relying on equal-power allocation at the same ctatiguoial complexity. For
the H-GMLST systems of Figs. 2.1(b) and 2.2, which relied quad-power allocation,
in Section 2.5 we also discussed the optimal detection drdsed on the assumption
that the channel coefficients are perfectly known at theiveceFinally, in Section 2.6
an iterative SIC-based detection scheme was advocateodttothie GMLST(STTC) and
GMLST(STBC) arrangements, in order to exploit the poterdfefull receive antenna
diversity. The simulation results of Figs. 2.10 and 2.11vshioat the iterative detec-
tion scheme is capable of approaching the same receivesiiverder as ML-style joint
detection, while imposing only a fraction of the computatibcomplexity of ML-style
joint detection. Table 2.2 summarizes the performanceugecomplexity of various
GMLST schemes, where the SNR loss is caused by the SIC-iddercer propagation
among the different layers of the GMLST scheme. In conchudiee iterative SIC-based
GMLST scheme of Fig. 2.9 provides a promising practical sotufor high-data-rate,
high-integrity communications in MIMO systems, espegiathen the number of anten-
nas is high.

6.1.3 Chapter 3

Chapter 3 demonstrated that as expected, further perf@enearmprovements may be at-
tained by the concatenation of the GMLST schemes with cHaoodes and upon per-
forming iterative detection by exchanging extrinsic imf@tion between the different
component decoders/demodulators at the receiver sidecifiSphy, the proposed seri-
ally concatenated IRCC-URC-GMLST system of Fig. 3.10 eitplthe advantages of
both iterative detection as well as those of the GMLST sclsenseng STBC and STTC
as the component space-time codes. In Section 3.2.1.1, BrbABed iterative multistage
SIC detection algorithm has been invoked for the GMLST sasemstead of the previ-
ous Viterbi-decoding-aided SIC detection for the sake ppsuting the iterative detection
process at the receiver side. Furthermore, in Section.2.:& presented a significantly
more complex iterative ML detection scheme designed foQREST(STTC) regime of
Fig. 2.1 in the context of serially concatenated systemsdonparison, which invokes a
concept similar to that of classic BICM-ID schemes. On theeothand, the benefit of
URC precoders was characterized in Section 3.3.3.1, whachuged as an intermediate
code and assisted us in eliminating the system’s error;fluemce improving the attain-
able decoding convergence. Moreover, our investigatiensahstrated in Section 3.3.3
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that the proposed low-complexity SIC-based iterativelgated IRCC-URC-GMLST
scheme of Fig. 3.10 is capable of achieving a near-capaeifpmpnance, when designed
with the aid of EXIT chart analysis. Table 3.3 presents th@ea@ble coding gains, the
SNR-distance from the maximum achievable rate limit as aglthat from the DCMC
capacity limit for the various near-capacity iterativelgeoded IRCC-URC-GMLST sys-
tems. Based on these simulation results, we found thateregite IRCC-URC-GMLST
scheme of Fig. 3.10 using SIC detection strikes an attd¢tade-off between the com-
plexity imposed and the effective throughput achieveds ttamonstrated further that the
design procedure is generically applicable, regardlesseogpecific choice of the inner
and outer decoder components, as exemplified by other detgstich as Sphere Detec-
tors, MCMC detectors as well as by different outer channélesp such as an irregular
LDPC codes, etc.

6.1.4 Chapter 4

Following the investigation of near-capacity communicatschemes using colocated
MIMO elements in Chapter 3, Chapter 4 proposed relay-aidbémaes for the sake of
near-capacity communications in distributed MIMO syste8yzecifically, in Section 4.2
an Ir-CSTC scheme was designed for near-capacity comntionisan the conventional
single-relay-aided network seen in Figs. 4.2 and 4.3. Tlweding and decoding pro-
cesses of Figs. 4.2 and 4.3 designed for our Ir-CSTC scheme specified in Sec-
tion 4.2.2, where we employed a serially concatenated ttwegonent IRCC-URC-
STBC scheme at the source and a two-component IRCC-STBCeatthy. In Sec-
tion 4.2.3.1, we derived the CCMC capacity and the constchinformation-rate bounds
of Alamouti’'s G2 scheme for the half-duplex single-relayachel of Fig. 4.5. A joint
source-and-relay mode design procedure designed withidhaf &XIT charts analysis
was proposed in Section 4.2.3.2 for the sake of finding then@btlr-CSTC scheme,
which performs closest to the single-relay channel’s caypas well as achieves the max-
imum effective throughput, which is an extra benefit of thatjonode design procedure.
The numerical results seen in Fig. 4.9 of Section 4.2.4 detnated that the joint source-
and-relay mode design based on EXIT chart analysis is capbiear-capacity coop-
erative communications in the single-relay-aided netwdflrthermore, in Section 4.3
an extended Ir-CSTC scheme was studied in the context ofvinerélay aided network
of Fig. 4.10, in which the successive relaying protocol wampleyed. The factor two
multiplexing loss of the single-relay-aided network wasoreered by the successive re-
laying protocol, although this was achieved at the cost cdddlitional relay. Similarly,
the CCMC capacity and the constrained information-ratendswf Alamouti's STBC
scheme were derived for the successive relaying aided shefmFigs. 4.11 and 4.12
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in Section 4.3.4.1. It was observed in Figs. 4.14 and 4.16tkieafactor two multiplex-
ing loss of the single-relay-aided network may be recovénethe successive relaying
protocol with the aid of an additional relay, which is a moragtical technique than the
assumption of a full-duplex system. The generalized jonitrse-and-relay mode design
procedure advocated relies on the proposed procedure ofditite optimal cooperative
coding scheme, which performs close to the capacity limithe context of twin-relay-
aided network, as demonstrated by the BER performanceasesftig. 4.18 discussed in
Section 4.3.5. It is further demonstrated that the Ir-CS@l@emes proposed in Chapter 4
are insensitive to the network’s geometry. In other worddpag as the number of anten-
nas as well as the space-time coding schemes used at the smarcelays are fixed, the
irregular components employed at the source and relaygetsain unchanged, regard-
less of the network topology considered. The topology offfigcés the transmit power
thresholds to be used at the source and relays, when the BXHEIS are open, as shown
in Figs. 4.6-4.8 and 4.16-4.17. However, if the number oéanas, or the space-time cod-
ing schemes used at the source and relays are changed, w® maglesign the irregular
components both at the source and relays. More specifith#éyjoint source-and-relay
mode design procedures advocated in Sections 4.2.3.2 arfd24operate off-line in or-
der to find the optimal distributed code components. In otherds, they do not have
to operate on-line in order to adapt the parameters acaptdithe instantaneous chan-
nel conditions. Once the irregular components at the samdeelays were determined,
they remain fixed during the transmit and receive periodsvéver, the knowledge of the
channel state information is required during the off-lieareh procedure, which was as-
sumed to be perfectly known at both the relay and destinati@hapter 4. Furthermore,
the code design procedure is not limited to a specific netwgrkcenario, but applica-
ble under virtually any network configuration. Most impartg, it is in fact generically
applicable, regardless of the specific choice of the spate¢odes at the source and re-
lays as well as of the irregular components, provided thairtherent irregularity of the
designs used at the source and relays is retained.

6.1.5 Chapter5

In contrast to the noise-limited single-user scenario cdyitér 4, Chapter 5 investigated
the Ir-CSTC schemes in the context of our interferencetétchmultiuser SDMA scenatrio,

where the multiple access interference (MAI) significarttggrades the overall system
performance. Specifically, in Section 5.2.2 a MaxSINR-0O&8k multiuser detector was
proposed for the multiple-antenna-user aided SDMA upliystesm, which is capable of

striking a trade-off between the interference suppressapability and noise enhance-
ment, as shown in Fig. 5.2, while supporting rank-deficigatams. Furthermore, in Sec-
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tion 5.2.3 the multiuser SDMA system was combined with clehondes, which assisted
us in eliminating the typical BER floors of rank-deficienttgyas, as depicted in Fig. 5.5.
Referring to the Ir-CSTC scheme for the single-user scerdrChapter 4, in Section 5.3
relay aided techniques were incorporated in channel-c8MadA systems, which bene-
fit from extra spatial diversity and reduced-pathloss bagsinetrical gains. In contrast
to the single-user Ir-CSTC schemes, interference sugpressas required at both the
base station and the relaying mobile station. Finally, aenpwactical scenario where the
MSs have spatially correlated transmit antennas was studiSection 5.4. In contrast
to the conventional views, the simulation results of Figé45and 5.15 demonstrated that
the transmitter’'s spatial correlation is potentially bigsial in multiuser SDMA uplink
systems, when employing efficient MUDSs.

6.2 Design Guidelines

In this section, we summarize the general design guidebhasar-capacity transceivers
in the context of both colocated and distributed MIMO systdaiy examining the various
schemes investigated throughout Chapter 2 to Chapter 5.

1. Near-capacity operation is of particular interest intdignultimedia broadcast ap-
plications. In conventional colocated MIMO systems, faliog the advent of turbo
codes near-capacity communications may be facilitateddmcatenating simple
constituent codes and employing efficient iterative deogdiEXIT charts consti-
tute convenient tools, which may be used to analyse thdiiteraxtrinsic informa-
tion exchange process among the constituent decoders.p&n-but-narrow’ EXIT
tunnel indicates that near-capacity performance may biewath, provided that the
Monte-Carlo simulation based decoding trajectory matthe&XIT curves.

2. Hence, near-capacity transceiver designs may involerakedesign aspects, such
as the choice of the parallel versus serial concatenatroetate, the appropriate
selection of the constituent codes, the interleaver lerityn detection algorithm,
which complement the transmission scheme. The best ditaiperformance is
determined by the DCMC capacity.

3. Firstly, the choice of the inner code of a serially conoated scheme has to be
resolved. In Chapter 2 we considered a multi-layer spane-tioding scheme re-
ferred to as GMLST, which provides both multiplexing andedsity gains. Hence
a high configuration flexibility spanning the entire rangeoptions between the
full-multiplexing and the full-diversity oriented systammay be attained. As a de-
sign example, a novel iterative multi-stage SIC scheme w@sgsed in Section 2.6,
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which is capable of achieving the maximum attainable recdiversity of the po-
tentially excessive-complexity classic ML detection, lghinposing only a fraction
of the ML complexity.

4. Once the choice of the inner code was resolved, we shotltbopn appropriate
outer channel code, which leads itself to so-called irr@gdésigns, yielding diverse
EXIT-curve shapes. In Chapter 3, a powerful IRCC was empgloyiden, the area
of the EXIT tunnel between the outer and inner decoders’ Eciives may be min-
imized by employing a curve-matching algorithm, which tates the possibility of
near-capacity performance.

5. On the other hand, for the sake of eliminating the errorrflagecursive URC was
also needed as an intermediate code in the serially coratattacheme, as demon-
strated in Section 3.3. The resultant near-capacity teamscbased on EXIT-chart-
matching designs in Chapter 3 is generically applicablgamdiess of the specific
choice of the inner and outer decoder components, as lofgeastterent irregular-
ity of the inner or outer codes is retained. Since they aralglgmf reducing the area
of the open EXIT-tunnel, they facilitate decoding convergeto an infinitesimally
low BER at near-capacity SNRs.

6. Naturally, invoking more IRCC components is capable @ivging more diverse
EXIT curves, hence matching the inner codes’ EXIT functiomsre accurately,
which indicates that a 'very-near-capacity’ performargacdhievable, as shown in
Section 3.3.3.3.

7. The above-mentioned advances may also be exploited icotitext of distributed
MIMO systems. More specifically, parallel concatenationtteé geographically
separated transceivers may be invoked as shown in Chaptdiore specifically,
a three-stage serially concatenated scheme may be empoyfeel source for the
sake of approaching the SR link capacity, while anothegul& scheme may be
employed at the relay for the sake of assisting the nearedgpaperation of the
distributed system following the philosophy of distribditeirbo codes. As a design
example, in Chapter 4, an Ir-CSTC scheme was designed usrfgltowing joint
source-and-relay mode design procedure:

(a) Firstly, optimized irregular components are desigriedeasource using EXIT-
curve-matching for the SR link.

(b) Then, the irregular components to be used at the relagimized by another
EXIT curve matching process at the destination, where thE EXrve of the
RD link is matched against that of the SD link.
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(c) Finally, the decoding convergence threshold of theSFC scheme is calcu-
lated. More specifically, when the EXIT tunnel area betwdenEXIT curves
of the SD link and the RD link is minimized, a near-capacityfpgnance may
be achieved in the distributed MIMO system considered.

6.3 Future Work

The research presented in this thesis can be extended mak#vections. In this section,
a brief overview of some ideas for potential future work arespnted as follows:

Differential Multi-functional MIMO Scheme

The multi-functional GMLST schemes presented in Chaptese eoherent detec-
tion, while assuming perfect channel knowledge at the veceiln a realistic scenario,
however, channel estimation is required when employingeafit detection, which will
degrade the system’s performance due to channel estimatiors. Additionally, the
channel estimation complexity increases with the prodtith® number of transmit and
receive antennas. Therefore, an attractive solution farieating the potentially high-
complexity channel estimation as well as the performanggadiation due to channel
estimation errors is to design non-coherent receivers dbatbot require any channel
knowledge. As a further extension of the multi-function@GST schemes of Chap-
ter 2, we can design differential multi-functional MIMO sshes that do not require any
channel knowledge. Naturally, it is expected that the diifdial scheme will have a 3
dB performance degradation when compared to the corresppodherent scheme as-
suming perfect channel knowledge at the receiver. Howevieen channel estimation
is employed, differential detection eliminates the compyeof channel estimation and
we may even attain a better BER performance than that of thereat scheme, when a
practical, finite-precision channel estimation schememsaered.

Adaptive Multi-functional MIMO Systems

In Chapter 2, the proposed multi-functional GMLST schemaviales flexibility in
terms of multiplexing and diversity oriented system besefiience, an adaptive multi-
functional MIMO system is worth investigating in our futuresearch. Specifically, the
sophisticated multi-functional system will adaptivelyitsh between the full-multiplexing
oriented BLAST, partial-multiplexing, partial-divergivriented GMLST and full-diversity
STC schemes according to the quality of the channel expmtenwWhen the channel is
gravely faded, the system will automatically adapt itselSlTC mode, which provides
diversity gains to combat the effects of the fading chan@a. the other hand, BLAST
will be employed in a rather benign channel environmentgshersake of maximizing
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system throughput, while maintaining an acceptable BERI lavthe receiver side. Oth-
erwise, we use the flexible GMLST scheme to strike an attra¢tade-off between the
multiplexing gain and diversity gain.

Employing Symbol-Based URC in Near-Capacity IRCC-URC-GMLST Schemes

In Chapter 3, a bit-based URC was invoked as the intermed@de in the three-
stage serially concatenated IRCC-URC-GMLST scheme. Itatserved in Fig. 3.26
that a significant amount of information/throughput lossws in iterative ML detected
IRCC-URC-GMLST(STTC-4) schemes when converting the otggmbol probabilities
of the GMLST(STTC-4) decoder to LLR values used for the lisdd URC decoder.
Hence, as an explicit benefit, a symbol-based URC can be oseztdver the above-
mentioned information loss, since no conversion from syimhbababilities to LLR values
is needed between the GMLST decoder and the symbol-baseddd&étler. However,
the complexity of the symbol-based URC is higher than thahehit-based URC.

Joint Power Allocation and Relay-Position Optimization far I-CSTC Schemes

In Chapter 4, an irregular cooperative space-time codihgree was proposed for the
sake of achieving the corresponding relay channel’s siligkeDCMC capacity. How-
ever, from a perspective of maximizing the multiuser nekigocapacity, the network’s
configuration used in Chapter 4 is not optimal. As seen from(&£@5) of Chapter 4, the
three-terminal network’s capacity is dependent on thevadgemt SNRs (transmit powers)
at the source and relay nodes as well as the distance (powgrgawveen the relay and
destination nodes. On the other hand, in [174] a closed-&gproximation of the MIMO
capacity was proposed, which is capable of approximatdiyutzing the correspond-
ing MIMO channel's DCMC capacity without invoking time-cauming Monte-Carlo
simulations. Hence, we can employ a joint power allocatind eelay location opti-
mization scheme to maximize the three-terminal networlCM capacity, which is still
approachable by our proposed Ir-CSTC scheme. Hence, thiegower allocation and
relay-position optimization algorithm can be further slifipd to a convex optimization
problem as follows.

Assuming that the source and relay nodes have the same aadingf 0.5, the three-
terminal network’s capacity of Eq. (4.25) can be rewritten a

. 1 ,
Ig(():Ol\Fljlcgz(PtSv P!, Grq) = m'n{l 0, CDCMC( ’) + §CIrDCI?/|C(Pt aGrd)} . (6.1)

Our objective is to maximizg C§cuc(P) + $Chehic(Pr, Gra), Which is subject to the
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conditions of

(

0< Pr<,
P+ Pr=1,
P? +10log,,(Gs) = P

rymin)

L Gsr + Grd + 2 Gerrd Z Gerrda

(6.2)

where P? and P; are the transmit powers at the source and relay nodes, teghgc
while P, ., is the minimum receive power required at the relay node totaai an open

EXIT tunnel as in Fig. 4.6.
Channel Estimation in Multiuser SDMA Uplink Systems

In Chapter 5, we have considered multiuser SDMA systemsasgLperfectly accu-
rate channel knowledge at the base station. However, itlikn@vn that SDMA systems
are sensitive to channel estimation errors, which will gigantly degrade the overall sys-
tem performance. Therefore, it is worth exploring efficieindnnel estimation techniques
for the sake of minimizing the performance loss due to inesteuchannel knowledge in
a realistic SDMA uplink scenario.



|AppendixlA

Mathematical Preliminaries

A.1 The Nulling Matrix

For the sake of nulling the effects of interference imposgdhe interfering groups in
Eq. (2.5), the following condition must be satisfied in Sect2.3:

W‘]j{j ' [H(j-i-l)’,kv BRI Hq’,kz] = 07 (Al)
which can be reformulated using the matrix transpose rovtats:

Hiy k- HorT - (WIT = 0. (A.2)

Since the null space of a matri is the set of all vectors, which solves the equation
Av = 0, wherev is also referred to as the kernel Af, in set-construction notation we

have:
Null(A) ={v e V:Av =0}

Hence, we can mathematically deduce the nulling manu‘fgdn Eq. (A.1) from the null
space ofiH ;1) k..., Hyx]". For the sake of maximizing the receive diversity order,
we choose a nulling matriwi having the largest rank, which is equal to the dimension
of the null space. There are several computational appesaidt determining the null
space ofA and the choice of the specific method used depends on botlrticeuse and
size of A. A popular approach which can be used, even wAdas large, is to invoke the
singular value decomposition (SVD) &f and use the resultant right-hand-side singular
vectors corresponding to the singular values of zero asia ftashe null space. Below
we generate the nulling matrWi in details as follows:

As [Hii1y g, - HyxlTisan[(N, — N}F -+ — Ni') x N,]-element matrix, its SVD
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is given by:

ZT’XT 0

v, A3
0 o (A.3)

[H(j—i-l)’,ka ey quvk]T - U [

where we hav@J € CNe=Ne =N/ )x(Ne=N=N') 'y ¢ CNexNe gandy, ., is a diagonal

matrix having singular values on the diagonal and rank([H ;j41y x, . . ., Hy 47 ). Since
the subchannels are uncorrelated and random, the nittixy 1, . .., Hy )" is of full
rank andr = N, — N}'--- — N/ < N,. As a result, the matri{zz;r g] can be
reformulated as[z,w OTX(NT_T)}. Upon substituting Eg. (A.3) into Eq. (A.2), we have
U S O | VAW =0 (A.4)
if and only if
[Erxr Orx(N,.—r)] VW™ = 0. (A.5)

. y 07” =T . . . .
When choosingvV #[W7]* = [I X () ] , the nulling matriXW;, is obtained as
(Np—7)Xx (Nyp—1)

0 _
VV‘ v rX(Np—1
I(NT r)X(Nyp—r)

T

~ — Or Nyp—r

[VNTXTVNTX(NT_T)] [I(N X(> (N) )]} A0
r—1)X(Np—r

—

= V]j\}, X (Nyp—r)*

A.2 Maximum SINR Array Processor
For the sake of deriving the maximum SINR array processohawve to find the solution
of the following generalized eigenvalue equation in Seci®.2:

R.w = AR, w. (A.7)

To be consistent with the assumption of uncorrelated iaterfce components, as stated
in Section 5.2.2, we can decompose the covariance mRfrixf the interference by
Cholesky decomposition [160] as

R, =LL", (A.8)

sinceR,, is Hermitian and positive definite, whekeis a lower triangular matrix having
strictly positive diagonal entries. When both sides of Bq7) are left-multiplied by ~*,
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we obtain
C(L"w) =X (L"w), (A.9)

where

C=L"'R, (L))" (A.10)
is the Hermitian and nonnegative definite with the same faa& that ofR,. According
to Eq. (5.12)k cannot be larger than the rankldf, so we have: < min(M, NV;). Ob-
viously, the eigenvalues @ are the same as those of the original generalized eigenvalue
equation of (A.7). There arke nonzero eigenvalues, and a set of orthogonal eigenvectors
{LHWi}le can be found by using the SVD @

AsC = L7'R,(L™))" is an[M x M]-element Hermitian semi-positive definite
matrix, its SVD is given by:

(A.11)

Siwp O
C:U[ Pk ]UH,

0O O

whereU € CM*M andX,, is a diagonal matrix having singular values on the diagonal,
which correspond to the number of nonzero eigenvalues ©f With the aid of matrix
manipulation, Eq. (A.11) can be further simplified to

C = [U,, Uy (U, Uy)" = U %, UH, (A.12)

Ykxk 0]

whereU; € CM*F andU, € CM*(M=F) The columns of the matrikJ; are the eigen-
vectors ofC, which correspond to the eigenvalues on the diagonal,of., respectively.
Finally, we obtain the linear maximum SINR array process@extion 5.2.2 as follows

0= [W17W27”' 7Wk]
= (L™ LWy, L wy, - L] (A.13)
= (L H*U,.



Glossary

4QAM
AF
APP
AWGN
BCJR
BEC
BER

BICM-ID

BLAST
BPS
BPSK
BS
CCMC
CDMA
CF

CIR
CSl

D-BLAST

4-level Quadrature Amplitude Modulation
Amplify-and-Forward

A Posteriori Probability

Additive White Gaussian Noise

Bahl-Cocke-Jelinek-Raviv algorithm

Binary Erasure Channel

Bit Error Ratio

Bit-Interleaved Coded Modulation scheme using Iteratiee@l-
ing

Bell-labs LAyered Space-Time architecture

Bits Per modulated Symbol

Binary Phase Shift Keying

A common abbreviation for Base Station
Continuous-input Continuous-output Memoryless Channel
Code Division Multiple Access

Compress-and-Forward

Channel Impulse Response

Channel State Information

Diagonal Bell-labs LAyered Space-Time architecture



Glossary

DCMC

DF
D-GMLST
DSTC
DTC
DTTCM
Ey/Ny
EGC
EXIT

FEC

FER
GMLST
GMLST(STBC)
GMLST(STTC)
H-GMLST
IC

ii.d.

IN

IRCCs
Ir-CSTC
iu.d.

JD

LDC
LDPC
LLR

log-domain

Discrete-input Continuous-output Memoryless Channel

Decode-and-Forward

Diagonal Generalized Multi-Layer Space-Time architegtur

Differential Space-Time Coding scheme

Distributed Turbo Code

Distributed Turbo Trellis Coded Modulation

Ratio of bit energy to noise power spectral density.
Equal Gain Combining

EXtrinsic Informathion Transfer

Forward Error Correction

Frame Error Ratio

Generalized Multi-Layer Space-Time architecture
GMLST schemes using STBC as the component codes
GMLST schemes using STTC as the component codes
Horizontal Generalized Multi-Layer Space-Time architeet
Interference Cancellation

independent and identically distributed
Interference Nulling

IRregular Convolutional Codes

Irregular Cooperative Space-Time Coding scheme
independent and uniformly distributed

Joint Detection

Linear Dispersion Code

Low Density Parity Check code

Log-Likelihood Ratio

logarithmic-domain



Glossary

vi

Log-MAP
LOS

LS

MAI

MAP
MaxSINR
MBER
MCMC
MIMO
ML
MLSE
MMSE
MR

MRC

MS

MU

MUD
MU-MIMO
MSE
OSTBC
PDF

PIC

PSD
PSK
PWEP

QAM

Log Maximum Aposteriori Probability
Line of Sight

Least Square

Multiple Access Interference
Maximum A Posteriori

Maximum Signal-to-Interference-plus-Noise Ratio
Minimum Bit Error Rate detection
Markov Chain Monte Carlo detection
Multi-Input Multi-Output

Maximum Likelihood

Maximum Likelihood Sequence Estimator
Minimum Mean Square Error

The active MSs to Relaying MS link
Maximum Ratio Combining

Mobile Station

Multi-User

Multi-User Detector

Multiple-User MIMO system

Mean Square Error

Orthogonal Space-Time Block Coding
Probability Density Function

Parallel Interference Cancellation
Power Spectral Density

Phase Shift Keying

Pair-Wise Error Probability

Quadrature Amplitude Modulation



Glossary

Vii

QPSK
RD
RSC
Rx

SD

SDMA
SER

SIC
SINR
SISO
SNR

SP

S/IP

SR
STBC
STC
STTC
STTC-4
STTC-16
SU-MIMO
SVD
TCM

TX

URC

VA

Quadrature Phase Shift Keying
Relay-to-Destination link

Recursive Systematic Convolutional
Receiver

Selection Diversity or Sphere Detection / Source-to-Degibn
link

Space Division Multiple Access

Symbol Error Ratio

Successive Interference Cancellation
Signal-to-Interference-plus-Noise Ratio
Soft-Input Soft-Output/Single-Input Single-Output
Signal to Noise Ratio, noise energy compared to the sigreabgn
Set Partitioning

Serial-to-Parallel

Source-to-Relay link

Space-Time Block Code

Space-Time Coding

Space-Time Trellis Code

4-state based Space-Time Trellis Code

16-state based Space-Time Trellis Code
Single-User MIMO system

Singular-Value Decomposition

Trellis Coded Modulation

Transmitter

Unity-Rate Code

Viterbi Algorithm



Glossary viii

VAA Virtual Antenna Arrays
V-BLAST Vertical Bell-lab LAyered Space-Time architecture

ZF Zero Forcing.
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