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In many observational studies, analysts estimate treatment effects using propensity scores, e.g., by matching or sub-classifying on the scores. When some values of the covariates are missing, analysts can use multiple imputation to fill in the missing data, estimate propensity scores based on the $m$ completed datasets, and use the propensity scores to estimate treatment effects. We compare two approaches to implementing this process. In the first, the analyst estimates the treatment effect using propensity score matching within each completed data set, and averages the $m$ treatment effect estimates. In the second approach, the analyst averages the $m$ propensity scores for each record across the completed datasets, and performs propensity score matching with
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## 1 INTRODUCTION

In many studies of causal effects, analysts can reduce the bias that results from imbalanced covariate distributions, at least for observed covariates, using propensity score matching\(^1\)--\(^3\). The propensity score for any subject, \(e(x_i)\), is the probability that the subject receives the treatment given its vector of covariates \(x_i\); that is, 
\[
e(x_i) = P(T_i = 1|x_i),
\]
where \(T_i = 1\) if subject \(i\) receives treatment and \(T_i = 0\) otherwise.\(^1\) show that, when two large groups have the same distributions of propensity scores, the groups should have similar distributions of \(x\). Thus, by selecting control units whose propensity scores are similar to the treated units’ propensity scores, analysts can create a matched control group whose covariates are similar to the treated group’s covariates. Analysts then base inference on the treated and matched control groups, thereby avoiding any bias that results from imbalanced covariate distributions in the two groups, at least for those covariates in \(x\). Other approaches to causal inference based on propensity scores include sub-classification\(^4,5\), full matching\(^6,7\) and propensity score weighted-estimation\(^8\).

See\(^9\) for a review of different approaches to causal inference using propensity scores.

Propensity scores are typically estimated via regressions of \(T\) on functions of \(x\)\(^10\)--\(^13\). When some covariate data are missing, these complete-data methods cannot be easily applied. Several strategies exist for overcoming this complication\(^4,14--16\). In this article, we focus on the use of multiple imputation\(^17\) to fill in the missing
covariate data, thus enabling estimation of propensity scores via complete-data methods.

With $m$ completed datasets, the analyst potentially can estimate the propensity scores in each dataset, thus obtaining $m$ values of each unit’s propensity score. What should the analyst do with these multiple propensity scores? One approach is to average each unit’s $m$ propensity scores, match treated and control units based on their averaged scores, and thereby estimate the treatment effect. We call this the Across approach. Another approach is to match treated and control units within each completed dataset, thereby coming up with $m$ estimates of the treatment effect. These $m$ treatment effect estimates can be averaged to come up with the final estimated treatment effect. We call this the Within approach. Both of these approaches seem intuitively reasonable strategies: which can we expect to be more effective? To our knowledge, this question has been investigated previously only by\textsuperscript{18}, who expertly pointed out its many complexities.

In this article, we shed further light on this question. To do so, we use two types of simulations: a simple setting with artificial data, and a complicated setting with actual data. In the simulations, the Across method exhibits greater potential for substantial reductions in bias, whereas the Within method results in smaller variance estimates. The remainder of the article is organized as follows. In Section 2, we formally define the Across and Within approaches. In Section 3, we compare the two approaches in simulation studies with artificial data. In Section 4, we use the two approaches to estimate a treatment effect in an observational study of the effect of breast feeding on the child’s cognitive development later in life. In Section 5, we conclude with remarks about the Across and Within approaches.
2 Across and Within approaches

Let $X = (x_1, \ldots, x_n)'$ be an $n \times p$ matrix of covariates, where $x_i = (x_{i1}, \ldots, x_{ip})'$. For each $x_i$, let $m_i = (m_{i1}, \ldots, m_{ip})'$ be a vector of missing data indicators, where $m_{ij} = 1$ indicates $x_{ij}$ is missing, and $m_{ij} = 0$ indicates $x_{ij}$ is observed, for $j = 1, \ldots, p$. Let $M = (m_1, \ldots, m_n)'$ be the $n \times p$ matrix of missing data indicators for $X$. Let $X_{mis} = \{x_{ij} : (i, j) : m_{ij} = 1\}$ and $X_{obs} = \{x_{ij} : (i, j) : m_{ij} = 0\}$. For each unit $i$, the binary treatment indicator is $T_i \in \{0, 1\}$, and the outcome is $Y_i$. Let $T = (T_1, \ldots, T_n)'$ and $Y = (Y_1, \ldots, Y_n)'$. Here, we assume that $T$ and $Y$ are fully observed.

In multiple imputation, values of $X_{mis}$ are filled in $m$ times with draws from the predictive distribution, $p(X_{mis} | X_{obs})$, resulting in $m$ completed datasets $X^{(1)}_{com}, \ldots, X^{(m)}_{com}$. For each $X^{(k)}_{com}$, let $e(x_{i,com}^{(k)})$ be the estimated propensity score for unit $i$, where $i = 1, \ldots, n$ and $k = 1, \ldots, m$. Here, each $e(x_{i,com}^{(k)})$ is estimated using only the data in $X^{(k)}_{com}$, for example with a logistic regression of $T$ on some function of $X^{(k)}_{com}$.

In the Across approach, we estimate the propensity score for each unit, $e^{A,m}(x_i)$, by averaging $e(x_{i,com}^{(k)})$ over the imputations, so that

$$e^{A,m}(x_i) = \frac{\sum_{k=1}^{m} e(x_{i,com}^{(k)})}{m}. \tag{1}$$

Let $e^{A,m} = (e^{A,m}(x_1), \ldots, e^{A,m}(x_n))'$. Analysts use $e^{A,m}$ to find a matched control set, for example for each treated unit find the control unit with the nearest propensity score. We obtain a matched control set in this way, where we match without replacement. Given the matched set, the analyst estimates the treatment
effect in the Across approach with

\[ \hat{\tau}^{A,m} = \bar{Y}_T - \bar{Y}_{mc}^{A,m}, \]  

where \( \bar{Y}_{mc}^{A,m} \) is the mean of matched control units’ outcomes selected in the Across approach.

The Within approach uses the propensity scores estimated from each completed dataset, \( e(X_{com}^{(k)}) = (e(x_{1,com}^{(k)}), \ldots, e(x_{n,com}^{(k)}))' \), to obtain \( m \) matched control sets, one for each \( X_{com}^{(k)} \); that is, matching is performed separately in each \( X_{com}^{(k)} \). Let \( \bar{Y}_{mc}^{(k)} \) be the average of the outcomes for the matched controls in \( X_{com}^{(k)} \), where \( k = 1, \ldots, m \). Let \( \bar{Y}_{mc}^{W,m} = \sum_{k=1}^{m} \bar{Y}_{mc}^{(k)}/m \). The analyst estimates the treatment effect for the Within approach using

\[ \hat{\tau}^{W,m} = \bar{Y}_T - \bar{Y}_{mc}^{W,m}, \]  

3 Artificial data simulation

We now compare the Across and Within approaches using simulations with artificial data. For each simulation run, we generate two covariates \( X \) for \( n = 1100 \) records such that

\[ x_i = (x_{i1}, x_{i2})' \sim N(\mu, \Sigma), \]  

where \( \mu = (10, 10)' \), and \( \Sigma \) has variances equal to 5 with correlation 0.5. We generate the response \( Y \) so that, for all \( i \),

\[ Y_i = x_{i1} + x_{i2} + \epsilon_i, \quad \epsilon_i \sim N(0, 1). \]
Hence, the treatment effect \( \tau = 0 \) for all simulations. We introduce missing data into \( \mathbf{x}_2 \) based on missing at random mechanisms; we leave \( \mathbf{x}_1 \) and \( \mathbf{Y} \) fully observed. We consider three mechanisms for assigning treatment, including (i) assignment depends only on \( \mathbf{x}_1 \), (ii) assignment depends only on \( \mathbf{x}_2 \), and (iii) assignment depends equally on \( \mathbf{x}_1 \) and \( \mathbf{x}_2 \). As we shall see, the Across and Within methods are differentially effective for these assignment mechanisms.

3.1 Simulation 1: treatment assignment depends only on \( \mathbf{x}_1 \)

In this simulation, we assign treatment so that

\[
\text{logit} \left( P(T_i = 1) \right) = -7.8 + 0.5x_{i1}. \tag{6}
\]

Thus, treatment assignment depends only on \( x_1 \). In any dataset, this generates approximately 100 treated units and 1000 control units. Figure 1 displays typical covariate patterns that arise from this design.

We consider two mechanisms for introducing missing data in \( x_2 \). In the first, we randomly make some control units’ \( x_2 \) values missing so that

\[
\text{logit} \left( P(m_{i2} = 1) \right) = -10.1 + 0.9x_{i1}. \tag{7}
\]

In this way, units with larger \( x_1 \) values, which are the units most likely to be selected as matches, are more likely to be missing their \( x_2 \) values. Approximately 30% of control units’ values of \( x_2 \) are missing. In the second, we use the same missing data patterns for the control units and also introduce missing values into 30% of the treated units’ \( x_2 \) covariate through a missing completely at random (MCAR) mechanism. We use the MCAR mechanism because the treated units already tend to have large values of \( x_1 \).
We impute missing $x_2$ from a normal linear regression of $x_2$ on $x_1$, using the appropriate Bayesian posterior predictive distribution with flat prior distributions. We do not control for $Y$ in the imputations. This is done to remain consistent with the philosophy of propensity score matching: manipulation of covariates and the creation of a matched control set is done without consideration of the outcome values. This is followed, for example, by$^{14}$. In this way, propensity score computations, and any subsequent causal inferences made using the propensity scores, are not affected by assumptions about the outcome variable. That said, it can be advantageous to include the outcome variable in imputation models$^{19,20}$. One could easily modify the imputation models used here to include the outcome variable in the imputation model.

After multiple imputation of $x_2$, we estimate the propensity scores $e(x_{i,com}^{(k)})$ for each unit $i$ in each of $k = 1, \ldots, m$ completed datasets using a logistic regression of $T$ on
We then compute \( \hat{\tau}_{A,m} \) and \( \hat{\tau}_{W,m} \) as in Section 2.

We run this simulation design 1000 times to get new values of \((X, T, Y, M)\). Table 1 summarizes the bias and variance of \( \hat{\tau}_{A,m} \) and \( \hat{\tau}_{W,m} \) across the 1000 simulations for different values of \( m \). Both the Across and Within approaches result in estimates of \( \tau \) that are close to zero. The bias in \( \hat{\tau}_{A,m} \) tends to be slightly smaller than that of \( \hat{\tau}_{W,m} \), but its variance is slightly higher. The variance of \( \hat{\tau}_{W,m} \) appears to decrease as \( m \) increases; the variance trend is non-linear for \( \hat{\tau}_{A,m} \).

<table>
<thead>
<tr>
<th>( m )</th>
<th>Across estimate</th>
<th>Across variance</th>
<th>Within estimate</th>
<th>Within variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.0710</td>
<td>0.0831</td>
<td>0.0745</td>
<td>0.0540</td>
</tr>
<tr>
<td>10</td>
<td>0.0501</td>
<td>0.0811</td>
<td>0.0721</td>
<td>0.0503</td>
</tr>
<tr>
<td>15</td>
<td>0.0609</td>
<td>0.0847</td>
<td>0.0738</td>
<td>0.0487</td>
</tr>
<tr>
<td>20</td>
<td>0.0651</td>
<td>0.0850</td>
<td>0.0739</td>
<td>0.0486</td>
</tr>
<tr>
<td>50</td>
<td>0.0600</td>
<td>0.0866</td>
<td>0.0741</td>
<td>0.0473</td>
</tr>
</tbody>
</table>

Table 1: Treatment effect estimates from the Across and Within approaches in the simulation design where treatment assignment depends only on \( x_1 \). The average treatment effect estimates based on the covariates before introduction of missing data is 0.074.

Since treatment assignment only depends on \( x_1 \), which is fully observed, propensity scores are determined essentially from \( x_1 \) only, so that the missing data in \( x_2 \) play a minor role here. Thus, it is not surprising that both the Across and Within methods result in similar reductions in bias close to the true treatment effect of zero. Nonetheless, this is a situation where the Within approach dominates on mean squared error, at least for these values of \( m \).
3.2 Simulation 2: treatment assignment depends only on $x_2$

In this simulation, we assign treatment so that

$$\text{logit}(P(T_i = 1)) = -7.8 + 0.5x_{i2}. \quad (8)$$

As before, this generates approximately 100 treated units and 1000 control units, but now the treatment assignment depends only on $x_2$. Figure 2 displays a typical covariate distribution for this design. We introduce missing values in $x_2$ values using the same two scenarios as in Section 3.1, and impute missing values from a normal linear regression as before.

![Plot of x2 against x1](image)

Figure 2: Plot of the covariate distribution in the simulation design where treatment assignment depends on $x_2$ together with the fitted regression line assuming a normal linear model for $x_2$.

Table 2 summarizes the results for 1000 simulation runs for different $m$. Here, $\hat{\tau}^{A,m}$ consistently has substantially smaller bias than $\hat{\tau}^{W,m}$. The bias in $\hat{\tau}^{A,m}$ tends to decrease as $m$ increases; this is not the case for $\hat{\tau}^{W,m}$. The variance of $\hat{\tau}^{W,m}$
continues to be lower than that of $\hat{\tau}^{A,m}$, and it decreases with $m$.

<table>
<thead>
<tr>
<th>m</th>
<th>Across estimate</th>
<th>Across variance</th>
<th>Within estimate</th>
<th>Within variance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Only control units missing $x_2$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.6296</td>
<td>0.0740</td>
<td>0.9367</td>
<td>0.0471</td>
</tr>
<tr>
<td>10</td>
<td>0.5607</td>
<td>0.0846</td>
<td>0.9372</td>
<td>0.0438</td>
</tr>
<tr>
<td>15</td>
<td>0.5478</td>
<td>0.0798</td>
<td>0.9355</td>
<td>0.0412</td>
</tr>
<tr>
<td>20</td>
<td>0.5381</td>
<td>0.0831</td>
<td>0.9380</td>
<td>0.0400</td>
</tr>
<tr>
<td>50</td>
<td>0.5396</td>
<td>0.0835</td>
<td>0.9392</td>
<td>0.0374</td>
</tr>
<tr>
<td></td>
<td>Treatment and control units missing $x_2$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.7396</td>
<td>0.0742</td>
<td>1.1526</td>
<td>0.0484</td>
</tr>
<tr>
<td>10</td>
<td>0.6461</td>
<td>0.0750</td>
<td>1.1514</td>
<td>0.0443</td>
</tr>
<tr>
<td>15</td>
<td>0.6251</td>
<td>0.0743</td>
<td>1.1519</td>
<td>0.0429</td>
</tr>
<tr>
<td>20</td>
<td>0.6214</td>
<td>0.0741</td>
<td>1.1529</td>
<td>0.0419</td>
</tr>
<tr>
<td>50</td>
<td>0.6064</td>
<td>0.0716</td>
<td>1.1536</td>
<td>0.0408</td>
</tr>
</tbody>
</table>

Table 2: Treatment effect estimates from the Across and Within approaches in the simulation design where treatment assignment depends on $x_2$

Since treatment assignment depends only on $x_2$, which is partially observed, the imputation of the missing values plays a major role in determining the matched control set. In this case, the Across approach dominates on mean squared error.

3.3 Simulation 3: treatment assignment depends equally on $x_1$ and $x_2$

In this simulation, we assign treatment so that

$$ logit (P(T_i = 1)) = -7.8 + 0.255x_{i1} + 0.255x_{i2}. $$

This generates approximately 100 treated units with treatment assignment depending equally on $x_1$ and $x_2$. Figure 3 displays a typical covariate distribution for this design. We introduce missing values in $x_2$ values using the same two scenarios as in Section 3.1.1, and impute missing values from a normal linear
regression as before.

Table 3 summarizes the results of 1000 simulation runs for different $m$. Here, $\hat{\tau}^{A,m}$ again has consistently smaller bias than $\hat{\tau}^{W,m}$. The differences between the two estimators are smaller than observed in Table 2, yet larger than those observed in Table 1. The bias in $\hat{\tau}^{A,m}$ tends to decrease as $m$ increases; this is not the case for $\hat{\tau}^{W,m}$. As before, the variance of $\hat{\tau}^{W,m}$ is smaller than the variance of $\hat{\tau}^{A,m}$, and it appears to decrease with $m$.

## 4 Simulation involving actual data

We now apply both the Across and Within approaches using data intended to inform analysis of the effects of breast feeding on child’s later cognitive development. The data are a subset of the 1979 U.S. National Longitudinal Survey of Youth, commonly referred to as the NLSY79. This longitudinal survey, begun in
<table>
<thead>
<tr>
<th>m</th>
<th>Across estimate</th>
<th>Across variance</th>
<th>Within estimate</th>
<th>Within variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.4853</td>
<td>0.0572</td>
<td>0.6133</td>
<td>0.0436</td>
</tr>
<tr>
<td>10</td>
<td>0.4619</td>
<td>0.0606</td>
<td>0.6142</td>
<td>0.0405</td>
</tr>
<tr>
<td>15</td>
<td>0.4477</td>
<td>0.0580</td>
<td>0.6143</td>
<td>0.0394</td>
</tr>
<tr>
<td>20</td>
<td>0.4455</td>
<td>0.0568</td>
<td>0.6137</td>
<td>0.0385</td>
</tr>
<tr>
<td>50</td>
<td>0.4360</td>
<td>0.0577</td>
<td>0.6130</td>
<td>0.0376</td>
</tr>
<tr>
<td></td>
<td><strong>Only control units missing x₂</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.5546</td>
<td>0.0618</td>
<td>0.7012</td>
<td>0.0495</td>
</tr>
<tr>
<td>10</td>
<td>0.5513</td>
<td>0.0668</td>
<td>0.7001</td>
<td>0.0462</td>
</tr>
<tr>
<td>15</td>
<td>0.5462</td>
<td>0.0654</td>
<td>0.6996</td>
<td>0.0450</td>
</tr>
<tr>
<td>20</td>
<td>0.5423</td>
<td>0.0618</td>
<td>0.7008</td>
<td>0.0440</td>
</tr>
<tr>
<td>50</td>
<td>0.5400</td>
<td>0.0626</td>
<td>0.6996</td>
<td>0.0426</td>
</tr>
<tr>
<td></td>
<td><strong>Treatment and control units missing x₂</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Treatment effect estimates from the Across and Within approaches in the simulation design where treatment assignment depends equally on $x_1$ and $x_2$.

1979, interviewed a nationally representative sample of 12686 young adults in the U.S. who were aged between 14 and 22 years at the time. The survey was administered on an annual basis until 1994, after which time the cohort was interviewed biannually. From 1986, detailed information on the children born to women in the NLSY79 were also collected. This study was used by to illustrate a latent class, general location mixture model for multiple imputation of missing covariates. The description of the study below is adapted from that article.

The response variable is the Peabody individual assessment test math score (PIATM) administered to children at 5 or 6 years of age. The treatment variable is breast feeding duration, which is measured in weeks. We dichotomize this variable into a control condition, < 24 weeks, and a treatment condition, $\geq$ 24 weeks. The 24 week cutoff corresponds to the number that has been given by the American Academy of Pediatrics and the World Health Organization as a minimum standard for breast feeding duration. There are other ways to define the treatment variable, and the analysis could be repeated with different cut points on the breast feeding duration variable; we do not pursue these here. Additionally, we cannot determine
from these data whether or not the mother used breast-feeding exclusively.

We use fourteen potentially relevant background covariates. These include the categorical variables: the child’s race (Hispanic, black or other), the mother’s race (Hispanic, black, asian, white, Hawaiian/Pacific Islander/American Indian, or other), child’s sex, and two variables indicating whether the spouse or grandparents were present at birth. In addition, we categorize the number of weeks the child was born premature into three levels: not preterm (zero weeks), moderately preterm (one to four weeks), and very preterm (five or more weeks), with cut points determined from guidelines of the March of Dimes (www.marchofdimes.com). The categorization was used because weeks preterm has a very large spike at zero weeks. We also categorize the number of weeks that the mother worked in the year prior to giving birth into four levels: not worked at all, worked between 1 and 47 weeks, worked 48-51 weeks, and worked all 52 weeks. This variable has a distinct U shaped histogram, which would be difficult to capture with a linear model. See\textsuperscript{21} for further details on the transformations. The background covariates also include seven continuous variables, including number of years between 1979 and the mother’s age at the child’s birth, mother’s intelligence as measured by an armed forces qualification test, mother’s highest educational attainment, child’s birth weight, the number of weeks that the child spent in hospital, the number of weeks that the mother spent in hospital, and family income. We applied Box-Cox transformations\textsuperscript{23} to several continuous variables to improve the assumption of normality; details of these are given in\textsuperscript{21}.

We include only first born children in the analysis to avoid complications due to birth order and family nesting. In addition, we discard 506 units with missing breast feeding duration and 4977 units with a missing PIATM. Excluding these units is reasonable under missing at random assumptions, which may not be true in practice. We do not consider other methods for handling the missing treatment
indicators and missing outcome data in the analysis here, as the cases with complete
treatment and outcome data suffice for our purposes: to examine the implications
for treatment effect estimation when using either the across or within method. The
resulting data comprise 2388 youths, of whom 370 are treated. Of these, 1306 have
complete data on all covariates, of whom 216 are treated. Three covariates were
completely observed in the study and nine covariates had missing data rates of less
than 10%. The two covariates with the largest rates of missing data were family
income (22.4%) and the number of weeks that the mother worked in the year prior
to giving birth (23.1%).

Several covariates in the available data are clearly imbalanced. To illustrate, we
focus on three variables. Figure 4 summarizes the distribution of mother’s
intelligence and education for observed treated and control units, and Table 4
displays the proportion of treated and control units in each level of child’s race.
Treated units tend to have higher mother’s intelligence scores, more mother’s years
of education and lower proportions of Hispanics and blacks. Because of these
imbalance, we seek to do propensity score estimation and matching in the presence
of the missing data.

<table>
<thead>
<tr>
<th>race</th>
<th>treated</th>
<th>control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hispanic</td>
<td>0.1378</td>
<td>0.1903</td>
</tr>
<tr>
<td>black</td>
<td>0.1108</td>
<td>0.2844</td>
</tr>
<tr>
<td>other</td>
<td>0.7514</td>
<td>0.5253</td>
</tr>
</tbody>
</table>

Table 4: Distribution of child’s race.

We evaluate the performance of the Across and Within approaches at achieving true
covariate balance in a simulation involving the 1306 complete cases. Although this
is a smaller sample size, we can introduce missing data, run the methods to estimate
treatment effects, and compare how close these estimates are to the estimate
obtained from the 1306 complete cases before introduction of missing values. We
introduce missing values by randomly sampling with replacement from the missing
data patterns present in the original data set. This results in 717 units with fully
observed covariates; the remainder have some missing data. For imputation, we use
the data augmentation algorithm developed by\(^{24}\) based on the general location
model; this is a convenient modeling strategy to handle missing values in mixed
categorical and continuous data. We run the data augmentation algorithm for
200000 iterations after discarding an initial 5000 as burn-in; thus, 200000 imputed
data sets were generated here. This is arguably more than most analysts would
construct; however, we wanted to minimize simulation noise when comparing the
Across and Within approaches.

In addition to \(\hat{\tau}_{A,m}\) and \(\hat{\tau}_{W,m}\), we estimate \(\tau\) using propensity score matching prior
to introducing missing values and all 1306 cases. The resulting estimate is \(\hat{\tau} = 2.32\),
whereas \(\hat{\tau}_{A,m} = 1.84\) and \(\hat{\tau}_{W,m} = 1.64\). Thus, \(\hat{\tau}_{A,m}\) is slightly closer to \(\hat{\tau}\), which
presumably (although not definitively, since we do not know \(\tau\)) means that it
achieves greater reductions in bias than \(\hat{\tau}_{W,m} = 1.64\). This is consistent with the
artificial data simulation results. We repeated the simulation three more times with
new introduction of missing data and running the data augmentation algorithm for 140000 iterations after an initial burn-in of 5000 iterations. For all three replications, the corresponding $|\tau_{A,m} - \hat{\tau}| < |\tau_{W,m} - \hat{\tau}|$.

5 Concluding remarks

In the simulations studied here, the Across approach had the potential for greater bias reduction than the Within approach. This was especially true when treatment assignment depended on the missing covariates. However, the Within approach resulted in smaller variances than the Across approach. Of course, as with any simulation study, these results may have limited generalizability. For some response surfaces, covariate distributions, treatment assignments, or missing data patterns, it may be that one approach always dominates the other. Alternatively, in other settings the two approaches may always give the same answer, for example if data were missing only for control units in a region of covariate space far away from that of the treated units (these units never would be selected as matches). Furthermore, the choice of imputation model also affects treatment effect estimates\textsuperscript{21}, as might the choice of whether or not to condition on the response in the imputation models\textsuperscript{18}. Thus, we recommend that analysts run simulation studies akin to the one done on the complete cases in the breast-feeding simulation study to get a rough guide of the relative potentials of each procedure for bias reduction. When such studies are not possible, we suggest the Across method as a default, since it had the potential for greater bias reductions in the simple simulations.

For the Across method, we noticed that the set of matched controls did not change after $m$ reached some threshold. This is because the component of variance due to imputation of the propensity scores, and hence the treatment effect estimate, based on the Across method goes to zero as $m \to \infty$ (as for the Within method). For fixed $m$, in other simulations not reported here we found that one can do better than
either the Across or Within methods by using a hybrid approach. Specifically, we independently generate $r > 1$ sets of $m > 1$ multiply-imputed datasets, use the Across method within each set, and average the Across treatment effect estimates over the $r$ sets. For example, in the simulations in Section 3, we often found that setting $(m = 10, r = 10)$ usually resulted in smaller mean squared error than setting $(m = 100, r = 1)$, which is the Across approach, or $(m = 1, r = 100)$, which is the Within approach. In a sense, this hybrid approach combines the favorable bias properties of the Across approach with the favorable variance properties of the Within approach. We plan to investigate this hybrid approach more thoroughly in future work.
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