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Abstract
Doctor of Philosophy

by Nikita Daga

The aim of the work presented in this thesis is to investigate adaptively shaped advanced

ultrafast laser sources in the near-(NIR) and the mid-infrared (MIR) regimes. The set-

up involves shaping a NIR pulse using an adaptively controlled liquid crystal spatial

light modulator (LC-SLM) in a pulse shaper. The shaped NIR pulse is then transferred

to the MIR via a synchronously pumped optical parametric oscillator (SPOPO).

Initially, experiments are conducted to investigate adaptive phase control of the input

pulse of a 500 fs fibre-based chirped pulse amplification (CPA) system, which is an at-

tractive pump source for the SPOPO. Results are obtained using both bulk and fibre

stretchers in the system. The adaptive process was controlled by a simulated anneal-

ing algorithm and three times improvement in the autocorrelation peak intensity was

demonstrated, with close to transform-limited pulse durations of 800 fs at pulse energies

as high as 65µJ. Following this, a home-built adaptively shaped fibre CPA system is

tested for its average power and energy scalability while maintaining high quality pulses

by amplitude and phase pre-shaping. For these results, the LC-SLM is controlled using a

differential evolution algorithm and a train of pulses is produced with an average power

of 12.6W at a 50MHz repetition rate, which are compressible to high fidelity pulses

with duration of 170 fs. High-quality, high-energy pulses are obtained even when the

repetition rate of the system is reduced to as low as ∼400 kHz.

The second part of the work is to experimentally investigate the effects of various pa-

rameters in the transfer of pulse shape from the NIR to the MIR in a SPOPO with a

Nd:YLF picosecond pump source and incorporating the factors, high fidelity transfer is

achieved. The pulse was characterised using the cross-correlation sonogram technique.

Cross-correlation based frequency resolved optical gating is also studied as the method

of idler pulse characterisation and the advantages and disadvantages compared to the

sonogram technique are discussed.

Finally, the two technologies of an adaptively shaped ultrafast fibre CPA system and

the pulse shape transfer in a SPOPO are experimentally combined to form an advanced

adaptively shaped ultrafast laser source for various applications.
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Chapter 1

Introduction

1.1 Coherent Control

Bond selective manipulation of matter with light has been a study of great interest to

physicists, chemists and biologists. With ultrafast optical pulses, the bond excitation

occurs faster than the rapid redistribution of the energy away from the specific bond

making it possible to drive a chemical reaction towards a desired product or even away

from an undesired one [1]. Although many experiments have already achieved coherent

control in the visible and near-infrared (NIR) wavelength regimes, the most common

molecular vibrational modes are in the mid-infrared (MIR) region. Therefore, shaped

femtosecond pulses in this fingerprint regime become important. These shaped pulses

find various applications in driving conformational changes in proteins, spectroscopy,

coherent control and imaging [2–6].

Active manipulation of molecules using coherent light was first suggested by Brumer

and Shapiro [7]. It involves the excitation of a mode through two or more pathways

simultaneously, resulting in a quantum mechanical interference between the reaction

pathways. The two pathways interfere constructively or destructively depending on the

relative phase of two continuous-wave (CW) lasers. By controlling the relative phases

and amplitudes of the light sources, the reaction can be directed to the desired outcome.

Another technique of coherent control was suggested by Tannor and Rice [8, 9] which

suggested using pairs of short pulses to manipulate quantum mechanical wave packets.

1



Chapter 1. Introduction 2

In other words, this can be viewed as optimal control in which an optimally shaped

electromagnetic field is used to obtain the desired final quantum mechanical state [10].

Judson and Rabitz [2] then proposed the Adaptive Optimal Coherent Control (AOCC)

scheme in 1992. In this arrangement, a feedback loop was incorporated along with a

learning algorithm into the experimental set-up. Due to the adaptive nature, the need

for prior information of the molecular system to be controlled was eliminated.

With progress in the field of experimental ultrafast optics, the first demonstration of

AOCC in a molecular system was performed in 1997 [11]. In the experiment, popu-

lation transfer to the excited state in a dye molecule was optimised using femtosecond

pulses shaped by an acousto-optic pulse shaper and it included a feedback loop. Con-

trol of independent chemical reaction pathways [12], molecular dissociation [5, 13] and

molecular manipulation [5, 14, 15] are now possible due to further developments in the

AOCC method. Experiments related to biochemical and biomedical applications [6, 16]

have successfully demonstrated control of even highly complex molecular systems using

this technique.

All of the experiments listed above were carried out using visible or NIR radiation. Very

few experiments are found at the ultraviolet (UV) or MIR wavelength regimes due to the

limitations of pulse shaping apparatus. Pulse shaping with deformable mirrors has been

demonstrated [17] in this regime, but due to the long wavelengths of MIR radiation,

the mirror movement has to be large for a significant phase change. Moreover, the

pixel resolution of such a device is poor. The commonly used LC-SLM and acousto-

optic modulators (AOM) have much greater resolution, but tend to absorb UV and

MIR radiation. Roth et al. [18] have demonstrated adaptive pulse shaping in the UV

with a fused silica AOM thus opening opportunities for AOCC in a new wavelength

region. Lately, shaped UV pulses at the third harmonic of Titanium sapphire have been

demonstrated using a LC-SLM [19].

Direct pulse shaping in the MIR has been demonstrated with a free-electron laser [20]

but the method used could generate only simple, linearly chirped pulses which are also

not programmable. Such a MIR source has been used in successful demonstrations
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of coherent control [21–24] leading to molecular dissociation, but this method is not

capable of dynamically finding the optimum linear chirp required.

Coherent control in the MIR regime can be achieved through indirect pulse shaping for

producing arbitrarily shaped pulses. It involves shaping a visible or NIR pulse using a

LC-SLM or AOM before transferring the pulse shape to the MIR via a nonlinear optical

process. Indirect pulse shaping in the MIR has been shown via difference frequency gen-

eration (DFG) [25, 26], and optical parametric amplification (OPA) [27, 28]. Recently,

Shim et al. reported direct pulse shaping in the MIR using a germanium AOM [29, 30].

Prior experiments in the Optical Parametric Oscillator (OPO) group at the Optoelec-

tronics Research centre (ORC) have successfully demonstrated adaptive pulse shaping

using a synchronously pumped optical parametric oscillator (SPOPO), allowing idler

wavelengths up to 3.5µm. Furthermore, the principles for applying adaptive control,

including implementation of a simulated annealing (SA) algorithm to the system, have

already been explored. Indirect control of the idler has been achieved via optimisation

of a two photon absorption (TPA) signal demonstrating simple pulse compression and

the generation of compressed double pulse with variable time delay [31].

More recently, the fidelity of parametric transfer in a SPOPO has been studied numeri-

cally and experimentally [32]. This included a detailed numerical investigation of para-

metric transfer via DFG [33], followed by a numerical study to understand the effects of

various parameters on fidelity of transfer in a SPOPO [34]. Chapter 7 of the work pre-

sented in this thesis proceeds further from here to support these numerical investigations

through experimental demonstrations. In that chapter, experimental demonstration of

transfer using a solid state bulk pico-second (ps) pump source is demonstrated. The

work is then extended to use a femtosecond (fs) fibre pump source in place of the bulk

ps source. Successful preliminary demonstration of pulse shape transfer attempts, to

optimise surface sum frequency mixing, which has potential application in analysing

surfaces and interfaces for biochemistry and biophysics [35–37], are highlighted in the

final chapter with a possible direction for future work.



Chapter 1. Introduction 4

Besides coherent control, the adaptive pulse shaping technique has also found various

applications in pulse compression [38], ultrashort pulse propagation in fibres [39], chirped

pulse amplification (CPA) [40, 41] etc. This is discussed in detail in the following section.

1.2 Adaptive control of ultrashort pulse propagation

in fibres

High energy femtosecond pulses are required for a wide range of industrial and scien-

tific applications such as ultrafast spectroscopy, pumping parametric devices, material

processing and plasma-based x-ray generation. High energy femtosecond pulses can be

generated using the CPA technique where the pulse is initially stretched, then ampli-

fied to avoid the nonlinear effects and system damage, and later recompressed [42].

Compared to the traditional bulk crystal and glass laser sources, Yb-fibre based sys-

tems can be directly diode-pumped, have high gain and suffer less from thermo-optical

problems, making them attractive high power laser sources [43]. Further, coupling

with continuous-wave diode pumping has allowed the realisation of compact, ultrafast

laser systems with more than 100W average power at various repetition rates [43, 44].

Energy levels reaching the milli-joule levels have also recently been demonstrated with

the use of novel fibre designs such as the photonic crystal fibre (PCF) [45]. However,

due to long total device length of up to several metres and a highly confined mode

area, these devices suffer from nonlinear effects such as self-phase modulation (SPM).

Imperfect correction of spectral phase distortions caused by high order dispersion and

residual nonlinear effects in the stretcher and amplifier can lead to non-transform-limited

pulses at the output of the compressor. These effects can degrade the final pulse quality,

limiting the maximum available peak power from the femtosecond source.

One of the methods to overcome these pulse distortions is to incorporate an adaptive

pulse shaper [46] in the set-up to control the phase (and/or amplitude) of the pulses.

This technique has been used with Ti:Sapphire lasers and CPA systems to overcome

SPM, as well as the induced distortions due to the residual stretcher/compressor disper-

sion mismatch [38, 40, 41, 47]. Adaptive pulse shaping has also been used to control the
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propagation of ultrashort pulses in optical fibres [48]. Recently, there have been two ex-

perimental demonstrations of combining adaptive pulse shaping with fibre-based CPAs.

In the first report, Schimpf et al. [49] describe pre-shaping the spectral amplitude of the

pulse and show high quality pre-compensation of low average power pulses at B-integrals

[see chapter 4] as high as 16. According to the method employed by the authors, the

influence of the dominant nonlinear effect of SPM is controlled via the intensity pro-

file. The set-up is used to shape to a certain spectral shape only at the output. The

pulse shaper is usually used for pre-compensation due to power handling limitations and

efficiency considerations imposed by the system [50]. For a CPA set up, dispersion, non-

linearity and gain narrowing effects require attention and the use of an adaptive system

cuts down the need for computing the design of a compensation element. In a later

report, we have demonstrated [51] the use of pre-shaping the spectral phase in a fibre

CPA system. The peak of the autocorrelation trace of the final compressed pulse was

used as the feedback parameter in the adaptive control loop. A three-fold increase in

the autocorrelation peak intensity was reported for near-transform-limited recompressed

pulses with durations of 800 fs at pulse energies of 65µJ and a corresponding B-integral

of ∼ 8. This experiment is discussed in detail in chapter 4 of this report. In chapter 5,

a dual layer LC-SLM is implemented in a fibre CPA system for adaptive amplitude and

phase pre-shaping. The dual layer LC-SLM was controlled using a differential evolution

(DE) algorithm. The system produced a train of pulses with an average power of 12.6W

at 50MHz repetition rate. These were compressible to pulses of 170 fs duration.

1.3 Motivation and Aim

With the growing need for adaptively controlled fibre-based MIR sources for various

applications, this project aims at testing the feasibility of an adaptively shaped MIR

femtosecond source for various applications such as coherent control, surface sum fre-

quency spectroscopy, etc. We employ an indirect pulse shaping technique to achieve

transfer of pulse shape from the NIR pump to the MIR idler via parametric frequency

conversion of an optical parametric oscillator (OPO). OPOs offer broad and continuous

tunability from one source making them very attractive for various applications [52]. In
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addition, with the use of a pulse shaper controlled by an evolutionary algorithm in the

set-up, closed-loop adaptive control of the idler can be achieved, optimising the pulse

shape for these applications. As a result, this instrument will render adaptively shaped

femtosecond pulses in the NIR and the MIR waveband.

The content of the thesis is thus organised as follows. The general background theory and

technology involved in the processes of pulse generation, propagation and manipulation

are discussed in chapter 2. Chapter 3 then details the various pulse characterisation

techniques used in the experiments along with an experimental comparison between two

MIR characterisation techniques. Experimental investigation of adaptive phase control

of the input pulse of a high pulse energy (65µJ) CPA system is presented in chapter 4.

This is followed in chapter 5 by a detailed description and characterisation of a fibre-

based CPA system with adaptive phase and amplitude shaping, which is then tested

for its average power scalability while maintaining very high quality pulses of ∼300 fs

duration. In chapter 6 the versatility of this system is tested by changing the repetition

rate and hence the pulse energy to see the range of nonlinearity that the adaptive shaping

can compensate for.

The aim of the final experiment presented in chapter 7 is to achieve control over the pulse

shape and high fidelity spectral transfer from the pump to the idler by investigating the

effects of various parameters on the fidelity of shape transfer. In the second part of this

chapter, the fibre system described in the previous chapters is used as the pump source

for the OPO for future coherent control experiments. This then leads to the concluding

chapter, chapter 8, which summarises the results obtained thus far and proposes possible

experiments for the future.
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Chapter 2

Theoretical Overview

This chapter outlines the basic theoretical background needed for a better understanding

of the results presented in the experimental chapters that follow. Much of these principles

presented here have already been well discussed in various books and papers [1, 2]. For

the sake of brevity, only those concepts that are most directly related to the experimental

results presented in this thesis are outlined here.

This chapter deals with the earlier processes of pulse generation including optical para-

metric processes and pulse manipulation detailed in sections 2.1 and 2.2 respectively

whereas the next chapter is dedicated to pulse characterisation techniques.

2.1 Nonlinear Optics and Pulse Generation

For an electric field E applied to a medium, P is the induced dipole polarisation per

unit volume reflecting the response of the medium to it. Polarisation can be expressed

mathematically as a series expansion as indicated in equation 2.1.

P = ε0[χE + χ(2)E2 + χ(3)E3 + ...] (2.1)

here, ε0 is the electric permittivity in vacuum. The first term on the right-hand-side

(RHS) of the equation is a linear component whereas the higher order terms arise from

the nonlinear response of the material. The physical origin of the nonlinear terms is due

to the nonlinear deformation of the outer, loosely bound, electrons of an atomic system

when subjected to a high intensity. The quantities P and E here are taken to be scalar

quantities for ease of calculations. When they are considered as vectors, χ(n) becomes

the nth order tensor with rank n+1. The second order nonlinear susceptibility, χ(2),

13
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gives rise to processes like second harmonic generation (SHG) and difference frequency

generation (DFG), which is used in the OPO for frequency conversion. The third order

nonlinear optical susceptibility (χ(3)) interactions on the other hand, lead to SPM which

is important in the fibre CPA systems.

2.1.1 Optical Parametric Processes

An important component of our experimental set-up is the OPO, which performs the

crucial frequency conversion using an optical parametric process. This is a process

involving second order nonlinear susceptibility, χ(2), which is present only in a non-

centrosymmetric crystalline medium. The SPOPO used in the set-up employs the DFG

process which is detailed in the following paragraphs.

Difference Frequency Generation

Consider pump, signal and idler photons denoted by subscripts p, s and i respectively.

When a photon (pump) is split into two lesser energy photons (signal and idler), energy

conservation requires equation 2.2 to be satisfied. This process is illustrated in figure

2.1.

s

p

i

figure 2.1: Pump generating signal and idler.

~ωp = ~ωs + ~ωi (2.2)

Here ~ is Planck’s constant, h, divided by 2π and ω(p,s,i) is the angular frequency.

This process is called difference frequency generation and it is at the heart of the OPO

operation. The pump field interacts with the signal field, diminishing as it passes through

a nonlinear medium, generating idler and more signal in the process. As a result, we get

signal amplification which provides the optical gain required to sustain the oscillation
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within the OPO resonator. The initial signal photon needed to start the process within

an OPO arises from spontaneous parametric fluorescence.

It is important to have constructive addition of the fields generated along the entire

length of the nonlinear crystal, driven by the nonlinear polarisation. That is, the field

generated at any given point, after travelling to another location, must be in phase

with the emission from the source at that point. In the case that the fields are not in

phase, the generated intensity begins to decrease due to destructive interference. This

gives rise to the need for phase matching. Phase matching is achieved by satisfying the

momentum conservation equation 2.3 where k is the momentum wavevector.

kp = ks + ki (2.3)

It is important to note here that k is a function of n which in turn is a function of the

wavelength λ. Equation 2.3 is not satisfied automatically due to chromatic dispersion in

the crystal as the pulse propagates through it. This requires manipulation of the above

equation to achieve momentum conservation and leads to the equation 2.4.

∆k = kp − ks − ki (2.4)

When there is a momentum mismatch, the length over which the accumulated phase

difference between the interacting waves is π is defined as the coherence length Lc.

Mathematically,

∆k =
π

Lc
(2.5)

Lc =
π

kp − ks − ki
=

1

2(
np

λp
− ns

λs
− ni

λi
)

(2.6)

where λ is the wavelength, k = 2πn
λ is the magnitude of the wave vector k, and n

is the index of refraction. One of the deliberate methods of phase matching, used in

our system, is quasi phase matching (QPM), which is discussed in detail in the next

subsection.
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2.1.2 Quasi Phase Matching

In a non-phase-matched nonlinear interaction, we can get parametric gain up to a point

where the generated field intensity reaches a maximum in one coherence length after

which it begins to die out and then rise again after another distance equal to Lc and

so on (see figure 2.2). There is a phase difference of π accumulated for each coherence

length that the wave travels. Reversal of the phase to −π after each Lc would then

compensate for this phase difference. This change is brought about by reversing the

sign of the nonlinear susceptibility every coherence length. This is easily achieved in

ferroelectric materials, such as LiNbO3, by reversal of the ferroelectric domain polarity

with a period, Λ, equal to twice the coherence length. With kG as the reciprocal wave-

vector describing the periodicity of the grating, there is a corresponding extra term

added in the modified equation 2.3. The phase mismatch is now given by equation 2.7.

0

In
te
n
si
ty

Lc 4Lc 5Lc 6Lc3Lc2Lc
0

Phase matched

Quasi phase matched

Not phase matched

figure 2.2: Parametric gain for non-phase-matched, perfectly phase-matched and
quasi-phase-matched conditions.

∆k = kp − ks − ki − kG (2.7)

This kind of periodic poling is achieved in LiNbO3 by application of a spatially patterned

electric field to reverse the domains. It allows collinear phase matched propagation,

generation across the entire transparency range, and exploitation of the largest nonlinear

coefficient. A microscopic image of one of the periodically poled lithium niobate (PPLN)

crystals used for the experiments is shown in figure 2.3. The poled regions can be

distinctly seen.



Chapter 2. Theoretical Overview 17

��������	

��������

���������	

figure 2.3: Microscopic image of a part of a periodically poled lithium niobate crys-
tal. Two gratings of slightly different periodicity are shown. The crystal for these
experiments was provided by Corin Gawith. The scale is indicated on the figure.

2.1.3 Parametric Gain and bandwidth

From the well-known Maxwell’s wave equations, the coupled-wave equations can be

derived [3]. This set of equations describe the interaction of the pump, signal and idler

fields and assuming collinear pulse propagation along z direction in a bulk crystal, are

expressed as,

∂Ap

∂z
+

1

up

∂Ap

∂t
+ i

bp
2

∂2Ap

∂t2
= 2iαpAiAs exp[−i∆kz] , (2.8)

∂As

∂z
+

1

us

∂As

∂t
+ i

bs
2

∂2As

∂t2
= 2iαsA

∗
iAp exp[+i∆kz] , (2.9)

∂Ai

∂z
+

1

ui

∂Ai

∂t
+ i

bi
2

∂2Ai

∂t2
= 2iαiA

∗
sAp exp[+i∆kz] , (2.10)

where uj is the group velocity and bj is the group velocity dispersion (GVD) and the

slowly varying envelope, Aj = Aj(z, t), is defined by,

Ej(z, t) = Aj(z, t) exp[i(kjz − ωjt)] + c.c. (2.11)

Assuming, CW operation, and no pump depletion, it can be shown that [2],

As(z) ∝ sinh(gL) , (2.12)

Ap(z) ∝ cosh(gL) , (2.13)
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where L is the crystal length and g is,

g =

[
Γ2 −

(
∆k

2

)2
]1/2

, (2.14)

where ∆k is the phase mismatch and Γ2 is the parametric gain coefficient defined as,

Γ2 =
2ωiωs |deff |2 Ip
ninsnpϵ0c3

, (2.15)

where, Ip is the instantaneous pump intensity, deff is the effective nonlinear coefficient

and np,s,i is the refractive index at frequency ωp,s,i respectively.

While designing an OPO, it is also important to calculate the bandwidth limits of the

nonlinear crystal. From eqn. 2.12 one can derive the single-pass incremental signal gain,

where Γ2 > (∆k/2)2 [4, 5],

Gs(L) =
|As(L)|2

|As(0)|2
− 1 (2.16)

= Γ2L2 sinh
2(gL)

(gL)2
, (2.17)

In the limit of low gain, where Γ2 < (∆k/2)2, the gain Gs(L) changes to,

Gs(L) = Γ2L2 sin
2(g′L)

(g′L)2
= Γ2L2sinc2(g′L) , (2.18)

where g′ = ig,

g′ =

[(
∆k

2

)2

− Γ2

]1/2

, (2.19)

The gain bandwidth is now defined at the first minimum of the sinc function where

Gs(L) = 0 from eqn. 2.18. That is, when g′L = π. If Γ2L2 ≪ π2, then the gain function

can be approximated to a sinc2(∆kL/2) relationship for which the full width at half

maximum (FWHM) signal gain bandwidth, is given by,

∆Ωs ≃
∣∣∣∣ 5.56

δvsi L

∣∣∣∣ , (2.20)

where, δvsi = 1/vs − 1/vi is the group velocity mismatch (GVM) between the signal

and idler. From eqn. 2.20, it can be seen that the value of ∆Ωs can be improved by

reducing the crystal length or reducing the GVM between signal and idler. This is
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possible when signal and idler wavelengths are identical, that is, under the condition

known as degeneracy.

Similarly, the pump acceptance bandwidth can be calculated. This is simply given by

replacing δvsi in eqn. 2.20 with δvpi, which is the pump-idler GVM.

So far a plane wave analysis has been assumed. The condition of tight focussing along

with synchronous pumping was first analysed by Guha [6] and McCarthy [7], which was

later combined and simplified by Hanna et.al [8] to arrive at the following expression for

the threshold peak pump power,

Pp,th =
np ni λ

2
i λs c ϵ0

128π2d2eff leff

ϵs
gt ξsRe (h2)

, (2.21)

where ϵs is the fractional power loss per round trip, and gt = [τ2p /(τ
2
p+τ2s )]

1/2 for which τj

is the pulse duration. The confocal parameter ξs is defined as a ratio between the crystal

length, L and the confocal length bs, and leff is the effective interaction length defined

by McCarthy [7] as a function of crystal length and the GVM between the interacting

pulses.

While designing an OPO, another factor that comes into play is the intra-cavity losses.

In order to measure this loss, a calculation method based on the well-known Findlay-

Clay analysis [9] technique was employed. For this, the reflectivity of one of the mirrors

in the OPO cavity was changed and the subsequent change in the operating threshold

was noted and from this the intra-cavity losses could be approximated. For a plane wave

analysis, the expression for multiplicative gain is considered which is similar to eqn. 2.17

(Ginc = Gmult − 1).

Gmult(L) =
|As(L)|2

|As(0)|2
(2.22)

= cosh2(ΓL) , (2.23)

Let RM and RL indicate the output coupler reflectivity and the effective reflectivity for

all other losses in the cavity, respectively. An expression at the operating threshold then

can be written as,

RLRM cosh2(ΓL) = 1 , (2.24)



Chapter 2. Theoretical Overview 20

In the limit of low loss, that is, RM and RL are high, eqn. 2.24 implies that ΓL ≪ 1,

and the equation can be approximated to,

ln[cosh2(ΓL)] = − lnRL − lnRM (2.25)

Γ2L2 ≃ − lnRL − lnRM . (2.26)

From eqn. 2.15, Γ2 ∝ Pth, where Pth is the average power at threshold, eqn. 2.26 can be

rewritten as,

KPth = − lnRL − lnRM , (2.27)

where K is a proportionality constant. Thus, by measuring the oscillating threshold,

Pth, for different values of output coupler reflectivities, RM , it is possible to obtain

the value RL, the intra-cavity losses. Typical values of resonator losses in the range of

13-17% were obtained for our set-ups.

2.1.4 Parametric Transfer

An important part of the work undertaken is the pulse shape transfer from the NIR

pump to the MIR idler [see chapter 7]. An analysis of how the interacting pulses affect

the transfer of the pulse shape from the pump to the idler is carried out in brief in this

section based on the previous work by Prawiharjo et al [10, 11]. To begin with, the

Fourier transform of Maxwell’s wave equation, is given by equation 2.28 [1] where ∼
over a symbol indicates that it is a Fourier transform.

∂2Ẽ(z, ω)

∂z2
+ k(ω)2Ẽ(z, ω) = −µ0ω

2P̃NL(z, ω) , (2.28)

The second order nonlinear polarisation for DFG, and the electric field envelope are

given by eqns. 2.29 and 2.30, respectively, where Ωj = ω−ωj is the frequency detuning

from the central frequency, ωj .

P̃NL
i (z,Ωi) = 2dϵ0

∫ +∞

−∞
Ẽp(z,Ωs +Ωp)Ẽ

∗
s (z,Ωs) dΩs , (2.29)

Ẽj(z,Ωj) = Ãj(z,Ωj)exp [ik(ωj +Ωj)] z . (2.30)

The idler frequency-domain spatial envelope, Ãi(L,Ωi), can be derived by using the

above mentioned equations 2.28 to 2.30 and the slowly-varying envelope approximation.
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Assuming plane wave interactions in the entire length, L, of an isotropic medium, with

no pump depletion (dEp/dz = 0), no signal amplification and z as the direction of

propagation, we get,

Ãi(L,Ωi) =

∫ +∞

−∞

∫ L

0
iαiÃp(Ωs +Ωi)Ã

∗
s(Ωs) exp[i∆kDFG(Ωs,Ωi)z] dz dΩs

=

∫ +∞

−∞
iαiÃp(Ωs +Ωi)Ã

∗
s(Ωs)L sinc

[
∆kDFG(Ωs,Ωi)

L

2

]
× exp

[
i∆kDFG(Ωs,Ωi)

L

2

]
dΩs , (2.31)

where, subscripts p, s and i indicate pump, signal and idler respectively. For further

simplification, if the interaction length of the crystal is small enough such that the group

velocity mismatch (GVM) between the interacting pulses can be neglected, eqn. 2.31

reduces to a simple convolution,

Ãi(L,Ωi) ∝ Ãp(Ωp)⊗ Ã∗
s(Ωp − Ωi) . (2.32)

Here, Ap,s,i depicts the slowly varying complex envelope as defined by eqn. 2.11. It

is important to note here that this equation is derived for the simplest case assuming

dispersionless material, undepleted pump and unamplified signal under perfectly phase

matched conditions.

Moreover, eqn. 2.32 suggests that a complete transfer of the pump pulse envelope charac-

teristics to the idler pulse envelope can occur when the signal is a delta function, that is,

Ã∗
s(Ωp − Ωi) is a delta function. Therefore, high fidelity transfer of the pump requires

a very narrow signal spectrum. This along with other factors are discussed in detail in

chapter 7.

2.2 Pulse Manipulation

The pulse, after generation, is then manipulated to have the desired spectral phase

and amplitude profile. The two most common pulse-shaping techniques are based on

spatial light modulators (SLM) and acousto-optic modulators. The principle behind

pulse shaping using SLMs is detailed in the following section, as this is the method

employed in the experiments reported here. For this we use a 4-f configuration shaper

with a SLM at its Fourier plane. This SLM is controlled by an adaptive optimisation

algorithm.
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2.2.1 Principle

The mathematical description of the pulse shaping method is outlined here. The pro-

cess is based on the linear, time-invariant filtering [12] and employs Fourier transform

techniques. In time domain, an impulse response function often referred to as a Green

function, H(t) defines a linear filter. The output waveform Eout(t) is given by the

convolution of the input pulse Ein(t) and H(t):

Eout(t) = Ein(t)⊗H(t) . (2.33)

In the frequency domain, the linear filter is defined by H̃(ω) and the output Ẽout(ω), is

given by the product of the input signal Ẽin(ω), and H̃(ω).

Ẽout(ω) = Ẽin(ω)H̃(ω) , (2.34)

In eqn. 2.34, Ẽout(ω), Ẽin(ω) and H̃(ω) are Fourier transforms of Eout(t), Ein(t), and

H(t), respectively.

2.2.2 Pulse shaper set-up

The pulse shaper used in the set-up consists of two diffraction gratings, two lenses and

one mask, each separated by the focal length distance f , making it a 4-f configuration

or a zero dispersion pulse compressor. This ensures that when no mask is present, the

output pulse from the shaper remains unchanged. The first diffraction grating spreads

out the input pulse such that the different frequencies are mapped at different angles.

The lens then focusses each frequency component onto the Fourier plane. The mask

placed at this focal plane can shape the input pulse by altering the amplitude, phase

or both the parameters of each individual spectral component. The second lens and

diffraction grating then recombine the frequency components into one single collimated

beam.

For ultrashort pulses, a LC-SLM is the most widely used instrument for pulse shaping.

We use the 4-f pulse shaper configuration LC-SLM, as shown in fig. 2.4 for modifying

the pump spectral phase profile. This method was introduced by Froehly [13] and later

improved upon by Weiner [14]. Using the LC-SLM in this set-up enables programmable

control over the pulse profiles.
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figure 2.4: Pulse shaper in the 4-f configuration.

The design parameters for a pulse shaper set-up need to be chosen such that sufficient

spatial dispersion and resolution can be achieved with the given set of optics. At the

input of the pulse shaper, the beam is dispersed by the first grating in the set-up. With

λ, m and d as the central wavelength, grating order and grating period respectively, and

θin as the input and θd as the diffracted angles of the grating, we have

sin θd =
mλ

d
− sin θin , (2.35)

By differentiating eqn. 2.35, the angular dispersion D of a grating is obtained as:

D =
dθd
dλ

=
m

d cos θd
. (2.36)

The size of the beam at the Fourier plane for a pulse with bandwidth ∆λ can then be

calculated using eqn. 2.36 and the dispersion angle, ∆θd is given by:

∆θd = D∆λ . (2.37)

For small values of ∆θd, and the diffraction order, m, set to 1, the spatial extent of the

beam at the Fourier plane, y, can be approximated to,

y = f∆θd

=
f∆λ

d cos θd
. (2.38)
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Here f is the focal length. We can then derive the spatial dispersion, α, from eqn. 2.38

α =
y

∆ω
=

fλ2

2πcd cos θd
, (2.39)

where ∆ω is the pulse bandwidth in units of rad/s and c is the speed of light. Therefore,

for a given wavelength and fixed grating period, d, variation of the spatial dispersion

depends on the focal length and grating angle. The pulse shaper apparatus must be

designed to ensure sufficient grating efficiency and large enough angles between the

incident and diffracted beams to account for the physical limitations imposed by the

dimensions of the lens and the mask.

Weiner [12] shows that to obtain a quantitative description of the output waveform

Ẽout(ω), it is important to relate the linear filtering function H̃(ω) to the actual masking

function, M̃(x). This function describes the spatial distribution of the amplitude and

phase transmission of the mask. The electric field, with a Gaussian spatial distribution,

immediately after the mask, Ẽm(x, ω) is given by,

Ẽm(x, ω) ∼ Ẽin(ω)exp

[
−(x− αω)2

w2
0

]
M̃(x) , (2.40)

where w0 is the 1/e2-intensity half-width of each individual frequency component at

the Fourier plane. This radius of the beam focussed at the masking plane for a single

spectral component is given by equation 2.41 and is matched to the pixel-size in the

LC-SLM.

w0 =
cos θin
cos θd

(
fλ

πwin

)
, (2.41)

where win is the input beam radius before the first grating, f is the focal length of the

lens, λ is the wavelength, θin and θd are the input and diffracted angles from the first

grating respectively. Equation 2.40 describes the field as an inseparable function of both

space (x) and frequency (ω). Due to the finite size of each individual frequency at the

mask, it is possible for different spatial parts of the single frequency component to see

different optical retardation and/or transmittance. This could lead to spatial diffraction

where the single frequency components are incident over inter-pixel gaps or pixel edges,

and result in an output field which may be a coupled function of space and time. Full

analysis of the space-time coupling has been studied by Wefers and Nelson [15] who find

that the effect of the mask is to introduce a time-dependent spatial shift. This shift, ∆x

is given by,
∆x

∆t
= −cd cos θin

λ
. (2.42)
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In order to obtain an output field which is spatially uniform with a single temporal

profile, that is, a field which is a function of frequency(or time) alone, an appropriate

spatial filtering operation is required. For negligible pulse front tilts, eqn. 2.40 can be

simplified to neglect the space-time coupling by rewriting the equation as a superposition

of Hermite-Gaussian modes for which the fundamental Gaussian mode is not space-time

coupled [16] and assuming that all of the spatial modes except for the fundamental

Gaussian mode are eliminated by the spatial filtering. In practice, these modes can be

eliminated for example, by focussing the beam into a fibre. The shaped field is then

described by the lowest order Hermite-Gaussian mode and the filter function, H̃(ω), is

defined by its coefficient and the following expression is obtained [12, 17],

H̃(ω) =

(
2

πw2
0

)1/2 ∫ ∞

−∞
M̃(x) exp

[
−2(x− αω)2

w2
0

]
dx . (2.43)

This equation shows that the filter function is simply the masking function, M̃(x) con-

volved with a Gaussian beam profile which has an effective 1/e spot size of w0/
√
2. The

convolution results in limiting the FWHM spectral resolution, δω, of the pulse shaper

to,

δω = (ln 2)1/2
w0

α
. (2.44)

Using eqns. 2.39, 2.41 and 2.44, one can determine the complexity, η, of the pulse shaper.

It is important in the design parameters to achieve the maximum possible complexity

to be at least as complex as the mask in terms of the number of pixels. The complexity

is defined by,

η =
∆ω

δω
=

∆λ

λ

π√
ln 2

wi

d cos θin
. (2.45)

As can be seen from eqn. 2.45, the complexity can be most conveniently improved by

increasing the input spot size on the grating.

Referring back to eqn. 2.43, writing the convolution relation in terms of the inverse

Fourier Transform, the impulse response, H(t), is given by the product,

H(t) = M(t)G(t) , (2.46)

where M(t) is the inverse Fourier transform of M̃(αω) and G(t) is given by,

G(t) = exp

(
−w2

0t
2

8α2

)
, (2.47)

Equation 2.47 describes a Gaussian envelope [12], FWHM of which is given by,

T =
4α

√
ln 2

w0
=

2
√
ln 2winλ

cd cosα
, (2.48)
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The maximum temporal window T is the time window in which the tailored output

pulse can accurately reflect the response of the infinite resolution mask [12]. This is

related to the resolution in eqn. 2.44 by the Fourier limit. Mathematically, Tδf ∼= 0.44,

where δω = 2πδf . δf is also defined as the finest achievable spectral feature.

On the other hand, the shortest temporal feature that can be produced, δt, is related

to the total bandwidth B, Bδt ∼= 0.44. The complexity, η, which describes the number

of distinct spectral features that may be placed into the available bandwidth B, can be

expressed as,

η =
∆ω

δω
=

B

δf
=

T

δt
. (2.49)

2.2.3 Spatial Light Modulators

In experiments where adaptive control is required, the shaping mask needs to be variable.

There are various programmable SLMs available in the market using liquid crystals,

AOM or deformable mirrors. Deformable mirrors are efficient SLMs, but can only render

phase modulation. AOMs, even though they permit phase and amplitude modulation,

are restricted to low repetition rates. LC-SLMs, on the other hand allow for phase

and amplitude modulation at high repetition rates. As LC-SLM were used for adaptive

control in the work presented in this thesis, they are discussed in detail in the following

paragraphs.

Liquid crystal spatial light modulators

The SLM optics use liquid crystal material to manipulate the phase and/or amplitude of

the individual frequency components of the spatially dispersed input beam. The basic

principle is that the liquid crystal (LC) material provides an electrically variable refrac-

tive index for the light polarised along its extraordinary axis. Commercially available

LCM arrays are configured for use as a phase only or phase and amplitude modula-

tors. There are various configurations possible and only those that were employed in

the experiments performed are outlined here.

For phase only operation, the incident light must be polarised parallel to the extraor-

dinary axis (i.e. parallel to the axis of the molecules) of the LC array as depicted in

fig. 2.5.

As indicated in fig. 2.5, the procedure for single layer, phase only modulation using

LC-SLM is listed as follows:
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figure 2.5: Phase-only modulation using single layer LC-SLM in transmissive mode.

1. Input beam is horizontally polarised.

2. Index n at each pixel is varied to modulate the phase of the incident beam.

3. Exit polariser removes any residual vertically polarised light to ensure that the

device works as a pure phase only modulator.

4. Output beam is phase modulated.

In amplitude modulation, the intensity at each pixel is modulated by introducing hori-

zontally polarised light into a LC cell whose crystal axis is at 45o. This LC array then

acts as an electrically variable waveplate, to modify the polarisation state of light. The

procedure for single layer, amplitude only modulation using LC-SLM is listed as follows:

1. Input beam is horizontally polarised.

2. Retardance varies polarisation state according to the applied voltage.

3. Exit polariser selects only horizontal polarisation.

4. Output beam is amplitude modulated.

In dual mode, or phase and amplitude modulation models, a pair of LC elements are

bonded together. The orientation of the LC arrays is orthogonal to one another and
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45o to the input polarised light. To the extent that the two arrays vary together, phase

is modulated and the extent to which they differ (generating a differential signal), the

polarisation is modified which in turn can be used to modulate the amplitude. As the

phase and amplitude pulse shaping apparatus was set-up in reflective mode during the

experiments, the procedure for that mode is listed here and described by the help of

fig. 2.6.

Mirror

Liquid crystal 

Array B n(e) axis

Liquid crystal 

Array A
n(e) axis

Entrance

Polariser
E

Input beam

figure 2.6: Phase and amplitude modulation using dual layer LC-SLM in reflective
mode.

1. Input beam is horizontally polarised at entrance polariser.

2. Differential retardance (A-B) alters the polarisation state.

3. Average retardance (A+B)/2 modulates the phase.

4. Mirror reflects the beam back towards LC cells.

5. Retardance is doubled during the second pass through the cells.

6. Entrance polariser acts as the output polariser and selects horizontally polarised

component.
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This set-up can easily be used as a phase only modulator when arbitrarily polarised

light is incident on the pair of arrays and both liquid crystal elements are driven by an

identical voltage pattern and the input polariser is removed.

2.3 Summary

This chapter was a brief introduction to the principles behind pulse generation and

manipulation. In the first half of the chapter, the processes of difference frequency

generation and quasi phase matching were introduced. In addition, the principles behind

parametric gain and bandwidth and parametric transfer, which are at the heart of an

OPO operation, were discussed. In the second half of the chapter, the principle and

set-up of a pulse shaper were outlined along with a brief insight into how the LC-SLM

acts as a phase or phase and amplitude shaper.

Once the pulses are generated and manipulated, another important part of the exper-

imental process is to characterise them. This leads on to the next chapter where the

different pulse characterisation techniques along with some experimental results are dis-

cussed in more depth.
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Chapter 3

Ultrashort pulse characterisation

techniques

3.1 Introduction

As discussed in the previous chapters, with the development of ultrashort pulse laser

systems, pulse shaping has become an important experimental tool with widespread

applications including coherent control of molecules. Adaptive coherent control has also

been used in biomedical imaging applications, for multiphoton microscopy techniques

[1–3] and coherent anti-Stokes Raman scattering (CARS) microscopy [4, 5], to name

a few. In such experiments, additional details of the pulse’s structure plays a crucial

role in determining the outcome of the experiment. On the other hand, characterising

the output pulse can help us understand the molecular chemistry better. To add to

this, as the fibre laser pump source used in the experiments was home built, it was

important to characterise the pulses emitted from the laser to verify the performance of

the system. Precise knowledge of the pulse characteristics is also required to understand

the limitations of the system as well as to possibly improve the output. The pump for

the laser system was in the near-infrared wavelength regime whereas the idler output

from the optical parametric oscillator was in the mid-infrared regime, thus, making pulse

characterisation techniques in both these regimes relevant.

For a reasonable characterisation of a pulse, it is sufficient to measure its intensity and

phase in either the time or the frequency domain. For longer pulses with nanosecond (ns)

33



Chapter 3. Ultrashort pulse characterisation techniques 34

or several ps durations, the temporal intensity can be measured by using a photodiode

and the spectrum can be measured using readily available spectrometers. But different

methods are required for pulses in the fs or shorter range, mainly because the available

photo-detectors do not have a fast enough response time. This necessitates the use of

something with a response time as brief as the pulse, and thus the pulse is commonly

used to measure itself.

With the need for better pulse diagnostic techniques arising in the mid-1960’s with the

development of the mode-locked laser, much work has been undertaken by researchers

on the subject. These results have been well summarised in the form of comprehensive

reviews and book chapters [6–11]. For sake of brevity, only those techniques that have

been employed for the work presented in this thesis are discussed in the following sections

of this chapter.

The chapter starts with a brief description of the simpler pulse characterisation tech-

niques of intensity autocorrelation (Sec. 3.2.1), the interferometric autocorrelation (Sec. 3.2.2)

and the cross-correlation sonogram (CCS) (Sec. 3.2.3). The frequency-resolved optical

gating (FROG) technique is detailed in section 3.2.4 followed by an experimental com-

parison of CCS and cross-correlation FROG (XFROG) as techniques of special interest

for MIR pulse characterisation (Sec. 3.3).

3.2 Ultrashort pulse measurement

3.2.1 Intensity Autocorrelation

Beamsplitter

SHG crystal
Detector

Variable delay,

Input

figure 3.1: Experimental arrangement for measurement of intensity autocorrelation.
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One of the early methods of ultrashort pulse characterisation was the measurement

of the intensity autocorrelation (AC) of the pulse [12]. This technique is based on a

Michelson interferometer arrangement with nonlinear detection. Here, the pulse can be

characterised with its own self at different delays. In such an arrangement, the short

length of the pulse is no longer a problem and conventional slow detectors can be used.

In a standard autocorrelator, the pulse to be measured is split into two pulses and one

of them has a controlled delay with respect to the other. These pulses are later spatially

overlapped in a nonlinear material such as a SHG crystal (Fig. 3.1). The average power

of the generated second-harmonic (SH) beam is recorded as a function of the relative

delay, τ , between the two pulses. The generated SH beam has an intensity that is

proportional to the product of the intensities of the input pulses. The SHG signal field

is given by,

ESHG(t, τ) ∝ E(t)E(t− τ), (3.1)

where, E(t) is the signal field at a given time t and E(t − τ) is the field at a delayed

time of t− τ . Correspondingly, the SHG intensity is given by,

ISHG(t, τ) ∝ I(t)I(t− τ), (3.2)

where ESHG is the SHG electric field and ISHG is the SHG intensity.

As the detectors are too slow to time resolve ISHG, this measurement results in a full

intensity autocorrelation profile, IAC(τ), represented by equation 3.3,

IAC(τ) =

∫ ∞

−∞
I(t)I(t− τ)dt. (3.3)

Equation 3.3 is an overlap integral and shows that the SHG signal generated in this way

is greater when the two pulses arrive at the same time (τ=0), as opposed to when they

arrive separately. Because of its simplicity, autocorrelation is by far the most common

method of measuring ultrashort optical pulses. However, the autocorrelation trace by

itself only provides an estimate of the pulse duration. Also, the resulting autocorrelation
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is always symmetric resulting in an ambiguity in the direction of time in this technique.

As a result, the AC provides only little information on the pulse shape and many different

pulse shapes can have similar autocorrelation traces. Thus it is almost impossible to

determine the original pulse shape in terms of its intensity and phase from its AC without

any prior knowledge.

Relying on a stable continuous train of pulses, the intensity AC technique is a quick

and easy method of measuring widths of simple pulses. However, the resolution of

the AC is ultimately limited by the pulse itself, so any detail in the pulse intensity

is washed out. Moreover, the AC technique is unable to detect the presence of chirp

without independent measurement of the pulse spectrum to infer the time-bandwidth

product (TBP). The AC technique is most commonly used to estimate the duration of

an ultrashort pulse by assuming a pulse shape, say Gaussian or sech2, and using the

known ratio between the FWHM of the autocorrelation and the pulse to approximate

its pulse duration.

3.2.2 Interferometric Autocorrelation

Fringe resolved autocorrelation (FRAC) or interferometric autocorrelation is a technique,

developed by Diels et al. [13], that combines quantities related to the autocorrelation

and the spectrum. The experimental configuration uses a Michelson interferometer ar-

rangement with a nonlinear medium, such as the SHG crystal, at the output. This

is similar to the AC described above, except for that the input beams are collinear in

this arrangement. The SH beam thus generated by the interaction of the two beams

combines coherently with the SH created by each of the beams individually. As a re-

sult, interference fringes are created. For intensity autocorrelations, these fringes are

usually averaged out with a slow detector or completely avoided with a non-collinear

arrangement (as in fig. 3.1). The FRAC technique can be used to determine the pres-

ence of chirp by simple interpretation of the FRAC profile, unlike the intensity AC. The

experimental set-up of the FRAC that was used for the work presented in this thesis is

shown in figure 3.2. The nonlinear optical process used here is TPA and occurs within

the photodiode detector, although a SHG crystal, as with the previous AC setup, can
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figure 3.2: Experimental layout for the fringe-resolved autocorrelation.

be used. The detectors used in TPA autocorrelators can be the standard commercially

available devices [14–16] and are therefore a cheap alternative to SHG crystals espe-

cially for measuring broadband sources where the crystal would have to be very thin

to accommodate the bandwidth. It is also relatively easy to cover various wavelength

regimes, including MIR, with this set-up.

A fringe-resolved autocorrelator set-up, similar to the collinear arrangement depicted

in Fig. 3.2 was employed to obtain some of the experimental results discussed in this

thesis. The only difference being that the variable delay arm has a corner cube reflector

mounted to a loudspeaker. A loudspeaker was used as it was readily available and

provided convenient measurement suitable for continuous monitoring of sub-ps pulses.

A silicon wafer was used as a Fresnel reflection 75:25 beam splitter and the output was

focussed with a 12.7mm CaF2 lens on to an extended InGaAs detector. This set-up is

generally suitable for MIR sources discussed in chapter 7, but can also be used in NIR

by suitably replacing the detector and the beamsplitter.

The interference of the two beams in the set-up is recorded as a function of the variable

delay, τ [13]. The expression for the FRAC trace is given by equation 3.4.

IFRAC(τ) =

∫ ∞

−∞

{
I(t)2 + I(t− τ)2

}
dt

+

∫ ∞

−∞
{I(t) + I(t− τ)}Re {E(t)E∗(t− τ)} dt

+

∫ ∞

−∞
Re

{
E(t)2E∗(t− τ)2

}
dt

+

∫ ∞

−∞
I(t)I(t− τ)dt. (3.4)
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The eqn. 3.4 contains the first term which is a background measurement and therefore

a constant. This term can be a guide to the validity of the measurement as the peak-

to-background ratio in a FRAC trace should be 8:1. The second term is the modified

interferogram of E(t) (except for the I(t) + I(t − τ) term). The third term is the

interferogram of the two-photon signal of E(t) resulting in the fringes. Finally, the last

term is just the intensity autocorrelation as defined in eqn. 3.1.

If a slow detector is used in this set-up an intensity AC can be obtained, as the time

averaged result of eqn. 3.4 reduces to just the first and last term. As mentioned earlier,

for all FRACs, the contrast ratio of the peak-to-background level is 8:1 and the contrast

ratio for intensity ACs is 3:1. These are indicated in figures 3.3(a) and 3.4 for a

theoretical bandwidth-limited femtosecond pulse. As can be seen from fig. 3.3(b), for a

theoretical chirped pulse, we can get an indication of whether the pulses are bandwidth

limited from the degree to which the fringes fill out the FRAC trace, but it still fails to

give absolute pulse shapes.

3.2.3 Sonogram

The inability of the techniques discussed so far to give a complete map of the pulse, led to

the concept of using not just the individual time or frequency domain but a hybrid time-

frequency domain. Among the most successful of these techniques was the spectrogram

or the sonogram, consisting of a time-frequency map that plotted the instantaneous

frequency of the pulse. The spectrogram measures the spectrum of sequential time

slices of the test pulse while the sonogram, does just the reverse and measures the time

dependence of adjacent spectral slices. The very first measurement of a sonogram was

reported by Treacy [17] for a ps pulse but it took more than a decade for the potential

of the technique for complete characterisation of a fs pulse to be realised [18].

Spectrograms and sonograms are now widely used in ultrafast optics. The most common

approach to this measurement is to perform a sequential gating in the time and frequency

domains by using a time non-stationary (or equivalently frequency stationary) and a time

stationary filter. Time stationary filters are those whose outputs do not depend on the

arrival time of the pulse, e.g. mirrors, gratings, etc. On the contrary, time non-stationary
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figure 3.3: Theoretical intensity autocorrelation for an 87 femtosecond bandwidth-
limited pulse showing the contrast ratio for (a) fringe-resolved AC; and (b) chirped 87
femtosecond pulse which has fewer fringes and thus revealing the intensity AC compo-
nent at its wings where there are no fringes. The chirp parameter was set at a = 8 with
the ratio of maximum of lower envelope to maximum upper envelope equal to 2.5:8

filters are those that produce outputs which do not change with spectral shifts in the

input, eg. shutters. The time non-stationary filter can be delayed in time by a quantity τ

with respect to the test pulse, and the transfer function of the frequency non-stationary

(time stationary) filter can be tuned along the optical frequency axis by an amount Ω.

The final measured quantity is therefore a function of these two variables, which have

to be varied to cover completely the phase-space occupied by the pulse. Furthermore, if

the two filters are in sequence, and the second has a very high resolution (i.e., is either a

fast shutter or a narrow band spectral filter), this approach can be considered to make

a simultaneous measurement of the time and frequency of the pulse [10].

Fig. 3.5 illustrates the principle behind the two measurements discussed here: the spec-

trogram (3.5(a))and the sonogram (3.5(b)) for a better understanding. The spectrogram

is measured by first gating the pulse with a time non-stationary filter and measuring
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figure 3.4: Theoretical intensity autocorrelation for an 87 femtosecond bandwidth-
limited pulse showing the contrast ratio for the AC. The AC remains the same even for
a chirped pulse.

the optical spectrum as a function of the optical frequency and relative delay between

the pulse and the gate. Conversely, the sonogram is measured by first filtering the pulse

with a time-stationary filter and measuring the temporal intensity as a function of time

and the position of the spectral filter.
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figure 3.5: Principle behind the measurement techniques of the (a)Spectrogram and
the (b) Sonogram.

The sonogram technique [19] is a method of pulse characterisation that relies on fre-

quency gating rather than temporal gating which is used in FROG techniques described

in detail in the next section. The sonogram records a two-dimensional trace of the form

given by eqn. 3.5 [20],

Isono(t,Ω) =

∣∣∣∣∫ ∞

−∞
Ẽ(ω)G̃(ω − Ω) exp(−iωt)dω

∣∣∣∣2 , (3.5)
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where Ẽ(ω) describes the original pulse, G̃(ω −Ω) describes the frequency filter, and Ω

is the frequency detuning.

The experimental set-up of the sonogram used for measurements is shown later in fig. 3.8

and the set-up is described in detail in sec. 3.3. In principle, this configuration involves

frequency gating using a diffraction grating and a movable mask (slit) in a folded 4-f

pulse shaper arrangement (see chapters 4 and 5) such that, for each frequency, a cross-

correlation is measured and compiled to retrieve information. The resulting sonogram

traces are highly intuitive and have no ambiguity in the direction of time so that one can

distinguish between positive and negative chirp. Moreover, the sonogram setup can be

easily modified for use in different wavelength regions as it only requires the detector to

be changed accordingly. In this cross-correlation sonogram (CCS) arrangement, eqn. 3.5

describes only the spectral filtering part of the measurement process. Due to the self-

referencing nature of this method, the CCS measures a modified sonogram that can be

accurately described by an intensity cross-correlation between the filtered replica and

the original pulse intensity [20, 21],

Ixsono(t,Ω) = I(t)⊗ Isono(t,Ω), (3.6)

where I(t) is the intensity profile of the input pulse and ⊗ is the convolution operator.

I(t) can be approximated to a delta function such that Ixsono(t,Ω) ≃ Isono(t,Ω) for

narrow slit widths where the filtered pulse width is temporally much longer than the

original pulse. Pulses that are highly chirped cannot satisfy this approximation, in which

case retrieval of the pulse requires an initial deconvolution step.

The CCS algorithm developed by Reid [19, 20] is based on the principal component

generalised projections (PCGP) method used for FROG [22] described later in sec. 3.2.4.

Reconstruction of the sonogram from the two guess pulse vectors uses the same procedure

as the FROG but it is in the frequency domain rather than the time domain. Retrieval

of the CCS trace has an added step to deconvolve it with the intensity profile from

the most recent guess to reveal the true sonogram. The intensity of the true sonogram

would then replace the intensity of the current guess of the sonogram before applying

the PCGP step to the pseudo-outer product matrix.
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3.2.4 Frequency Resolved Optical Gating

In the beginning of the previous section, the spectrogram as a time-frequency domain

measurement technique was introduced. The mathematical expression for the spectro-

gram, ΣE
g (ω, τ) is given by eqn. 3.7 [11],

ΣE
g (ω, τ) =

∣∣∣∣∫ ∞

−∞
E(t)g(t− τ) exp(−iωt)dt

∣∣∣∣2 , (3.7)

where g(t − τ) is the variable-delay gate function, τ is the time delay and E(t) is the

time domain electric field of the pulse. A well-known device for measuring spectrograms

is the FROG [23, 24] for which the gate function is related to E(t) so that the method

is self-referencing, like the autocorrelator. Eqn. 3.7 can be modified to eqn. 3.8 to give a

more general form for the measured FROG trace, IFROG(ω, τ).

IFROG(ω, τ) =

∣∣∣∣∫ ∞

−∞
Esig(t, τ) exp(−iωt)dt

∣∣∣∣2 , (3.8)

Here Esig(t, τ) is given by eqn. 3.9,

Esig(t, τ) = E(t) g(t− τ). (3.9)

The most simple experimental FROG arrangement is the same as a background free

intensity autocorrelator as shown in fig. 3.1 except that the linear detector is replaced

by a spectrometer. This arrangement is known as the SHG FROG and is shown in

fig. 3.6. The spectrometer measures the spectrum of the SHG autocorrelation signal for

each increment of the delay τ . The result is a spectrogram, or FROG trace, mapping

out frequency vs. delay, from which one can retrieve the spectral phase and intensity

profiles.

Due to its relatively simple geometry and its sensitivity, the SHG FROG is one of

the most popular techniques for fs pulse characterisation. However, there are several

limitations such as an ambiguity to the direction of time due to the symmetry of the

trace and also the unintuitive trace. Other more intuitive FROG traces can be achieved
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figure 3.6: Schematic of the SHG FROG set-up.

with third order nonlinear arrangements such as PG (polarization gate) FROG and SD

(self diffracting) FROG [11] but are not discussed here as they were not employed for

the experimental measurements presented in this thesis.

Once the pulse has been measured using the FROG, the next task is to obtain quantita-

tive information about the measured pulse from the FROG trace, such as the intensity

and phase vs. time or frequency. The pulse can be retrieved from the trace by solving

what is known as the two-dimensional (2D) phase-retrieval problem [24] which yields an

essentially unique solution for E(t). Most FROG algorithms are based on the iterative-

Fourier-transform algorithm which is schematically shown in fig. 3.7 and the procedure

is also later detailed step-wise. The most basic FROG retrieval algorithm uses the

following procedure [11],

1. Begin with an initial guess for E(t).

2. Generate the signal field Esig(t, τ) and perform a Fourier transform with respect

to t for Ẽsig(ω, τ) in the frequency domain.

3. The magnitude of the current guess Ẽsig(ω, τ) is replaced by the square root of

the measured FROG trace intensity, IFROG(ω, τ),

Ẽ k
sig(ω, τ) =

Ẽsig(ω, τ)∣∣∣Ẽsig(ω, τ)
∣∣∣
√
IFROG(ω, τ). (3.10)

4. Perform an inverse Fourier transform for E k
sig(t, τ).
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figure 3.7: Schematic of a generic FROG retrieval algorithm.

5. Generate a new guess for the field E k+1(t) using E k
sig(t, τ) according to,

E k+1(t) =

∫ ∞

−∞
E k

sig(t, τ) dτ . (3.11)

6. Iterate steps 2 to 6 until convergence.

In order to proceed with the algorithm described above, eqn. 3.8 has to be rewritten in

a 2D form.

IFROG(ω, τ) =

∣∣∣∣∫ ∞

−∞

∫ ∞

−∞
Ẽsig(t,Ω) exp(−iωt− iΩτ) dt dΩ

∣∣∣∣2 , (3.12)

where Ẽsig(t,Ω) is the Fourier transform, with respect to τ , of Esig(t, τ). Equation 3.12

can now be solved according to the 2D phase retrieval problem to find Ẽsig(t,Ω) from

which E(t) can be easily derived.

When dealing with pulse retrieval, the Fast Fourier transform (FFT) is a convenient way

of switching between the time and frequency domains. Due to the use of FFT in FROG

algorithms, the data must initially be interpolated to a N×N grid, known as the Fourier
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grid. This effectively couples the time and frequency domains and so it is important to

ensure that the data is sufficiently sampled in both axes.

Convergence of the algorithm is usually measured by calculating the root mean square

(RMS) error or FROG error, G(k) for each iteration k, and is defined as [11],

G(k) =

√√√√ 1

N2

N∑
p,r=1

∣∣∣IFROG(ωp, τr)− µI
(k)
FROG(ωp, τr)

∣∣∣2 , (3.13)

where IFROG(ωp, τr) is the measured FROG trace, I
(k)
FROG(ωp, τr) is the kth iteration of

the retrieved FROG data and µ is the normalisation constant that minimises the RMS

error. This is used as a measure of convergence for most FROG retrieval algorithms,

also for the work presented in this thesis.

However, the algorithm does not always converge, particularly in the presence of noise

or for complex pulse intensities. A more reliable and faster type of algorithm is based

on a concept known as generalized-projections (GP) which involves making projections

or guesses for Esig(t, τ) that satisfy either eqn. 3.9 or eqn. 3.8 on each iteration until

eventually both constraints are satisfied. Satisfying eqn. 3.8 can be achieved simply by

replacing the magnitude of the current guess with the measured trace, as in eqn. 3.10 from

the iterative Fourier transform algorithm. Conforming to eqn. 3.9, however, requires

a minimisation procedure to limit the functional distance between the previous guess

calculated from IFROG(ω, τ) and the new guess calculated from eqn. 3.10. Although the

GP procedure is faster than the basic FROG algorithm, the convergence is still slow

when compared to an even faster method, that does not require this minimisation step,

called principle component generalized projections (PCGP) [25]. This is discussed in

detail in ref.[11, Chap. 21].

3.3 Comparison of Sonogram and XFROG

for MIR Pulse Characterisation

As mentioned earlier, bond selective manipulation of matter with light has been a study

of great interest to physicists, chemists and biologists. With ultrafast optical pulses,
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the bond excitation occurs faster than the rapid redistribution of the energy away from

the specific bond making it possible to drive a chemical reaction towards a desired

product or even away from an undesired one [26]. Although many experiments have

already achieved coherent control in the visible and near infrared (NIR) wavelength

regimes, the most common molecular vibrational modes are in the mid infrared (MIR)

region. Therefore, shaped femtosecond pulses in this fingerprint regime become impor-

tant. These shaped pulses find various applications in driving conformational changes

in proteins, spectroscopy, coherent control and imaging [1, 27–30].

Characterising pulses in the MIR is more difficult than for the visible or the NIR regions

because commercially available devices like the SHG FROG are not readily available

at these longer wavelengths. Adapting the available set-ups to the MIR is not straight

forward because aspects such as the low energy of MIR pulses mean that standard

charge-coupled device (CCD) detectors cannot be used directly with MIR light. Also,

as in the set-up used for the experiments described in this thesis a MIR pulse is often

accompanied by visible and NIR pulses as a result of the nonlinear conversions used

to produce MIR. Usually, the type of pulses available dictate the most appropriate

characterisation method. Self-referencing methods described earlier on in this chapter

can also be used for the MIR pulses and one such method: the sonogram is tested

experimentally against the XFROG technique where the availability of the pump pulse

is used to its advantage.

In the experiments detailed in chapter 7, the idler pulse is characterised using either a

sonogram or XFROG. In this section, the XFROG and CCS methods are compared as

techniques for ultrashort MIR pulse characterisation. The sensitivity of each method is

experimentally determined and the practical limitations of each technique are discussed

and summarised in the last part of this section. Two sets of experiments were conducted

to study their performances depending on the input power to the set-ups. In the first

experiment, the input idler power to the sonogram/XFROG was varied using appropriate

filters, keeping the pump power constant for the XFROG. In the second experiment, both

the pump and the idler were varied by the same percentage as inputs to the XFROG.

The main purpose of this study was to note the minimum idler power needed for idler

characterisation and to test the performance of the XFROG set-up.
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3.3.1 Experimental set-ups

The experimental set-up consists of a pump source, SPOPO and a sonogram or the

XFROG. The pump source is a Nd:YLF laser and amplifier with pulse repetition rate

of 120MHz, typical peak power of 15 kW, and average pump power of up to 7W, with

4 ps pulse-width at a wavelength of 1047 nm. The pump is directed through a telescopic

arrangement so as to efficiently launch into the core of a polarisation maintaining (PM)

single mode fibre which has an endcap of a coreless fibre to avoid fibre end damage.

The average input power is reduced to a maximum of 3.5W to be below the LC-SLM

damage threshold as specified by the manufacturer. The MIR source (λi = 3440 nm)

used for these sets of experiments is a periodically poled lithium niobate (PPLN) SPOPO

pumped with the NIR pump source described above. This set-up is further detailed in

chapter 7.

Independent measurements of the spectral intensity were acquired using a Czerny-Turner

monochromator (Bentham M300) with a nitrogen-cooled InSb detector. The ACs were

measured using the CCS arrangement with no spectral filtering.

3.3.1.1 Cross-Correlation Sonogram

The experimental arrangement for the CCS is shown in fig. 3.8. The input beam enters

the sonogram setup and is split with a 50/50 pellicle beam splitter. This type of beam

splitter virtually eliminates the multiple reflections commonly associated with a glass

beam splitter and being made of a 2µm thick nitrocellulose membrane, it also has

minimal dispersion.

One part of the input beam was incident on a grating and a lens resulting in frequency-

space mapping at the Fourier plane where a variable slit was placed. The slit was

used for spectral filtering before the beam was retro-reflected. The other arm sets a

variable temporal delay. The cross-correlations of the input pulse with the frequency-

gated version of the pulse were then measured. The nonlinear process used was TPA, for

which an extended InGaAs detector was used. Due to the collinearity of the experimental
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set-up, interferometric cross-correlations were measured but the implementation of lock-

in detection allowed for the interferometric frequencies to be filtered out as well as

significantly increasing the sensitivity of the sonogram. A full sonogram trace comprised

of 80 intensity cross-correlations, each at a different frequency. The complete trace was

acquired in less than 7 minutes.
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Chopper

driver
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Lock in

amplifier

HR Mirror

Beamsplitter

Input

Photodiode
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figure 3.8: Schematic of the experimental CCS arrangement. The path lengths of
the two arms are not drawn to scale (indicated in the figure).

The resolution of the CCS arrangement was controlled by the slit-width of the spectral

gating arm. Narrowing the slit corresponded to higher spectral resolution but resulted in

a temporally broadened gate pulse so care was taken to ensure that the motorised stage

of the temporal delay arm had enough travel to measure the entire cross-correlation.

Calibration of the temporal domain depended on the speed of the motorised corner

reflector and the frequency calibration was calculated using the grating equation for the

frequency-space mapping at the Fourier plane. For this particular setup, the frequency to

space mapping was 10nm/mm and the slit width was 0.4mm corresponding to ∼1/10th

of the total bandwidth.
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A retrieval algorithm, as described in sections 3.2.3 and 3.2.4 was used following noise

filtering of the data and interpolation to a 128×128 Fourier grid. The quality of the

retrieval was assessed by comparison of the retrieved data to the measured spectral

intensity and autocorrelation traces.

3.3.1.2 Cross-Correlation Frequency Resolved Optical Gating

Experimental configuration of the XFROG is shown in fig. 3.9. The idler and depleted

pump beams from the SPOPO are both synchronous and collinear, making them con-

venient for use in this arrangement. The pump beam was reflected by a coated CaF2

chromatic beam-splitter that was highly reflecting at the pump wavelength but trans-

missive at the idler wavelength (indicated by B/S in the figure). A telescope (not shown)

then resized the pump beam to a spot size of ∼2mm before a temporal delay was im-

posed using two mirrors on a motorised stage. The idler beam passed through a long

wave pass (LWP) filter to remove any residual wavelengths from the SPOPO while trav-

elling on a fixed path length. The idler beam had a spot size of ∼3mm. The two beams

were then recombined with another CaF2 chromatic beam-splitter before being focussed

with a 50mm focal length CaF2 lens into a 1mm PPLN crystal to host the DFG process.

The initial spot sizes of the pump and idler were chosen carefully such that near confocal

focussing could be achieved in the crystal. The grating period used in the PPLN was the

same as that used in the SPOPO, generating a signal beam at λs = 1505 nm. The signal

was detected using a fibre-coupled optical spectrum analyser (OSA) (Ando AQ-6310C)

that was set at its minimum resolution of 0.1 nm and maximum sensitivity of -49 dBm.

A typical XFROG trace composed of 100 spectra acquired in ∼ 3 minutes.

Two sets of experiments were conducted to study their performances depending on

the input power to the set-ups. In the first experiment, the input idler power to the

sonogram/XFROG was varied using appropriate neutral density (ND) filters, keeping

the pump power constant for the XFROG. For the sonogram the ND filters were placed

before the idler entered the set-up, whereas for the XFROG the idler was attenuated

after the pump and the idler beams had been separated in the set-up. In the second

experiment, both the pump and the idler were varied by the same percentage as inputs
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figure 3.9: Schematic of experimental XFROG arrangement. B/S: beam splitter.

to the XFROG. For this, the pump was also attenuated in the same way as the idler.

The main purpose of this study was to note the minimum idler power needed for idler

characterisation and to test the overall performance of the XFROG and CCS set-ups.
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figure 3.10: (a) Experimental and (b) retrieved sonogram data for high idler input
power of 30mW. Measured(dotted) and retrieved (solid lines) (c) autocorrelation and
(d) idler spectra are also shown.



Chapter 3. Ultrashort pulse characterisation techniques 51

−20 −10 0 10 20
0

0.2

0.4

0.6

0.8

1
(c)  Autocorrelation

Delay (ps)

In
te

ns
ity

 (
a.

u.
)

−1 −0.5 0 0.5 1
0

0.2

0.4

0.6

0.8

1

Frequency (THz)

In
te

ns
ity

 (
a.

u.
)

(d) Idler Spectra

G
ro

up
 D

el
ay

 (
ps

)

−1 −0.5 0 0.5 1

−5
0
5

(b) Retrieved

Delay (ps)

F
re

qu
en

cy
 (

T
H

z)

−20 −10 0 10 20
−1

−0.5

0

0.5

1

Delay (ps)

F
re

qu
en

cy
 (

T
H

z)
(a) Experimental

 

 

−20 −10 0 10 20
−1

−0.5

0

0.5

1

0

0.2

0.4

0.6

0.8

1

figure 3.11: (a) Experimental and (b) retrieved sonogram data for low idler input
power of 13mW. Measured(dotted) and retrieved (solid lines) (c) autocorrelation and
(d) idler spectra are also shown.

3.3.2 Results and analysis

In these experiments, the idler beam from the SPOPO at a wavelength of 3440 nm was

first characterised with the cross correlation sonogram and then using a XFROG set-

up. The SPOPO was operated under the standard conditions for high fidelity transfer

of pulse shape from the NIR to the MIR, as described later in chapter 7. The OPO

was pumped with chirped pulses, thus delivering chirped ider pulses to test the char-

acterisation capabilities of both the set-ups. The pulse profile was retrieved from the

sonogram/XFROG data using appropriate Matlab programs written by J. Prawiharjo.

Varying idler

The idler output from the SPOPO was collimated using a one-to-one telescope and di-

rected to the sonogram. Different sets of data were obtained as the input idler power level

was varied by using appropriate ND filters. Full idler power was measured to be 35mW
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figure 3.12: (a) Experimental and (b) retrieved XFROG data for high pump
(115mW) and high idler (70mW) input power. Measured(dotted) and retrieved (solid
lines) (c) autocorrelation and (d) idler spectra are also shown.

which reduced to 30mW with the two lenses in place for the telescopic arrangement.

The sonogram trace obtained in this case is shown in figure 3.10.

Retrievable sonogram traces are obtained for idler power as low as 13mW, with the

result indicated in figure 3.11. We can see that the retrieved trace begins to deviate

from the measured as the input idler power begins to decrease. Other data sets for idler

powers between 30mW and 13mW were also obtained but only those for the full and

the minimum idler powers are shown here to highlight the operation range of the device.

Measurements for power levels below 13mW were also taken but the program could not

retrieve at lower powers.

In a similar experiment, the input idler power to the XFROG was varied using filters,

keeping the pump constant at 115mW. The idler was varied from a full power of 70mW

to as low as 1mW using appropriate filters. Figure 3.12 shows the experimental and

the retrieved traces along with the autocorrelation and the idler spectra for input pump



Chapter 3. Ultrashort pulse characterisation techniques 53

−15 −10 −5 0 5 10 15
0

0.2

0.4

0.6

0.8

1
(c) Autocorrelation

Delay (ps)

In
te

ns
ity

 (
a.

u.
)

−1.5 −1 −0.5 0 0.5 1 1.5
0

0.2

0.4

0.6

0.8

1

Frequency (THz)

In
te

ns
ity

 (
a.

u.
)

(d) Idler Spectra

G
ro

up
 D

el
ay

 (
ps

)

−1.5 −1 −0.5 0 0.5 1 1.5

−5

0 

5

(b) Retrieved

Delay (ps)

F
re

qu
en

cy
 (

T
H

z)

 

 

−15 −10 −5 0 5 10 15
−1.5

−1

−0.5

0

0.5

1

1.5

Delay (ps)

F
re

qu
en

cy
 (

T
H

z)

(a) Experimental

−15 −10 −5 0 5 10 15
−1.5

−1

−0.5

0

0.5

1

1.5

0.2

0.4

0.6

0.8

figure 3.13: (a) Experimental and (b) retrieved XFROG data for high pump
(115mW) and low idler (1mW) input power. Measured(dotted) and retrieved (solid
lines) (c) autocorrelation and (d) idler spectra are also shown.

power of 115mW and the idler power of 70mW. We see that the measured and the

retrieved data match well in this case.

In the other case with the pump power maintained at 115mW but with the idler power

down to as low as 1mW, the data is still retrievable but begins to differ from the

measured set. With idler power lower than this value, the data was no longer retrievable,

setting a lower limit for the operation of the XFROG set-up.

As we can see from the data plots for the sonogram and the XFROG, the sonogram

trace is more intuitive but the XFROG is able to retrieve data for a much lower value

of the idler power. This is so because it utilises pump that will always be present in

the OPO set-up. Also, unlike in the sonogram, the idler power in XFROG set-up is not

filtered before the nonlinear process.
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Varying pump and idler

The XFROG involves two inputs; the pump as the reference pulse and the idler (the

pulse to be characterised). To complete the characterisation by varying the input power

levels, in the following experiment, both the pump and the idler powers to the XFROG

were varied by the same percentage of the full power levels. The full input pump and

idler powers were 163mW and 47mW respectively. Figure 3.14 indicates the trace for

high pump and idler inputs.
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figure 3.14: (a) Experimental and (b) retrieved XFROG data for high pump
(115mW) and idler (70mW) input powers. Measured(dotted) and retrieved (solid
lines) (c) autocorrelation and (d) idler spectra are also shown.

The figure 3.15 shows the data set obtained when the input powers were 6.5% of the

maximum available powers. That is, for pump power of 10.6mW and the idler power of

3.1mW.

With the available filters, the next data set was obtained for 2.25% of the initial power

levels but the data was not retrievable. Thus, the minimum operation point for the
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figure 3.15: (a) Experimental and (b) retrieved XFROG data for low pump
(10.6mW) and idler (3mW) input powers. Measured(dotted) and retrieved (solid lines)
(c) autocorrelation and (d) idler spectra are also shown.

XFROG in this case is for powers somewhere between 6.5% and 2.25% of the initial full

value.

Analysis

The results from the pulse characterisation technique comparisons show that the XFROG

is convincingly more sensitive than the sonogram even when phase sensitive detection

was used with sonogram and not XFROG. Retrievable traces for the sonogram could

be achieved for the minimum idler input power of 13mW, whereas the XFROG could

characterise pulses with idler powers as low as 1mW with 115mW pump and 3mW

idler power with 10.6mW of pump power.

The reason for this difference in sensitivity is related to losses in the two set-ups owing to

the optical elements used and the noise contributions. The losses in the XFROG set-up

were mainly due to transmission through the CaF2 mirrors, a 60% efficient LWP filter
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for the idler beam, uncoated lenses used for focussing the beams into the PPLN crystal

followed by the fibre-coupled OSA. In contrast, the sonogram set-up incurs significant

loss due to the spectral filter (slit) which allows only one-tenth of the total bandwidth

for better pulse resolution. Other major sources of loss are the diffraction grating and

the 50/50 beam splitter used in the set-up. In terms of the noise contributions, the

sonogram set-up was quite prone to mechanical noise from the optical chopper and the

time-delay motor. The XFROG, on the contrary, had no mechanical movement during

data acquisition and thus free from noise.

3.4 Summary

There are various methods available for characterising femtosecond pulses. A choice

for the measuring technique can be made depending on the method that best suits the

experiment in hand as well as the properties of the laser source including the wavelength,

repetition rate and the availability of additional pulses to act as reference pulse, etc. Cost

of the set-up, robustness, sensitivity, easy access to the optics required are also some

other factors that play an important role.

For the particular experiment where XFROG and sonogram are employed as pulse char-

acterisation techniques, both have the advantage of being simple, relatively inexpensive

arrangements. The advantages and disadvantages of each are summarised in table 3.1.

However, in this case, because of a higher sensitivity to idler power, the XFROG has

now replaced the sonogram as our short pulse characterisation method of choice for MIR

OPOs.
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Criteria Sonogram XFROG

Trace Intuitive trace Non-intuitive trace

Retrieval
Requires deconvolution step
presenting instabilities in the
retrieval.

No deconvolution step
needed.

Sensitivity
Power reduction before non-
linear process. Phase sensitive
detection needed.

DFG process is sensitive.
Standard OSA needed for sig-
nal detection.

Calibration

Calculated from speed of mo-
tor for time and angle of
diffraction grating for fre-
quency calibration.

No calibration required.

Cost Cheap TPA detector needed.
PPLN and OSA are costly.
Readily available in the lab.

Noise
Motors and chopper cause me-
chanical noise.

No moving parts during data
acquisition.

Alignment
Very sensitive due to small de-
tector head.

Use of large area Ge detector
makes initial alignment rela-
tively simpler.

AC measurement
Can be performed with same
set-up.

Separate apparatus needed.

Spectrum Needs another device. Needs another device.

Wavelength tuning
Tuned by rotating grating.
Gives good range.

Good range achieved by
PPLN grating and tempera-
ture tuning.

Resolution

Slit width needs to be reduced
for better spectral resolution
which leads to low signal level
which in turn affects the tem-
poral resolution.

Spectral resolution can be
high and fixed at 0.1nm. Tem-
poral resolution is measured
by number of steps. Both are
independent.

Table 3.1: Pros (green) and Cons (red) of Sonogram and XFROG as methods of MIR
pulse characterisation.
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Chapter 4

Adaptive phase shaping in a

femtosecond Yb-fibre chirped

pulse amplification system

4.1 Introduction

High energy femtosecond pulses are required for a wide range of industrial and scien-

tific applications such as ultrafast spectroscopy, pumping parametric devices, material

processing and plasma-based x-ray generation. High energy femtosecond pulses can be

generated using the CPA technique where the initially low-energy pulse is temporally

stretched before amplification to avoid the nonlinear effects that can occur when high-

intensity pulses propagate in an optical fibre. The high energy pulses are then recom-

pressed in free space using bulk diffraction gratings [1]. Compared to the traditional bulk

crystal and glass laser sources, Yb-fibre based systems can be directly diode-pumped,

have high gain and suffer less from thermo-optical problems, making them attractive

high-power laser sources [2]. However, due to long device lengths of up to several metres

and a highly confined mode area, ultrafast fibre CPAs can still suffer from nonlinear

effects such as SPM. These nonlinear effects can degrade the pulse quality, limiting the

maximum available power from the femtosecond source.

One of the methods to overcome these pulse distortions is to incorporate an adaptive

pulse shaper [3] in the set-up. This technique has been used with Ti:Sapphire-based

61
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bulk CPA systems to overcome SPM, as well as the induced distortions due to any

residual strecther/compressor dispersion mismatch [4–7]. Recently, adaptive shaping

technology was used for the very first time in a fibre-based CPA system [8]. In this

report, Schimpf et al. [8] describe pre-shaping the spectral amplitude of the pulse and

show high quality pre-compensation of pulses at B-integrals as high as 16. The selected

computer-controlled feedback parameter was a pre-defined target spectral shape and it

was shown that imposing a parabolic shape was superior to a Gaussian shape for pulse

energies up to 20 nJ and pulse durations of 300 fs at average powers of 1.5W. Thus,

although the reported B-integral in this report was high, the pulse energy is orders of

magnitude lower compared to the pulse energy reported in the work presented in this

chapter.

The B-integral here is defined as the total nonlinear phase shift accumulated in a passage

through the device along the optical axis and is mathematically given by,

B =
2π

λ

∫
n2I(z)dz (4.1)

where I(z) is the optical intensity along the beam axis, z is the position along the

propagation direction, and n2 is the nonlinear refractive index.

This chapter presents an Yb-fibre CPA system with an adaptive phase-only pulse shaper

incorporated in the set-up for improved output pulse quality [9]. The approach used

here was to pre-compensate for the SPM and higher order dispersion by spectral phase

shaping the pulse. This produced high-quality 800 fs, 65µJ pulses. The system described

in this chapter used large-mode-area (LMA) PCF amplifiers and a dielectric grating

compressor. Two alternative stretchers, bulk and fibre, were employed and their use is

compared later. The bulk stretcher used here was set so that its dispersive characteristics

were matched to that of the compressor. In the other variant, a 5 km fibre stretcher

was used which resulted in substantially mismatched third order dispersion after the

compressor.

A LC-SLM was used as the pre-compensating pulse shaper and placed before the stretcher

in either case. The shaper was placed before the amplifiers to avoid any damage resulting



Chapter 4. Adaptive phase shaping in a fibre CPA system 63

from high pulse energy or high average power. In the situation where the pulse propa-

gates through a dispersive stretcher for a long distance, such that the temporal intensity

profile becomes proportional to the spectral intensity, that is I(t)∼ I(ω), then SPM in

the amplifier section merely introduces a frequency dependent phase with negligible ef-

fect on the spectral bandwidth of the pulse [10, 11]. Such a frequency-dependent phase

could be readily pre-compensated by a phase-only pulse shaper. Sato et al, [12], have

reported numerical modelling of adaptively shaping femtosecond pulse propagation in a

fibre, showing that phase-only shaping can pre-compensate for group delay dispersion

(GDD) and SPM. However, they also report that this pre-compensation is only success-

ful up to 100 kW power for a 0.114m length of single-mode fibre. Similarly, Braun et

al, [10], reported numerical modelling of phase-only pre-compensation in a fibre CPA

system showing promising results for nonlinear phase of up to 3 rad. Schreiber et al, [13],

in another study report numerical modelling of spectral amplitude pre-compensation in

a fibre CPA system with large amounts of SPM, confirming the experimental results

described in [14].

In this experiment, we shape the spectral phase of the input pulses using a liquid-

crystal phase-only pulse shaper to produce the optimum output pulses for operating

with significant variation in the cumulative SPM in the system arising due to variable

repetition rates. Establishing the appropriate pre-shaped phase is challenging because

of the overall system complexity and we implemented an adaptive learning loop to

maximise the output autocorrelation peak, which avoids the uncertainties of complex

nonlinear simulations. Two slightly different set-ups were used as the stretcher in the

system. First, a bulk stretcher which had second and third order dispersion matched

to the compressor was incorporated. After this, a 5 km fibre as the pulse-stretcher was

used.

Both, simulated annealing [15] and genetic algorithms [16] have been used for CPA

system optimisations before. A generalised simulated annealing (GSA) [17] control al-

gorithm was used for this set of experiments. The control algorithm optimised a reduced

set of Taylor coefficients for the shaper phase profile to optimise the magnitude of the

autocorrelation peak. 2.9 times improvement was obtained for the bulk stretcher ar-

rangement leading to close to transform-limited output pulse durations of 800 fs at 65µJ
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at the corresponding B-integral of ∼8. With the fibre stretcher in the set-up for the same

pulse energy, 3.4 times improvement in the autocorrelation peak compared to the un-

shaped pulses was observed, although it was further away from the transform-limited

pulse duration as compared to the result obtained for the bulk grating stretcher.

The chapter is organised as follows. In section 4.2, the experimental techniques along

with the implementation of the adaptive control are detailed. The optimisation results

are presented in section 4.3 and the chapter then concludes in section 4.4. The fibre

CPA system had previously been constructed by members in the group of Prof. D.J.

Richardson at the ORC. The experimental work presented in this chapter was carried

out in collaboration with Fei He and Hazel Hung. The optimisation algorithm used here

was written by Naveed Naz.

4.2 Experimental Set-up

Fibre CPA system

The schematic of the phase controlled Yb-fibre CPA system is shown in figure 4.1.

The seed laser pulses ( ∼500 fs, λ0=1053 nm, ∆λ ∼3 nm) were first phase-shaped then

stretched in duration with either a pair of bulk gratings or a 5 km length of Corning

SMF28e fibre. Although the fibre stretcher is simple and convenient to use, high order

dispersion from the stretcher cannot be matched by the grating compressor later as it

can with the bulk grating pair stretcher. With no phase applied, the pulse duration at

the output of the stretcher was measured to be 1 ns for the dielectric grating stretcher

and 0.8 ns for the fibre stretcher. For the high energy results, an electro-optic modulator

(EOM) reduced the repetition rate from 80MHz to 100 kHz before amplification to

0.1W using core-pumped Yb-fibre pre-amplifiers. Following this two AOMs are used to

reduce the repetition rate further to 16.67 kHz. Two cladding pumped amplifiers were

then used to achieve high pulse energies and average powers. The cladding pumped

amplifiers comprised 2m lengths of double-clad Yb-doped photonic crystal fibres pumped

at 975 nm. For experiments with either of the two stretcher set-ups, the launched pump

power is estimated to be 3W into the final amplifier. The launched energy at the input
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figure 4.1: Schematic of the fibre CPA system.

and output of the final amplifier stage is calculated to be 2µJ and 100µJ respectively.

A dielectric grating compressor with 65% overall transmission efficiency recompressed

the pulses in the final stage.

Pulse shaper and control loop

The pulse shaper used in the set-up included a telescope (f=12mm and 200mm) to

expand the input beam-waist to be less than 15mm in diameter, as shown in figure 4.2.

A beam diameter of 12mm was achieved so that the FWHM beam spot size of the indi-

vidual frequency components [3] on the LC-SLM was ∼50µm. The diffraction grating

with a groove density of 1100 lines/mm was oriented at ∼10 degree incidence angle (θin)

with the diffracted angle as ∼80 degrees. These values are according to the equations

discussed in section 2.2.2 [3]. A cylindrical lens (f=200mm) then focussed the beam,

and a 12.8mm wide, 128 pixel, phase-only LC-SLM (CRi SLM-128-MIR) was placed
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Parameter Value

Central wavelength, λ 1053 nm

Input spot size, win 6mm

Grating groove density, d 1100 lines/mm

Incident angle on grating, θin 9.97o

Diffracted angle, θd 80.03o

Focal length, f 200mm

Spatial dispersion, α 7.5 x 10−16m/(rad/s) or 0.78 nm/mm

Radius of single frequency component, w0 64.4µm

Complexity, η 236.16

Spectral resolution, δλ 0.04 nm

Temporal resolution, δt 163 fs

Time window, T 38.5 ps

Table 4.1: Pulse shaper design parameters.

at the Fourier plane of the folded 4-f shaper set-up [3]. These design parameters are

summarised in table 4.1.
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figure 4.2: Folded 4-f pulse shaper set up

The parameters in table 4.1 are calculated without taking into account the pixellation

of the shaper. However, the maximum complexity that can be achieved is limited by

the number of pixels, that is, ηmax = 128. Thus, the finest spectral feature that can be

manipulated is 0.078 nm and the time window is 20 ps. It is worth noting that while the

time window is the period over which the output pulse is affected by the mask, it can

still be employed in shaping the pulses stretched to durations much longer than T, as is

the case for this experiment.
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The adaptive control in this situation enforces phase wrapping (that is, the phase is

constrained to an interval such as (-π, π)) between the limits of 1 and 11 radians for

1053 nm pulse, if higher magnitude phase profiles are required. Spectral distortions

were observed experimentally where these phase wrappings occur due to localised parts

of the beam being diffracted out as a result of the phase discontinuity. This had little

effect when the phase profiles were wrapped only near the wings of the pulse. Another

consequence of the shaper pixellation is to limit the complexity of the phase profile. The

sampling theorem [18], states that for a signal whose highest frequency component is ν,

the sampling must be acquired at a minimum rate of 2ν called the Nyquist frequency.

Therefore, for a mask of Npix pixels, the maximum number of modulations that can be

sampled is Npix/2. Thus, if alternate pixels are programmed to apply a phase shift of π,

the maximum phase change between pixels can be π. Thus the maximum rate of change

of phase with frequency dϕ/dω is,

dϕ

dω

∣∣∣∣
max

= ± π

∆ωpix
, (4.2)

where ∆ωpix is the frequency span of one pixel. As discussed in the following section,

the phase profile can be best described by a Taylor series expansion (eqn. 4.5). If βn

corresponds to the nth order dispersion parameters of the phase, the maximum values

that can be applied before reaching the Nyquist limit [19] can be calculated for each of

the dispersion parameters individually using the generalised eqn. 4.3 where ∆λpix is the

wavelength span of one pixel [20].

βnmax = ±(n− 1)!

2

λ2n
0

(Npixπ)n−1(c∆λ)n
. (4.3)

For the pulse shaper described in this chapter, the maximum β2max , β3max and β4max

are calculated to be 2.80 ps2/rad, 0.66 ps3/rad2, and 0.233ps 4/rad3 respectively.

The pulse shaper performance was tested using the grating compressor contributions

as the reference. This was done by altering the grating separation in the compressor

by known distances and then the phase was applied using the LC-SLM. The expected

values of the dispersion coefficients were calculated for a set values provided by the
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gratings manufacturer for the grating compressor design. The data was collected for high

repetition rate 80MHz and low energy ∼1 nJ. The position of the grating giving the best

pulse shape without any phase applied was taken as the reference compressor roof mirror

position or 0mm position. The grating was then moved in both the directions from this

reference point. The second order phase parameters obtained from the shaper for these

experiments agreed well with the expected change in dispersion from the compressor.

4.2.1 Learning Algorithm

A learning algorithm is used to optimise the output of the system by controlling the LC-

SLM. This output is then fed back to the computer controlled algorithm completing the

learning loop. There are many possible control algorithms for such processes, perhaps

one of the most commonly used is the simulated annealing (SA) algorithm which is

briefly discussed in this section. This algorithm is designed to find the global optimum in

what may be a complicated search space with many local non-optimum minima. Other

algorithms used to obtain experimental results are described in detail in the relevant

chapters.

The SA is based on a principle analogous to the annealing of a metal [15]. When a

metal is cooled slowly enough, large crystals are formed which later result in a single

pure crystal without any defects after a long time of controlled cooling. This is the

lowest energy state for the crystal. Inspired by the annealing process, an SA approaches

the global optimisation problem like a bouncing ball amongst ranges of mountains and

valleys. With this algorithm in the learning loop, we hope to reach the lowest valley.

Initially the ball has higher energy (high temperature) and is capable of reaching over

all the mountains and access all the valleys. As the ‘temperature’ is lowered, the ball

gets trapped in a local range. It then randomly records the depth of the local valleys.

It compares each value to the last saved lowest valley. If it is lower, it records the new

lowest valley, and if it is higher, it either accepts it as the new ‘lowest’ valley or moves

on to assess the next one. The SA results in convergence towards the global minimum

solution.
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In our set up, phase is applied to each pixel of the SLM to give the desired phase shaping

result. This applied phase profile of the SLM can be efficiently represented using a Taylor

series expansion [4],

ϕ(ω) = ϕ(ω0) +
dϕ

dω

∣∣∣
ω0

(ω − ω0) +
1

2!

d2ϕ

dω2

∣∣∣
ω0

(ω − ω0)
2 (4.4)

+
1

3!

d3ϕ

dω3

∣∣∣
ω0

(ω − ω0)
3 +

1

4!

d4ϕ

dω4

∣∣∣
ω0

(ω − ω0)
4 + . . .

= β0 + β1(ω − ω0) + β2
(ω − ω0)

2

2!
+ β3

(ω − ω0)
3

3!
+ β4

(ω − ω0)
4

4!
+ . . . ,

(4.5)

where ϕ is the phase applied, ω is the frequency, corresponding to a certain distance

along the pixels, relative to the centre frequency ω0. The algorithm is set to find the

optimum value for each of the first six coefficients of the equation 4.5. The first term is a

constant offset used as a point of reference. The second term describes the overall group

delay of the pulse. The third term is the quadratic phase corresponding to linear chirp

and higher order terms are the higher order phase terms resulting in pulse distortion.

Although the first two terms do not alter the pulse shape, they are used to reset the

offset from the reference point. Thus the algorithm is used to optimise a low number of

coefficients rather than each individual pixel, hugely simplifying and therefore speeding

up the process.

The adaptive control loop in the system uses a GSA algorithm [17] for optimisation.

Based on the principle described earlier, with initial high ‘temperature’ value the al-

gorithm samples the entire parameter space to avoid being trapped in local minima,

and then it narrows the search space, as the ‘temperature’ value is gradually decreased,

to efficiently find the optimum solution. The search algorithm typically ran for 150

iterations and took ∼2 minutes to optimise the AC peak.

For a faster convergence, the phase was described by a Taylor series expansion. With

this, the 128 pixels of the SLM could be addressed with only few parameters. It was con-

venient to address only a few parameters due to the speed and time related to addressing
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all pixels. The applied phase, ΦSLM (Ω), was described as:

ΦSLM (Ω) = β0 + β1Ω+ β2
Ω2

2!
+ β3

Ω3

3!
+ β4

Ω4

4!
+ . . . , (4.6)

where Ω is the frequency detuning and βn is the nth order dispersion. Results for the

dielectric grating stretcher system were best obtained by modifying the β2...β6, whereas

for the fibre stretcher system, it was found that optimisation of β1 ... β4 dispersion

terms was sufficient.
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figure 4.3: Convergence of feedback parameters with the number of iterations.(GDD:
Group delay dispersion, TOD: Third order dispersion, FOD: Fourth order dispersion.)

For an added understanding of the working of the GSA algorithm, the convergence of

the different parameters of the algorithm to the optimum solution were noted. This is

highlighted in figure 4.3.

The feedback parameter is related to the peak-to-peak (difference between the maximum

and minimum value) voltage level of the autocorrelation. This indicates the variation of

the optimisation terms over one complete run of the algorithm. The data plotted here is

the peak to peak value minus the base voltage value (constant for one run). The typical

trends of convergence for the first four feedback parameters are also shown in figure 4.3.
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4.3 Results

4.3.1 Dielectric Grating Stretcher

In the first set of experiments, with the bulk grating pair stretcher in the system, the

pulse energy was varied from 13µJ to 100µJ (measured after the compressor). In this

set-up, the second and third order dispersion from the stretcher is well-matched and

of opposite sign to that of the compressor. This resulted in high-quality recompressed

pulses at low energy, as shown in the autocorrelation trace (green line) in figure 4.4(a).

The relative and normalised autocorrelations for other energies are also illustrated in

figure 4.4 and figure 4.5 respectively. We see that the 65µJ pulses without shaping are

severely distorted with an estimated B-integral of 2.5π and have an increased pedestal

at the wings as a result of strong SPM which could not be compensated for by the

grating compressor alone (light blue line). With the phase applied using the shaper,

the pedestal is greatly reduced. For these experiments, the grating separation in the

compressor was adjusted to maximise the autocorrelation peak of the unshaped pulses

and then held constant while the feedback loop found the optimum shaped pulse.

For the 65µJ pulses, shaping increased the autocorrelation peak by a factor of 2.9,

reduced the pedestals and decreased the autocorrelation FWHM from 1.4 ps to 1.1 ps.

The output spectra before and after shaping are also shown in figure 4.6 along with the

phase applied. We can see that the spectral amplitude is not significantly shaped or

distorted due to shaping. The spectra at low energy, and at high energy are generally

of similar shape, except for the strong ripples (modulations) on the high energy results.

Recent work in the Tünnermann group [21] has shown that, for CPA systems with B-

integrals > π, weak side-pulses on a seed pulse will grow due to Kerr-nonlinearity causing

a transfer of energy from the main pulse. The final output spectrum is then strongly

modulated effecting the pulse distortions. In the case of the experiment presented in

this chapter, it is believed that due to increasing SPM with increasing energy, the shaper

struggled to optimise the pulses with energies greater than 65µJ as can be seen in the

autocorrelation for the 100µJ pulses in figure 4.4(d), so that for higher energies sub-

optimal solutions were found.
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figure 4.4: Relative autocorrelation traces for bulk stretcher in the system for dif-
ferent pulse energies. Phase: when phase correction was applied with the SLM; No
phase: SLM was switched off or reset so that no phase correction was applied at 0mm
compressor position; Compressor+Phase: compressor is optimised first followed by
phase applied; Compressor only: Only the compressor position was optimised and
no phase correction was applied.

4.3.2 Fibre Stretcher

For the next set of experiments, the 5 km fibre stretcher replaced the bulk stretcher

in the system. The third order dispersion from the fibre stretcher, adds to that of the

compressor and even without any SPM this gives rise to a pedestal in the autocorrelation

trace (green line) as shown in fig. 4.7(a). To add to this, strong spectral broadening is

observed after the fibre stretcher due to the relatively high peak powers of the initially un-

stretched input pulses and the long fibre length leading to SPM. Although this could be

avoided by attenuating the seed pulse energy; for high energy pulses at the output of the

system, high seed pulse energy was required to minimise noise in the amplifiers. There

are thus three effects that the shaper has to cope with: β3 from the stretcher/compressor

mismatch, SPM in the fibre stretcher and SPM in the amplifier stages. The experiment

was therefore conducted for three cases: with low SPM in both the stretcher and the
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figure 4.5: Normalised autocorrelations for bulk stretcher in the system for different
energies. Phase: when phase correction was applied with the SLM; No phase: SLM
was switched off or reset so that no phase correction was applied at 0mm compressor
position; Compressor+Phase: compressor is optimised first followed by phase ap-
plied; Compressor only: Only the compressor position was optimised and no phase
correction was applied.

amplifier fibres; with high SPM in the stretcher fibre but low SPM in the amplifier fibres;

and then for high pulse energies we operated with high SPM in both the stretcher and

amplifier fibres.

In the first experiment, the autocorrelation was obtained for low SPM in both the

stretcher and the fibre amplifiers. That is, with low energy, 1 nJ ( high repetition rate)

and no SPM. The grating separation in the compressor was adjusted first to optimise

the pulse without any shaping. This was then fixed while the optimisation algorithm

optimised the AC peak. The AC with and without applied phase along with the spectrum

is indicated in figure 4.7.

In the second case, we had low energy, that is, high repetition rate but with SPM in the

stretcher. The compressor grating was offset from the initial position (as in first case),

by up to ±2%. The largest improvement in the autocorrelation peak was obtained when
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figure 4.6: Output spectra and applied phase (in blue) for different input energies
with bulk stretcher in the system. The spectra before (red) and after (green) shaping
are shown.
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figure 4.7: Autocorrelation and spectrum for low SPM and low energy in the system
with no phase (green) and phase applied (blue) conditions. Applied phase is indicated
in red.

the grating separation reduced by 1% (∼30mm). The AC with and without phase along

with the spectrum, for this setting, is indicated in figure 4.8.

In the third case, the system was set to have high SPM in the stretcher as well as

the amplifiers. The data shown in fig. 4.9 is for pulse energy of 100µJ before the

compressor, that is, 65µJ after the compressor. The best pulse shape for this energy

level was obtained when the grating compressor position was reduced by 0.7%(∼20mm)

from the optimum for the first case. The phase applied is also shown in figure 4.9(b).
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figure 4.8: AC and spectrum for SPM in stretcher and low energy in the system
with no phase (green) and phase applied (blue) conditions. Bandwidth limited pulse is
indicated by dotted line and applied phase in red.
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figure 4.9: Autocorrelation and spectrum for high SPM at output pulse energy of
65µJ with no phase (green) and phase applied (blue) conditions. Bandwidth limited
pulse is indicated by dotted line and applied phase in red.

As we can see from the autocorrelation traces in figures 4.7, 4.8 and 4.9, phase shaping

produced a significant increase in the AC peak for all the different cases discussed above.

The pedestal is also significantly reduced for the low energy experiments, with or without

SPM. On the other hand, the pedestal is only slightly reduced for the high energy case.

Also, the Fourier transforms of the output spectra with a flat phase shows a narrower

pulse compared to those obtained by shaping, even for the low energy pulse.

Evolution of the spectrum

The spectral evolution of the pulse as it propagated through the system with fibre

stretcher, was also studied for different energy levels. Data sets for 65µJ pulse (measured

after compressor) are shown in figure 4.10. We can see that there is very little or no

distortion after the shaper for 65µJ pulse.
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figure 4.10: Spectrum for 65µJ energy pulse through the system. (Blue=unshaped,
red=shaped, green=applied phase.) The dip in spectrum in fig.(a) occurs at a point of
phase-wrapping.

It was observed that the spectrum is not significantly changed by preshaping when there

is no SPM in the stretcher, but with SPM in the stretcher, the spectrum was modified

both at the output and immediately after the fibre stretcher. With no shaping, the

spectral FWHM after the stretcher is broadened by a factor of ∼2.5× thus increasing

to ∼6.5 nm. In the amplifiers the spectrum acquires oscillatory structure due to SPM.

The spectra of the shaped pulses are slightly modified in comparison to the unshaped

spectra mainly with a reduction of the spectral amplitude at the edge of the spectrum

due to phase wrapping. For the high energy (65µJ) pulse results, the pulse energies at

the input and output of the fibre stretcher were estimated to be ∼150 pJ and ∼25 pJ

respectively.

4.3.3 Bulk and Fibre Stretcher Comparison

In an overview, for the same pulse energies of 65µJ, the bulk and fibre stretcher perfor-

mances are compared in figure 4.11. It can be seen that for this energy level, the results

for the shaper with the bulk stretcher are closer to the flat phase values but at the same

time the shaping with the fibre stretcher appears to compress the pulse slightly more

than the one with the grating stretcher. Adaptive shaping with the bulk stretcher in

the system, however, resulted in a higher quality shaped pulse at 65µJ pulse energy.

With the fibre stretcher but with no SPM in the system, the phase shaping led to

improved pulse quality but with a small pedestal and the shaped pulse is not fully

compressed. The flat-phase-limit calculated from the Fourier transform of the measured
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figure 4.11: Bulk and fibre stretcher performance comparison for 100µJ pulse.

spectral data is almost half the width of the shaped pulse. Theoretically, at the low

energies, the pulse shaper is required to compensate only for the stretcher/compressor

dispersion mismatch without SPM. This should be within the shaper limits and therefore

the shaper’s inability to cope with it was not expected. Negligible TOD is induced for a

bandwidth-limited pulse propagating in the fibre stretcher and therefore the TOD from

the compressor is the dominating factor which in the case of no SPM should be within the

shaper limits. For a better understanding, the TOD from the compressor is calculated

to be 0.92 ps3/rad2 which indicates that for a folded shaper set-up, the corresponding

shaper TOD is expected to be ∼0.46 ps3/rad2. This value is within the TOD limit of

0.66 ps3/rad2 as expressed by eqn. 4.3 for TOD phase individually. However, for the

results presented in fig. 4.7, it is found that the π per pixel limit is exceeded at the

edges of the spectrum due to the combined contributions from all the dispersion terms.

It therefore appears that the shaping result for the fibre stretcher set-up was not as

per expectation due to the magnitude of the dispersion mismatch exceeding beyond the

limits of the pulse shaper.

On the other hand, with the bulk stretcher in the set-up, experiments resulted in pulses

close to the transform-limited pulses. This was due the fact that at low energy pulses,

comparatively simpler phase profiles were required for optimum pulse compression. Fur-

thermore, at higher energies, the compressor could compensate for the SPM induced
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GDD making it possible to compress the pulse whilst working within the shaper limits.

The results presented thus far show that significant improvement in pulse quality can be

achieved through pulse shaping but the presence of a large pedestal at high power limits

the ability of the set-up to compress to the flat-phase limit even for low pulse energies

with a fibre stretcher.

4.4 Conclusion

These sets of experiments have demonstrated that spectral-phase pre-shaping controlled

by an adaptive feedback loop improves the pulse quality from an Yb-fibre CPA sys-

tem operated with strong SPM and residual third-order dispersion from mismatched

stretcher/compressor set-ups. High-quality 65µJ, 800 fs recompressed pulses were pro-

duced, and the autocorrelation peaks of the shaped pulses were 2.9 and 3.4 times higher

compared to that of the unshaped pulses for dielectric grating pair and fibre stretcher

in the system respectively.

The bulk grating pair stretcher set-up resulted in higher quality shaped pulses at 65µJ

pulse energies compared to the fibre stretcher set-up. This is mainly because of dispersion

mismatch between the fibre stretcher and grating compressor which required a shaper

phase profile that exceeded the physical limits of the shaper set-up. Moreover, due to the

pixellation of LC-SLM and phase wrapping boundaries of the shaper, only a sub-optimal

solution is found within the constrained parameter space. As a result, the output pulses

from the fibre stretcher set-up were not fully compressed even at comparatively low

energies with negligible SPM.

However, even using the dispersion-matched bulk grating stretcher and compressor,

going to pulse energies beyond 65µJ led to pulses with significant pedestals. This is

believed to be due to the high nonlinearity channeling energy from the main pulse to

any weak side-pulses [21] resulting in the observed highly modulated spectrum.

To the best of our knowledge, this was the first demonstration of high pulse energy CPA

with adaptive pulse shaping. Further power scaling would therefore need to control the

nonlinearity present in the system. The results shown have demonstrated the possibility
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of power scaling ultrashort pulse fibre systems by adaptive pulse shaping. In future

besides further effort to reduce nonlinearity by using greater temporal stretching or

larger fibres, combined spectral amplitude and phase pre-shaping may enable improved

results at even higher pulse energies, and may allow optimum operation even when there

is significant SPM in the stretcher fibre. It is believed that a pixel-by-pixel optimisation

algorithm may also provide better pulse compressions than with the limited number

of pixels controlled using the Taylor expansion series. These possibilities are further

investigated and discussed in the following chapter.
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Chapter 5

Adaptive amplitude and phase

shaping in an ultrafast fibre laser

system

5.1 Introduction

As discussed in the previous chapter, compared to the traditional bulk crystal and

glass laser sources, Yb-fibre based systems can be directly diode-pumped, have high

gain and suffer less from thermo-optical problems, making them attractive high power

laser sources [1]. Further, coupling with CW diode pumping has allowed the realisation

of compact, ultrafast laser systems with more than 100W average power at various

repetition rates [1, 2]. Energy levels reaching the milli-joule levels have also recently been

demonstrated with the use of novel fibre designs such as the PCF [3]. However, due to

long device length of up to several metres and a highly confined mode area, these devices

suffer from nonlinear effects such as SPM [4]. These nonlinear effects can degrade the

pulse quality, limiting the maximum peak power available from the femtosecond source.

As discussed earlier, adaptive pulse shaping prior to the amplification stages has been

adopted in fibre CPA systems to generate high quality pulses. Recently, amplitude only

pulse shaping was demonstrated to control the nonlinear phase modulation induced by

SPM at low energy [5]. However, this approach cannot compensate for higher order

spectral phase due to material dispersion. Phase-only shaping in a high-energy fibre
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laser system was demonstrated by our group in our previous work [6] and has already

been discussed in detail in chapter 4.

In this chapter, a dual layer LC-SLM is implemented in a fibre CPA system for adaptive

amplitude and phase pre-shaping, unlike in the previous chapter where only phase shap-

ing is implemented before amplification. The dual layer LC-SLM was controlled using

a differential evolution (DE) algorithm written by Jerry Prawiharjo. The fibre CPA

system produced a train of pulses with an average power of 12.6W at 50MHz repetition

rate. These were compressible to pulses of 170 fs duration.

This chapter is essentially divided into three main parts. The entire set-up is detailed

in the first part of the chapter. Sections 5.2 and 5.3 describe the entire set-up which

was constructed from scratch. In sec. 5.2, the fibre laser system set-up is described in

detail; consisting of a self-similar oscillator (SSO), pre-amplifier stages, power amplifier

and finally the compressor. The pulse shaper is then described in detail in sec. 5.3.

The second part of the chapter focusses on the experimental results obtained with the

system. In sec. 5.4, the experimental results for generation of high fidelity femtosecond

pulses are detailed, with the results for energy-scalable femtosecond pulse generation

discussed later in 6. The chapter finally concludes in the last part with a discussion in

sec. 5.5.

5.2 Fibre laser system

The first component of the fibre laser system is a passively mode-locked Yb-doped fibre

oscillator as the seed. The seed pulses are allowed to stretch in fibre amplifiers that follow

(and not an additional stretcher) as the pulse energy is not high in this high repetition

rate scheme. The oscillator is followed by a cascade of Yb-doped fibre amplifiers. A

grating pair then compresses the pulses at the final stage of the system. A pulse shaper

is also added in the set-up and discussed in detail in section 5.3. A schematic for the

complete system is shown in fig. 5.1.
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figure 5.1: Schematic of the system for high fidelity femtosecond pulse generation.
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figure 5.2: Schematic of the self-similar oscillator.

5.2.1 Self-similar oscillator

A self-similar oscillator is used as the seed laser for the CPA system described in this

chapter. The design of the SSO is based on the previous work at the Optoelectronics

Research Centre (ORC) [7]. In fibre-oscillators, high pulse intensities can lead to large

nonlinearities due to the inherent small beam diameters of the pulse. This can lead to
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wave-breaking and therefore limiting the possible maximum output energy from the set-

up. A self-similar oscillator (SSO) [8] on the other hand tolerates large nonlinearities

without any wave-breaking and generates pulses that propagate as similaritons. That

is, their amplitude and phase may vary during propagation but their shape remains the

same.

Most part of the SSO cavity comprises of a single mode fibre (SMF) which has net

normal dispersion. The pulse bandwidth broadens due to a combination of nonlinear

interactions as it travels through the SMF. The combination of the nonlinear phase shift

and the normal dispersion of the fibre results in a nearly linear chirp imparted to the

pulse. The next part of the cavity is a small segment of highly doped fibre such as the

Yb-doped fibre which amplifies this broadened pulse. The length of this fibre is kept

as small as possible to have negligible effects from dispersion and nonlinearity but still

have enough gain so as to produce output pulses of required energy. The third part of

the cavity is usually a saturable absorber which is followed by a dispersive delay line

(DDL) such as a pair of gratings which as a whole has net anomalous dispersion and

negligible nonlinearity. The pulses are compressed in this section of the cavity due to

the linear chirp accumulated in the first part. The output of the DDL is fed back into

the SMF completing the round trip. The oscillator output can be obtained from the

saturable absorber section.

A schematic of the oscillator that was used for the experiments described is shown in

figure 5.2. The cavity consists of a high concentration Yb-doped fibre fabricated at

the ORC. The ends of the fibre are angle cleaved and polished to suppress any intra-

cavity reflections. The output of a 980 nm pump diode (Bookham LC96V74-20A) is

launched into the Yb-doped fibre using three 980/1060 nm wavelength division multi-

plexer (WDM) couplers as shown. Two polarising beam splitter cubes (PBS1 and PBS2)

along with the associated wave-plates are also included in the set-up to control the out-

put coupling and the bias of the polarisation switch. PBS1 acts as the polarisation

switch where the rejected part of the pulse appears at port 3 and is used for continuous

monitoring of the oscillator spectrum with the help of an OSA. The output at port 4, as

shown in figure 5.2, can also be used for monitoring the pulses from the oscillator. The
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half-wave plate between PBS1 and PBS2 is used to adjust the output coupling. A suit-

able semiconductor saturable absorber mirror (SESAM) (BATOP SAM-1064-30-12.7s)

is incorporated in the set-up for reliable self-start mode-locking. Also included in the

cavity is a grating based intra-cavity dispersion compensator [9] with 600 grooves/mm

gold coated gratings (Newport 53-006-520R). In figure 5.2, lenses L1 and L2 are anti-

reflection (AR) coated aspheric lenses with 8mm focal length and NA=0.5. Lens L3 is

AR coated aspheric lens with focal length, f=6.24mm and NA=0.4. All intra-cavity op-

tics were AR coated to avoid etalon effects which could affect the self-starting operation

[10]. The oscillator output could be extracted from either PBS1 or PBS2. In our set-up

it is extracted at port 1 and after passing through an optical isolator (OI), it is coupled

into a standard single mode (SM) fibre. The output from this fibre in turn is the input

to the CPA system. The total fibre length in the cavity is ∼1.7m.

For characterising the oscillator, the output power as a function of the pump power was

measured at ports 1 and 2, indicated in blue and green respectively in figure 5.3. The

system was unable to mode-lock for pump powers above or below the limits shown in

the figure. Furthermore, autocorrelation traces along with the spectrum were measured

for different values of centre-to-centre grating separation. The separation was optimised

to obtain stable operation with shortest pulse durations, and this was achieved with a

grating separation of 5.5 cm. The corresponding AC and spectrum traces are shown in

figures 5.4 and 5.5 respectively.
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figure 5.3: Output power measured at port 1 (blue) and port 2 (green), as a function
of the pump power.
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figure 5.5: Measured spectra from ports 1 (blue) and 2 (green), for optimised grating
separation of 5.5 cm indicated in (a) Log and (b) Linear scales.

As highlighted in figure 5.3, when pump power was increased beyond 83mW, the pulses

would stop mode-locking and this set the limit on the maximum available powers from

the ports 1 and 2 with stable operation. As indicated by the autocorrelation traces

in figure 5.4, the pulses from port 1 were measured to be 2.6 ps in duration (FWHM),

compared to the compressed pulses from port 2 with measured pulse duration (FWHM)

of 820 fs. The output spectrum from ports 1 and 2 are shown in figure 5.5. The spectrum

was centred at λ0 ∼1042 nm and the spectral bandwidth was measured to be ∼16 nm.At
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the output, the oscillator produced an average power of 30mW at 50MHz repetition

rate, corresponding to a pulse energy of 0.6 nJ.

It is worth noting that the output power coupling was adjusted from time-to-time to

stabilise the system. The data shown in the figures are indicative of the values at the

time of oscillator calibration. With time, the SESAM appeared to be damaged more

quickly and thus the focal length of the lens L1 was increased from 8mm to 11mm to

increase the beam spot size on SESAM and avoid damage.

5.2.2 Amplifiers
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figure 5.6: Schematic of the pre-amplifier stage.

Using a fibre coupler, the chirped pulses from port 1 of the SSO were used for this

experiment, such that 2mW of average power was launched into the first pre-amplifier

(PA1). Both of the pre-amplifiers were pumped by SM fibre-coupled diodes at 976 nm

in a co-propagating scheme, using WDMs to combine both the seed and pump into

the amplifier fibres. The schematic of the pre-amplifier stage is shown in figure 5.6.

Once again the fibre ends were cleaved at an angle to avoid parasitic lasing, and optical

isolators were placed at appropriate places to prevent any back-propagation through the

system.

A 1.7m long SM core-pumped Yb-doped fibre was used in the first pre-amplifier to boost

the average power of the seed pulses to 80mW. The pulses were then sent into a pulse

shaper, which is explained in detail in section 5.3, via a free-space optical circulator. The

pulse shaper had a throughput efficiency of 40% which resulted in ∼30mW launched

into the second pre-amplifier stage, PA2. The second pre-amplifier, comprised of a 1.5m
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long SM core-pumped Yb-doped fibre, further amplifying the pulses to give an average

output power of 150mW.
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figure 5.7: Schematic of the power-amplifier stage.

The pulses at the output of PA2 were then directed by dichroic mirrors (DM) (Transmis-

sion, T>95% @ 965-980 nm; reflection, R>99.5% @1028-1120 nm) before being launched

into the final power amplifier (PA3). A 1.7m long double-clad LMA polarisation-

maintaining Yb-doped PCF (Crystal-Fibre DC-200/40-PZ-Yb-01), with an active core

diameter of 40µmwith NA=0.03 and an inner cladding diameter of 200µm and NA=0.55,

was used for this final amplifier stage. A LMA PCF was used as it has a larger area im-

plying larger saturation intensity and therefore more power in terms of the final output.

Being double-clad, it allows for high power diode pumping with much less nonlinear ef-

fects compared to other fibres. The Yb-doped PCF had 10 dB/m absorption at 976 nm

for light launched into the cladding, and was pumped by a multi-mode fibre-coupled

pump diode generating up to 30W power at 976 nm in a counter-propagating scheme.

The input facet of the PCF was hermetically sealed (collapsing the holes), while the

output facet was spliced to a very short length of coreless fibre in order to reduce the in-

tensity at the facet. Both ends were polished at 5o angle to avoid parasitic lasing. At the

output of the power amplifier, the beam was passed through a telescopic arrangement to

collimate the diverging beam, and then through an optical isolator (EOT 1030-1080 nm,

λ0=1055 nm) suitable for high average powers. The telescope was chosen so that the

beam diameter w0 ≤8mm, which was the diameter of the aperture of the OI. The beam
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width was chosen to be as large as possible to avoid damage of the first grating of the

compressor set-up at high powers. The compressor, explained in the next section, was

placed after the PA3 in the system. The train of pulses, at the output of PA3, measured

after the OI, had a maximum average power of 12.6W, corresponding to a pulse energy

of 252 nJ.

5.2.3 Compressor
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figure 5.8: Schematic of the grating compressor.

As explained earlier in the chapter, there is no separate stretcher component but in-

stead the stretched pulse output of the SSO is exploited along with the small degree

of stretching in the amplifier stages. This is a novel feature of this set-up allowed by

high repetition rate and relatively low power operation. In this configuration, short final

pulse durations can be achieved as there is no huge build-up of higher order dispersion

due to a separate stretcher component.

In our set-up, the output of the power amplifier (PA3) was compressed using a pair of

gold-coated 900 lines/mm holographic gratings [11]. The compressor set-up, based on

the design by Treacy [11], is shown in figure 5.8. It is important to note here that the

triangular grooves (indicative of mechanically ruled gratings) shown on the grating in

figure 5.8, are used only for illustration. These grooves are more sinusoidal in nature

for a holographic grating. For our set-up, holographic gratings were chosen over the

ruled gratings as they offer the advantage that, if properly made, they can be entirely

free of periodic or randomly placed groove errors found commonly in ruled gratings,
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thus avoiding grating scatter. The compressor set-up had an overall efficiency of 65%.

For pulse characterisation in the SHG FROG set-up, a fraction of the output pulse was

taken from the Fresnel reflection of a wedge to avoid crystal damage.

5.2.4 Pulse characterisation

A home-built SHG FROG, utilising a 300µm thick β-barium borate (BBO) crystal and

a spectrometer (Ocean Optics), was employed to characterise the pulses. In addition,

the pulse spectra at various points in the fibre CPA system were measured using an

OSA (HP-7095-OB 600-1700nm) with a resolution as high as 0.1 nm.

5.3 Pulse shaper set-up

The pulse shaper was arranged in a folded 4-f configuration [12] as shown in figure 5.9.

The collimated output from the first pre-amplifier with 0.9mm 1/e2 intensity half-width,

was expanded by a factor of three using an anamorphic prism pair so that the diffracted

beam width matched the LC window in the SLM. This beam was then sent to the

shaper as the input. The beam was spectrally dispersed using a gold-coated plane-ruled

1200 grooves/mm grating with angle of dispersion, θd=38.61o. The grating was tilted

in the vertical to work under quasi-Littrow condition, meaning that the incoming light

was at an angle to the plane of dispersion [13]. This configuration ensured that the

tilt of the cylindrical mirror in the horizontal axis was always less than 10 making it

our preferred configuration. The beam was focussed onto the Fourier plane using the

cylindrical mirror with a focal length of 258.4mm. A dual layer 128 pixel LC-SLM

(CRi-SLM-128) was placed at the Fourier plane for amplitude and phase shaping the

spectral components of the input pulses (see sec. 2.2.3). The pulse damage threshold

was estimated to be ≃157mW average power and 3.14TW peak power for a 8mm beam

diameter. The input power level was always kept much lower than this limit to avoid

damage. The shaper set-up efficiency was found to be ∼40%. The beams into and out

of the pulse shaper set-up followed identical paths and were separated by a free-space

optical circulator placed at the input of the shaper set-up.
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figure 5.9: Schematic of the folded 4-f shaper set-up for amplitude and phase shaping.

5.3.1 Pulse shaper characterisation
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figure 5.10: Wavelength-pixel mapping of the LC-SLM.

Both the layers of the LC-SLM had Np=128 number of pixels each, spanning 13.1mm

physical distance. The wavelength-pixel mapping of the LC-SLM was calibrated and the

result is shown in figure 5.10. The 23 nm 20 dB spectral width of the pulse occupied 97

pixels on the SLM, from the 25th to the 122nd pixel as can be seen in figure 5.10. The

measured resolution from the graph thus works out to be 0.23 nm/pixel, or alternatively

2.25 nm/mm in agreement with the set spot size on the array and the measured band-

width. The pixel array here is 5mm high with the pixel pitch of 100±0.005µm with 2µm
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figure 5.11: Linear comb effect to check the shaper alignment.

inter-pixel gap and the separation between the two masks is 1.02mm. The time window

and complexity were calculated to be 23.9 ps and η=346 respectively [sec.2.2.2] [12]. The

pulse shaper was aligned to be close to zero-dispersion but no effort was made to achieve

this precisely as the adaptive shaping method should be able to compensate for effects

of any small offset. To optimise the position of the LC-SLM, every 10th pixel on the

shaper was ‘turned off’ to generate a comb effect and the resultant spectrum observed

on an OSA with a resolution of 0.06 nm. The SLM was then moved around until the

centre of the spectrum matched with the centre pixel being controlled. An example of

this is shown in figure 5.11. The electronics of the SLM provide up to Vref=10V drive

voltage with 12-bit resolution, that is, 212 level of digitisation. The digital drive level,

Di is thus a number from 0 to 4095 corresponding to the ith pixel element. The drive

signal or voltage corresponding to that element is given by equation 5.1.

Vi = Vref × Di

4095
, (5.1)

For SLM performance calibration, the unit was operated as an amplitude modulator as

explained earlier in chapter 2 sec. 2.2.3. The transmission T is calculated by rearranging

the equation ϕ=2cos−1
√
T , where ϕ is the modulation in radians. The LC-SLM response
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function was measured for the two masks, M0 and M1, independently while keeping the

other mask at a constant drive level. This is illustrated in figure 5.12.
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figure 5.12: LC-SLM response curve. The transmission was measured at different
voltage drive levels and phase calculated thereafter.

Once the SLM was calibrated, an adaptive loop was employed to optimise the TPA

signal generated when the 1042 nm pulses were incident upon a GaAsP detector, us-

ing a differential evolution global optimisation algorithm. The adaptive loop and the

algorithm are detailed in the next two sections.

5.3.2 Adaptive loop

As discussed in the previous chapter, direct pixel-by-pixel optimisation would give the

optimum outcome for an adaptive loop optimisation process. But, this would result in

a rather large search space for the global optimisation algorithm. For the experimental

work in the last chapter, we used a truncated Taylor series [6]. In this experiment, we

optimise only Ns ≤Np pixels of the SLM. These are then interpolated onto the Np pixels

using piece-wise cubic interpolation, as shown in figure 5.13. The Ns number of pixels

controlled during an optimisation run can be gradually increased as was done for the

high power results detailed in section 5.4.
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figure 5.13: Illustration of applied voltage on the two masks of the LC-SLM, M0 and
M1, as interpolated using the piece-wise cubic interpolation method when only every
8th pixel (indicated by empty squares) is controlled by the adaptive algorithm.

For the adaptive loop, the problem was formulated to maximise the TPA detector signal,

usually measured after the compressor, as in the case of the experiments described in this

chapter. The DE algorithm [14] was implemented as the global optimisation algorithm.

The program was written in Matlab by Jerry Prawiharjo, which was also used to control

the SLM, and to read the TPA detector signal. The DE algorithm was chosen, because

it has been shown to consistently outperform simulated annealing or genetic algorithms

in most cases [14].

5.3.3 Differential evolution

Differential evolution is an evolutionary algorithm (EA) and like most EAs, DE is a

stochastic population-based optimisation algorithm. The general EA procedure can be

schematically shown, as in figure 5.14. DE was first introduced by Storn and Price [14]

and was developed to optimise real parameter, real valued functions.

Problem: The general optimisation problem can be formulated as optimisation of the

objective function

f : X ⊆ RD → R
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Initialisation Mutation Recombination Selection

figure 5.14: Illustration of general evolutionary algorithm procedure.

where the minimisation problem is to find

x∗ ∈ X such that f(x∗) ≤ f(x) ∀ x ∈ X

where

X ̸= ∅

and

f(x∗) ̸= −∞

.

Initialisation: DE maintains a pair of vector population each of which contains Nd

D-dimensional vectors of real valued parameters. Let the current population be defined

as in equation 5.2,

PX,g = (Xi,g), i = 1, . . . , Nd; g = 1, . . . , gmax (5.2)

where,

Xi,g = (xj,i,g), j = 1, . . . , D

Here, g indicates the generation to which a vector Xi,g belongs. At the start of the

initialisation process, both upper and lower bounds on each parameter are specified.

Let them be indicated by bU and bL for upper and lower bounds respectively. Once the

bounds are set, a random generator, rand(0,1), assigns a value for each of the vector

components given by equation 5.3 for the first generation, g=1 and for all values of j.
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xj,i,g=1 = rand(0, 1) · (bU − bL) + bL (5.3)

Mutation: After initialisation, DE mutates and recombines the population to get an

intermediate population consisting of Nd trial vectors. As the name suggests, differential

evolution scales the difference of two randomly chosen vectors and then adds it to a

third vector to generate a trial vector. This process is illustrated in figure 5.15 and

mathematically expressed in equation 5.4.

x1

Vi,g= F(Xr0,g Xr1,g) + Xr2,g

Xr1,gXr2,g

F(Xr0,g Xr1,g)

X 0

x0

Xr0,g

figure 5.15: Illustration of the differential mutation process in a DE algorithm in
two-dimensional parameter space.

Vi,g = F · (Xr0,g −Xr1,g) +Xr2,g (5.4)

The scale factor, F ∈ (0,1), is a control parameter of the DE algorithm. Although

there is usually no upper limit on its value, a value greater than 1 is seldom used. The

randomly chosen vectors from the population, Xr0, Xr1, Xr2 with, r0, r1, r2 ∈ [1, Nd] are

used to generate the ith mutated individual Vi,g with a condition that r0 ̸= r1 ̸= r2 ̸= i.

Crossover: In addition to the differential mutation, DE also applies crossover. Crossover
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process generates trial vectors from the parameter values which are copied from two dif-

ferent vectors. That is, DE crosses each vector with a mutant vector. The crossover

probability, Cr ∈ [0,1], is another control parameter of DE and is defined by the user.

The random number generator is used again for this stage and the process of crossover

is summarised in the equation 5.5.

Ui,g = (uj,i,g) =


vj,i,g if randj(0,1)≤ Cr or j = jrand

xj,i,g otherwise.

(5.5)

Selection: After crossover, the trial vector Ui,g replaces the target vector Xi,g in the

next generation if it has a lower or equal value for the objective function compared to

that of the target vector. If not, the target vector retains its place in the next generation

as well (Equation 5.6). Once the new population is determined, the entire process is

repeated until optimum is achieved or the preset value of number of generations, gmax

is reached.

Xi,g+1 =


Ui,g if f(Ui,g) ≤ f(Xi,g)

Xi,g otherwise.

(5.6)

For the specific case of this experiment, X is an integer vector, such that each of its

components, xj,i,g ∈ [600, 4095] where i = 1, . . . , 2Ns. X is taken as the concatenation of

the pixel voltage from both the LC-SLM layers and thus there are up to 2Ns parameters.

As explained in the paragraphs above, F , the scaling factor and Cr, the crossover rate

are the control parameters of the DE algorithm. In most of the results discussed in this

chapter, F = 0.75, Cr = 0.5, and Ns = 30 were chosen as our operating parameters. For

these experiments, the optimisation took an average of 0.145 minutes per generation.

Most of this time was required for updating the LC-SLM, integrating the detector signal,

and on electronic communication with the instruments. The stopping time for each

optimisation run was governed by the number of generations that was pre-specified for

that particular run. In each optimisation, the diversity among the individuals in the

population was used as a check for convergence; lesser diversity was indicative of better

convergence.
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Experimental results

With the basic fibre laser system in place, two main experiments were conducted. The

first experiment aimed at producing high fidelity femtosecond pulses from the complete

system via adaptive amplitude and phase shaping [15]. The second experiment focussed

on generating energy-scalable femtosecond pulses from the set-up by adaptive pulse

shaping [16]. The first experiment is described in the following paragraphs while the

latter is discussed in the next chapter.

5.4 High fidelity femtosecond pulse generation

5.4.1 Experimental set-up

Using the components described in sections 5.2 and 5.3, the system shown in fig. 5.1

was constructed. As mentioned earlier, the SSO produced a train of chirped pulses

with a duration of ∼2 ps at 50MHz repetition rate, 16 nm spectral FWHM at a centre

wavelength of 1042 nm. The spectrum of the pulse had a sharp truncation at the edges

with a 20 dB spectral width of 23 nm (as indicated in Fig. 5.16(a) in the next section).

2mW of the output power from the SSO was routed for this experiment using a fibre-

coupler and launched into the first pre-amplifier, PA1 (Sec. 5.2.2). The average power

was boosted up to 80mW at the output of PA1 stage and launched into the pulse

shaper (Sec. 5.3). With the shaper efficiency of 40%, 30mW was launched into the

second pre-amplifier, PA2 which further amplified the pulses to an average power of

150mW. The output from PA2 was then routed by set of dichroic mirrors before being

launched into the power amplifier stage, PA3. The beam at the output of this stage was

passed through a telescopic arrangement and passed through an optical isolator. At this

point, the maximum available average power was measured to be 12.6W corresponding

to a pulse energy of 252 nJ. Finally, a fraction of this output was compressed using a

grating compressor as described in sec. 5.2.3.



Chapter 5. Adaptive amplitude and phase shaping 101

5.4.2 Experimental results

Figure 5.16 shows typical measured spectra at the output of the oscillator (SSO), after

the first preamplifier (PA1) and the pulse shaper, and after the second pre-amplifier

(PA2). It is worth noting, at this point, that the fringes that appear on the oscillator

spectrum, are possibly due to the etalon effect. The fringes grow in subsequent amplifier

stages, owing to SPM [17]. Although here the fringes are not a huge factor but they

do become a limiting factor in high pulse energy experiments where SPM is greater

(chapters 4 and 6). These fringes could only be minimised by rotating the wave-plates

at different stages but could not be completely eliminated.

Unshaped pulse characterisation

To begin with, the pulses from the compressor were characterised without any intentional

shaping, that is, no voltage was applied to the LC-SLM. The final amplifier, PA3,

was pumped to produce a train of pulses with an average power of 2.3W prior to the

compressor. The grating pair separation in the compressor was adjusted to maximise the

intensity measured by the TPA detector. This was achieved with a grating separation of

10.2 cm. The output pulses were then characterised at two power levels using the SHG

FROG; at 2.3W (low power) and at 12.6W (high power) average powers, maintaining

the grating separation.

Fig. 5.17(a) shows the square-root of the measured SHG FROG trace for low power, after

interpolation onto a 128×128 Fourier grid. The detail at low intensity was not clearly

visible in simple data plot and hence the square-root of the FROG trace is plotted.

The retrieved and measured spectra along with the group delay, dϕ(ω)
dω , are shown in

fig. 5.17(b) and the retrieved temporal intensity and the chirp, −1
2π × dϕ

dt , are shown in

fig. 5.17(c). Similar set of data for high power is shown in fig. 5.18.

Fig. 5.17(c) and 5.18(c), indicate that the temporal shapes of the pulses are asymmetric

with oscillation structure near the trailing edge of the pulse. This is a typical indication of

the influence of accumulated, uncompensated and positive third-order dispersion (TOD)

on the output of the system [18]. This is expected due to the absence of any TOD
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figure 5.16: Normalised measured spectra at the indicated outputs in (a) logarithmic
and (b) linear scale. The spectra are offset in the vertical axis for a clearer picture and
understanding.

compensating element in the CPA system (the compressor is set up to compensate for

the GVD). Along with this, it is worth noting that the oscillation structure at the edge

of the pulses does not monotonically go to zero for the pulse at high power. In addition,

there is spectral broadening observed as we increase the power (Fig. 5.17(b) and 5.18(b))

suggesting the presence of SPM. Once again, this is expected, since we do not have any

stretcher in the system before the amplification stages.

The estimated upper limit of the accumulated nonlinear phase or the B-integral was
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figure 5.17: (a) Square-root of measured SHG FROG trace, (b) Retrieved (blue)
and measured (green) spectral intensity with retrieved spectral group delay (red) and,
(c) Retrieved (blue) temporal intensity with chirp (red); for unshaped pulses at 2.3W
average power.

calculated using contributions from both the passive lengths of fibre as well as the Yb-

doped fibre amplifier lengths in the system. The values for 2.3W and 12.6W average

powers were calculated to be Φlow
NL = π rad and Φhigh

NL = 1.6π rad respectively. The

contribution prior to the pulse shaper, that is, from the EOM, fibre coupler and PA1; was

calculated to be 0.78π rad. For these calculations, a simplified version of the standard

B-integral equation was employed, assuming exponential amplification, constant gain

per unit length, and a flat spectral gain profile in the fibre amplifiers.
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figure 5.18: (a) Square-root of measured SHG FROG trace, (b) Retrieved (blue) and
measured (green) spectral intensity with retrieved spectral group delay (red) and, (c)
Retrieved (blue) temporal intensity with chirp (red); for unshaped pulses at 12.6W
average power.

Results for low average power pulses

Once the unshaped pulses were characterised, pulses with low average power of 2.3W

measured before the compressor, were optimised using the DE algorithm outlined in

sec. 5.3. For this experiment, every 8th pixel of the SLM was controlled starting from

pixel number 16 all the way up to and including pixel number 112. This pixel range

fully contains the spectrum of the pulses. Pixels 16 and 112 are beyond the physical

spread of the spectrum, but were controlled nonetheless to avoid overshoots at the edges

of the pulse spectrum after interpolation. Thus, the phase profile was generated by

interpolation between a total of Ns = 15 pixels that were controlled on each layer of the
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SLM. The optimisation algorithm was run for 350 generations and took ∼51 minutes to

complete.
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figure 5.19: Evolution of the TPA detector signal for low power.
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figure 5.20: Diversity in population for TPA optimisation at low power. The main
curve represents the best individual, while the error bars indicate the diversity. The
applied masks are plotted together and the pixel numbers from 1-15 represent mask,
M0 and the pixels 16-30 represent mask M1 as shown.

Fig. 5.19 shows the evolution of the TPA detector signal, normalised to the case without

any intentional shaping. The plotted TPA value corresponds to the best performing

individual in the population at each generation. Since the algorithm was run from a

random initial condition, it is possible for the best individuals at the initial stages of
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the optimisation to have a lower TPA detector signal than the case without intentional

shaping (corresponding to a value of 1). The TPA signal was improved by a factor of 4.2

compared to the unshaped result after 350 generations, and the algorithm had converged

to a solution indicated by less diversity in the population. The total number of pixels

controlled by the DE algorithm was 15 for each mask, making Ns = 15×2=30. This is

indicated in Fig. 5.20 on the x-axis where pixel numbers 1 to 15 correspond to the first

mask, MO and 16 to 30 correspond to the second mask, M1.
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figure 5.21: (a) Square-root of measured SHG FROG trace, (b) Retrieved (blue) and
measured (green) spectral intensity with retrieved spectral group delay (red) and, (c)
Retrieved (blue) and calculated transform-limited (green) temporal intensity with chirp
(red); for shaped pulses at 2.3W average power.

The masks corresponding to the best individual in the population were then applied to

the SLM, and the pulses characterised using the home-built SHG FROG. Fig. 5.21(a)

shows the square-root of the measured FROG trace, after interpolation onto a 128×128

Fourier grid. The retrieved spectral intensity and group delay along with the measured
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figure 5.22: Measured spectra for low power, before and after optimisation, at the
outputs of (a) pre-amplifier 1, PA1 (b) pre-amplifier 2, PA2 and (c) power amplifier,
PA3.

spectrum are shown in Fig. 5.21(b), while the retrieved temporal intensity and chirp are

shown in Fig. 5.21(c). The root-mean square (rms) retrieval error was less than 2×10−3,

and the temporal FWHM of the retrieved intensity profile was measured to be 195 fs.

The calculated Fourier transform-limited profile is also shown in Fig. 5.21(c). The a

very good agreement between the retrieved pulse profile and the calculated transform-

limited profile, reconfirms the success of the optimisation algorithm. The spectrum was

also measured at various points in the system and is shown in fig. 5.22, before and after

optimisation.

Results for high average power pulses

The system was then operated at its highest power, generating 12.6W average power

prior to the compressor. The grating pair separation was maintained at 10.2 cm as in
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figure 5.23: (a) Square-root of measured SHG FROG trace, (b) Retrieved (blue) and
measured (green) spectral intensity with retrieved spectral group delay (red) and, (c)
Retrieved (blue) and calculated transform-limited (green) temporal intensity with chirp
(red); for shaped pulses at 12.3W average power for the first attempt.

the previous case. The optimisation algorithm was run with the same parameters as in

the previous case for 350 generations, and the pulses were then characterised. Fig. 5.23

shows the measured SHG FROG trace, and the retrieved temporal and spectral data

along with the measured spectral profile. The calculated Fourier transform-limited pulse

profile is also shown in fig. 5.23(c). The rms retrieval error was less than 4×10−3. The

temporal FWHM of the retrieved temporal profile was found to be 200 fs but there is

an oscillating structure on the trailing edge of the pulses. Furthermore, the pulse has

a lower intensity and a longer duration compared to the calculated Fourier transform-

limited profile. Several different permutation and combinations of the optimisation

parameters were employed to improve the temporal intensity profile and to reach the

Fourier transform-limit. The DE algorithm was extended to 450 generations and the
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control parameters of the DE algorithm (F and Cr) were varied, but this did not yield

successful results. This was an indication that the inability to fully compress the pulse

did not stem from the limitations of the DE algorithm itself.

Finer control over the pulse shaping was then attempted by increasing the number of

pixels controlled, Ns. The number was gradually increased from control of every 8th

pixel at the beginning, to every 4th pixel at generation 51, and finally to every 2nd pixel

at generation 101. The pixel numbers controlled were still maintained between and

including 16 to 112 of the SLM as these correspond to where the spectrum is located

on the SLM. This resulted in a total of Ns = 2×51 controlled pixels on the two layers

of the SLM. The DE algorithm was run with this condition for 450 generations, taking

∼65 minutes to complete. As in the previous case, the evolution of the TPA signal was

evaluated from the best individual in the population for the given generation, normalised

to the case without intentional shaping. This is indicated in Fig. 5.24.
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figure 5.24: Evolution of the TPA detector signal for high power. Every 8th pixel was
controlled in the region marked by green, every 4th in the next region marked by red
label and every 2nd in the last segment marked by blue label.The number of controlled

pixels indicated for the different region is for each mask.

Once again, after the optimisation, there was little diversity among the members of the

population (fig. 5.25), and the TPA signal was improved by a factor of 4.3 (fig. 5.24). As

in previous experiments, the pulses resulting from the optimisation were characterised by

SHG FROG and the results are shown in fig. 5.26. The rms retrieval error for this set was

less than 1.5×10−2. The temporal FWHM of the retrieved profile was measured to be

170 fs. Although in this case, the square-root of the measured SHG FROG trace exhibits



Chapter 5. Adaptive amplitude and phase shaping 110

0 10 20 30 40 50 60 70 80 90 100

1000

1500

2000

2500

3000

3500

4000

Total number of pixels controlled, N
s

V
o
lt
a
g
e
 d

ri
v
e
 l
e
v
e
l

MASK 0 MASK 1

figure 5.25: Diversity in population for TPA optimisation at high power. The main
curve represents the best individual, while the error bars indicate the diversity. The
applied masks are plotted together and the pixel numbers from 1-51 represent mask,
M0 and the pixels 52-102 represent mask M1 as shown.

wings that extend up to 2 ps delay, they have intensity below 0.5%, and most of the trace

mass is concentrated at the centre, unlike the case of fig. 5.23(a). The temporal profile

shows a high quality pulse with the main pulse having an excellent agreement with the

calculated Fourier transform-limited profile (fig. 5.26(c)). The pedestal of the retrieved

temporal intensity is negligible everywhere, except for the small satellite pulse at t =

-1.4 ps. The measured spectra at various points in the system are shown in fig. 5.28,

before and after the optimisation. As in the lower average power case, the optimisation

also yielded spectral broadening toward shorter wavelength after the second pre-amplifier

and in the final spectrum. In contrast to the low average power case, the use of more

control points causes the pulse spectra to exhibit more oscillations after the nonlinear

propagation through the second pre-amplifier, PA2 and the final amplifier, PA3.

For better appreciation of the result obtained, the data shown in fig. 5.26(c) is plotted

again with a logarithmic scale as indicated in fig. 5.27. Even at this scale, there is an

excellent agreement between the retrieved and the transform-limited temporal intensity

profiles of the shaped pulses.
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figure 5.26: (a) Square-root of measured SHG FROG trace, (b) Retrieved (blue) and
measured (green) spectral intensity with retrieved spectral group delay (red) and, (c)
Retrieved (blue) and calculated transform-limited (green) temporal intensity with chirp
(red); for shaped pulses at 12.3W average power for the second attempt.

5.5 Discussion and conclusion

For these set of experiments, the DE algorithm started with random initial candidate

solutions, but the final optimisation results obtained were highly reproducible. This was

tested by running the optimisation algorithm several times under similar conditions.

Furthermore, the resulting applied phase showed little dependence on the initial con-

ditions, yielding similar compressed pulse profiles in each case. This implies that the

results must be in the vicinity of the global optimum. The true global optimum could

possibly be approached even closer by increasing the number of generations in each op-

timisation run, but this would require a rather long time and for practicality, a balance
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figure 5.27: Retrieved (blue) and calculated transform-limited (green) temporal in-
tensity with chirp (red) for high average power pulses in logarithmic scale.

between the number of generations with time needed was maintained. It is important

to note that it is not necessary to start from random initial candidate solutions, but a

previously optimised data could be used as one of the initial candidate solutions in order

to reduce the optimisation time. This was avoided to retain the true sense of an adap-

tively shaped system. Moreover, day-to-day use was usually based on employing the

adaptively found profile rather than continual optimisation due to day-to-day variation

in experimental conditions.

As the pulse propagation through the three stages of amplification and through the

system was nonlinear, it follows directly that the search landscape was highly nonlinear

as well. However, it is evident from the optimisation results that this did not pose a

problem for the DE optimisation algorithm. On the contrary, it highlights the success-

ful performance of the DE even in such a case. In order to achieve high fidelity pulses,

maximisation of a TPA detector signal or, similarly, a SHG signal, is the simplest ob-

jective function to be implemented although other more complex functions can also be

optimised.
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figure 5.28: Measured spectra for high average power pulses, before and after opti-
misation, at the outputs of (a) pre-amplifier 1, PA1 (b) pre-amplifier 2, PA2 and (c)
power amplifier, PA3.

It is important to note here that the maximisation of TPA signal does not guarantee

the generation of a specific spectral shape at the output. Another approach was used

in ref. [5] to produce a parabolic shaped spectrum after nonlinear amplification via an

amplitude-only pre-shaping in order to obtain high fidelity pulses after compression.

This approach can can work only up to a certain extent. Moreover, this method calls

for extra effort to compensate for accumulated higher-order phase from the material

dispersion. To add to this, when a more complex set-up including cascaded amplifier

stages, is involved, as in the set-up used for these experiments, this approach is less

likely to be successful.

In conclusion, an adaptive amplitude and phase pre-shaping technique for producing

high-fidelity femtosecond pulses in a fibre CPA system were successfully demonstrated.

This technique has been confirmed to be robust, effective, and efficient, in compensating
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for both accumulated phase from higher-order material dispersion as well as nonlinear

phase-modulation. Using this technique, a train of pulses was produced with an av-

erage power of 12.6W at a 50MHz repetition rate from the fibre CPA system, which

were compressible to high quality pulses with a pulse duration of 170 fs. This method

also eliminates the need for painstaking characterisation and design considerations to

optimise fibre CPA system performance. Although it was found that, with increasing

nonlinearity (as with higher power pulses), a finer control over the pulse shaping was

necessary to achieve high fidelity pulses upon compression. This technique should enable

power-scaling to higher average powers (on-going experiment within the group) and also

energy-scaling at various repetition rates (briefly investigated in the next chapter). In

addition to producing high-fidelity compressed pulses, this technique has the potential

to produce arbitrary shaped pulses necessary in various applications, including coherent

control [19].
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Chapter 6

Energy-scalable femtosecond

pulse generation from an ultrafast

fibre laser system

6.1 Introduction

Fibre-based systems have been very attractive sources for many applications due to the

various attributes such as confined-mode geometry, long propagation length, compact

systems, etc. Furthermore, as discussed earlier high average powers and high pulse

energies are also required for these different applications. But, achieving high peak

powers and high energy in a fibre-based system is non-trivial as the properties like

confined mode and long propagation lengths in itself limit the achievable peak powers

associated with high energy pulses. The main aim for a fibre-based high pulse energy

system is to reach the maximum achievable pulse energy so as to extract most of the

stored energy from the gain medium of the amplifier. At present, the CPA technique is

well-established for high energy amplification in solid-state laser systems. But it does

not comply with the compactness, robustness, ease of alignment, etc. expected from a

fibre based system because diffraction grating set-ups used in CPA technique for pulse

stretching and compression are typically large and alignment in free-space optics is also

more sensitive.

117
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In our previous work [1], the generation of high average power, high quality femtosecond

pulses with a repetition rate of 50MHz in the fibre CPA system was demonstrated. This

was achieved at two different power levels with the use of an adaptive pulse pre-shaping

technique that compensated for high-order dispersion in fibres with a total length of less

than 12m and a B-integral of up to 1.6π rad. The experimental arrangement described

in detail in chapter 5 is modified slightly with an addition of a fibre stretcher before the

pre-amplifier (PA1) for the results outlined in this chapter. The primary goal of this

experiment was to demonstrate the energy-scalability of the system along with power

scaling already highlighted in the previous chapter. The main challenge with this kind

of a set-up is to match all the orders of the dispersion parameters between the fibre

stretcher and the grating compressor which can be challenging as discussed in chapter 4.

Further investigation dealing with different fibre stretcher lengths was later carried out

by other members of the group.

In this chapter, the versatility of adaptive pulse pre-shaping technique to generate high-

quality pulse train with variable repetition rate and energy in a fibre CPA system is

highlighted. The fibre CPA system in this case consists of a 1 km of fibre stretcher with

a B-integral reaching as high as 2.2π rad [2].

Section 6.2 outlines the experimental arrangement used for the results outlined in this

chapter. Section 6.3 then goes on to describe the experimental results for three different

repetition rates starting with an initial repetition rate of 48MHz. The repetition rate is

then reduced by 10 and 100 times to give 4.8MHz and 480 kHz and similar sets of data

are recorded. The chapter ends with a conclusion and future outlook in the last section,

sec. 6.4.

6.2 Experimental set-up

The schematic of the experimental arrangement for this set of experiments is shown in

fig. 6.1. The seed source is once again, the SSO described in detail in sec. 5.2.1. The

SSO produced a train of chirped pulses with a duration of ∼2 ps at 48MHz repetition

rate, 16 nm spectral FWHM at a centre wavelength of 1042 nm. The repetition rate was
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figure 6.1: Schematic of the system for high fidelity energy-scalable femtosecond pulse
generation.

reducible by EOM and AOM placed at appropriate places within the amplifier chain as

indicated in the figure. The fibre stretcher was a 1 km long HI 1060 single-mode fibre.

Adaptive pulse shaping was implemented once again to maximise a TPA signal from a

GaAsP photodiode, illuminated by the output pulse train, placed after the compressor.

As in the previous case, this was essentially maximising the peak power of the pulse

train, by controlling the LC-SLM using a self-adaptive differential evolution algorithm

(JADE) [3]. This algorithm is a modified version of the DE algorithm that was employed

in the previous work. The pulses were characterised using the home-built SHG FROG

and the spectrum was measured using an OSA as in the previous chapter.

6.3 Experimental results

In this set of experiments the repetition rate was reduced by various factors from the

initial value of 48MHz by varying the time delay of the EOM and AOM. Furthermore,

in each case, the separation of the gratings pair in the compressor was optimised prior
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to implementing the adaptive pulse shaping following from the conclusions of chapter 4

where optimising the grating pair distance prior to adaptive shaping yielded better

results. Spectra for pulses with different repetition rates, as measured after the two

pre-amplifiers, are indicated in fig. 6.2. These plots for the different repetition rate

reduction factors are offset in the vertical axis for a clearer picture. Small ASE and

spectral broadening is noted for decreasing repetition rates. Also, a slight reduction in

the spectral amplitude for lower repetition rates, accompanied with a reduction in the

noise level is observed. The reduction factors 1x, 10x and 100x are highlighted in the

figure as the experiments described in the following paragraphs are performed for these

values.
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figure 6.2: Spectra comparison for the different repetition rates of the system, mea-
sured after the second pre-amplifier, PA2. The initial repetition rate was measured to
be 48.7MHz.

6.3.1 No repetition rate reduction: 48MHz

Initially, the repetition rate was not reduced by any factor, that is, maintained at 1x or

48MHz. The power levels in the system were 3mW and 150mW, measured after the

EOM and the second pre-amplifier respectively. The maximum average power after the

final power amplifier was measured to be ∼10W.
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figure 6.3: Unshaped data set for full repetition rate of 48MHz. (a) Retrieved
FROG trace, (b) Measured(blue) and retrieved(red) spectra with group delay (green),
(c) Intensity profile (blue) with chirp (green).

To begin with, FROG trace was acquired for the original unshaped pulses, that is with

no deliberate phase applied with the LC-SLM. It can be seen in fig. 6.3(c) that the

pulses are asymmetric with oscillation structure near the trailing edge of the pulse. As

mentioned in the previous chapter, this is an indication of the influence of accumulated,

uncompensated and positive TOD on the output of the system [4]. Once again, this

is expected due to the absence of any TOD compensating element in the CPA system.

But unlike figs. 5.17(c) and 5.18(c), the oscillations do monotonically decrease at the
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end, indicative of absence of any SPM [4]. The pulses in the set-up are stretched in

the fibre stretcher avoiding very high intensities and thus no significant nonlinear effects

like SPM are observed. It is worth noting here that in fig. 6.3(c) it appears that the

oscillatory structure is towards the leading edge. This is an indication and an example

of the ambiguity in the sense of direction in a SHG-FROG result. We know from the

experimental set-up and component contributions that the TOD should be positive in

this case and therefore the oscillations should be near the trailing edge.
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figure 6.4: Shaped data set for full repetition rate of 48MHz. (a) Retrieved FROG
trace, (b) Measured(blue) and retrieved(red) spectra with group delay (green), (c)
Intensity profile (blue) with chirp (green).
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Once the unshaped pulses were characterised, pulses with an average power of 10W

measured before the compressor, were optimised using the JADE algorithm. For this

experiment as well, every 8th pixel of the SLM was controlled starting from pixel number

16 all the way up to and including pixel number 112. 6 times improvement in the TPA

signal, measured after the compressor was noted after 250 generations. The optimisation

was run for more generations but showed no further improvement and low diversity in the

population indicated that the optimum was reached. The shaped data set is indicated

in fig. 6.4.

6.3.2 10 times repetition rate reduction: 4.8MHz
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figure 6.5: Unshaped data set for 4.8MHz repetition rate. (a) Retrieved FROG trace,
(b) Measured (blue) and retrieved (green) spectra with group delay (red), (c) Intensity
profile (blue) with transform limited pulse (green) and chirp (red).
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figure 6.6: Evolution of the TPA detector signal for 10x reduction in repetition
rate. Initially every 8th pixel was controlled followed by every 4th pixel from the 50th

generation.

Moving on, the repetition rate was reduced to one-tenth of the original value, that is,

to 4.8MHz by varying the time delay as mentioned earlier. Once again, data sets for

unshaped and shaped pulses were recorded and are highlighted in figures 6.5 and 6.7

respectively. The TPA signal optimisation with every generation along with the best

individual with diversity in population are indicated in fig. 6.6 (a) and (b) respectively.

Almost 8 times improvement in the TPA signal was observed in this case. Also, the

autocorrelation traces in fig. 6.7(c) indicate that the pulse was compressed to ∼428 fs

for a transform-limited pulse duration of ∼280 fs. Far more oscillations are observed

on the spectra as one moves on from higher repetition rate to lower values (higher

energies). Oscillations on the spectra also increase for the shaped pulses as compared

to the unshaped spectrum.



Chapter 6. Energy-scalable fs pulse generation 125

Delay (ps)

F
re

qu
en

cy
 d

et
un

in
g 

(T
H

z)

 

 

−40 −30 −20 −10 0 10 20 30 40
−4

−3

−2

−1

0

1

2

3

4

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

(a)

-4 -3 -2 -1 0 1 2 3

Frequency Detuning (THz)

In
te

n
s
it
y
 (

a
.u

.)

-25

0

50 G
ro

u
p

 D
e

la
y
 (p

s
)

(b)

-6 -4 -2 0 2 4 6 8

Time (ps)

In
te

n
s
it
y
 (

a
.u

.)

-6

0

6

C
h

irp
 (T

H
z
)

FWHM: 280 fs

FWHM: 428 fs

(c)

figure 6.7: Shaped data set for 4.8MHz repetition rate. (a) Retrieved FROG trace,
(b) Measured (blue) and retrieved (green) spectra with group delay (red), (c) Intensity
profile (blue) with transform limited pulse (green) and chirp (red).

Here for the repetition rate of 4.8MHz, the average power was measured to be 6.2W

after the final power amplifier, resulting in the calculated pulse energy of 1.3µJ with

a B-integral of 0.4π rad. The peak power for the unshaped pulse is estimated to be

0.6MW with the value increasing to 2.1MW for the shaped pulse. The shaped pulse

with a pulse duration of ∼428 fs was measured to be roughly 1.5 times the transform

limited pulse duration.
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6.3.3 100 times repetition rate reduction: 480 kHz
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figure 6.8: Unshaped data set for 480 kHz repetition rate. (a) Retrieved FROG trace,
(b) Measured (blue) and retrieved (green) spectra with group delay (red), (c) Intensity
profile (blue) with transform limited pulse (green) and chirp (red).
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figure 6.9: Evolution of the TPA detector signal and optimum phase profile for 100x
repetition rate reduction. Initially every 8th pixel was controlled followed by every 4th

pixel from the 50th generation.

Finally, the repetition rate was reduced to one-hundredth of the original value to 480 kHz.

It was also possible to achieve intermediate reduction factors for the repetition rate, but

only the extreme was considered to test the limit of the system with available equipment

and set-up. As before, data sets for unshaped and shaped pulses were recorded and are

highlighted in figures 6.8 and 6.10 respectively. The TPA signal optimisation with every

generation along with the best individual with diversity in population are indicated in

fig. 6.9 (a) and (b) respectively. This time, almost 11 times improvement in the TPA

signal was observed. Also, the autocorrelation traces in fig. 6.10(c) indicate that the

pulse was compressed to ∼512 fs for a transform limited pulse duration of ∼330 fs. Once

again, far more oscillations are observed on the spectra as compared to the spectra for

no reduction or 10 times repetition rate reduction spectra.

Under these conditions, for the repetition rate of 480 kHz, the average power was mea-

sured to be 4.3W resulting in the calculated pulse energy of 8.9µJ with a B-integral of

2.2π rad. The peak power for the unshaped pulse is estimated to be 3.4MW with the
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value increasing to 12MW for the shaped pulse. The shaped pulse with a pulse duration

of ∼512 fs was measured to be roughly 1.5 times the transform limited pulse width.
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figure 6.10: Shaped data set for 480 kHz repetition rate. (a) Retrieved FROG trace,
(b) Measured (blue) and retrieved (green) spectra with group delay (red), (c) Intensity
profile (blue) with transform limited pulse (green) and chirp (red).

6.4 Discussion and conclusion

The spectral data set for the pulse as it propagated through the system with fibre

stretcher, was briefly studied for different energy levels by manipulating the different

repetition rates. This is highlighted in fig. 6.2. We can see that there is apparently no

distortion after the shaper even for the high energy pulse or the 480 kHz set of data
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indicated by 100× in the figure. The spectrum is not significantly changed by pre-

shaping when there is no SPM in the stretcher. This is consistent with the observation

made previously in Chapter 4.

To summarise the results, figures 6.5(c) and 6.7(c) compare the FROG characterised

pulse intensity profiles of the fibre CPA system before and after implementing the adap-

tive pulse pre-shaping for 10× repetition rate reduction. It can be seen that when the

pulse is shaped the AC pulse width is measured to be ∼430 fs which is roughly 1.5 times

the calculated transform-limited pulse width. The peak power was estimated to be

2.1MW (for the output average power of 6.2W) compared to 0.6MW for the unshaped

pulse and the energy per pulse was calculated to be 1.3µJ with a B-integral of 0.4πrad,

indicating that the main contribution to the pulse degradation at the output was the

accumulation of TOD from the fibre stretcher and grating compressor. For a similar

set of experiment with 100× repetition rate reduction, figures 6.8(c) and 6.10(c) com-

pare the FROG characterised pulse intensity profiles before and after implementing the

adaptive pulse pre-shaping respectively. The shaped AC pulse duration was measured

to be ∼510 fs which was close to 1.5 times the estimated transform-limited AC pulse

width. When the repetition rate of the pulse train was reduced to 480 kHz, the pulse

energy increased to 8µJ, with an increased B-integral of 2.2πrad, implying a significant

contribution of accumulated nonlinear phase to the degradation of the pulse quality.

The calculated peak power increased to 12MW when shaped compared to 3.4MW for

the unshaped pulses at this reduced repetition rate. The average power with shaped

pulses was measured to be 4.3W in this case. In both the above repetition rate reduction

experiments, adaptive pulse shaping improved the pulse quality, thereby increasing the

peak power by a factor of 3.9 and 3.6 for the 1.3µJ and 8µJ pulse trains, respectively.

In conclusion, adaptive pulse pre-shaping has been demonstrated to be a powerful tech-

nique to achieve high-quality energy-scalable femtosecond pulses in a fibre-chirped pulse

amplification system, without major system reconfiguration. Further work with different

fibre stretcher lengths has been carried out by other members of the group. In the mean-

time, for the work presented in this thesis, the focus was shifted towards implementing

the fibre CPA set-up as the pump source for a synchronously pumped optical parametric

oscillator and the results thus obtained are discussed in the following chapter.
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Chapter 7

Adaptive pulse shaping in an

ultrafast optical parametric

oscillator

7.1 Motivation

Bond selective manipulation of matter with light has been a study of great interest to

physicists, chemists and biologists. With ultrafast optical pulses, the bond excitation

occurs faster than the rapid redistribution of the energy away from the specific bond

making it possible to drive a chemical reaction towards a desired product or even away

from an undesired one [1]. Although many experiments have already achieved coher-

ent control in the visible and NIR wavelength regimes, the most common molecular

vibrational modes are in the MIR region. Therefore, shaped femtosecond pulses in this

fingerprint regime become important. These shaped pulses find various applications in

driving conformational changes in proteins, spectroscopy, coherent control and imag-

ing [2–6].

Direct pulse shaping in the MIR has been demonstrated with a free-electron laser [7] but

the method used was not programmable and could generate only simple, linearly chirped

pulses. Such a MIR source has been used in successful demonstrations of coherent control

[8–11] leading to molecular dissociation, but this method is not capable of dynamically

finding the optimum linear chirp required.

131
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Coherent control in the MIR regime can be achieved through indirect pulse shaping for

producing arbitrarily shaped pulses. It involves shaping a visible or NIR pulse using a

LC-SLM or AOM before transferring the pulse shape to the MIR via a nonlinear optical

process. Indirect pulse shaping in the MIR has been shown via DFG [12, 13], and

OPA [14, 15]. Recently, Shim et al. reported direct pulse shaping in the MIR using a

germanium AOM [16, 17].

Prior experiments in the Optical Parametric Oscillator group at the ORC have success-

fully demonstrated adaptive pulse shaping using a SPOPO, allowing idler wavelengths

of 3.5µm. Furthermore, the principles for applying adaptive control, including imple-

mentation of a SA algorithm to the system, have already been explored. Indirect control

of the idler has been achieved via optimisation of a TPA signal demonstrating simple

pulse compression and the generation of compressed double pulse with variable time

delay [18].

More recently, the fidelity of parametric transfer in a SPOPO has been studied numeri-

cally and experimentally. This included a detailed numerical investigation of parametric

transfer via DFG [19], followed by a numerical study to understand the effects of various

parameters on fidelity of transfer in a SPOPO [20].

This chapter is divided in two main parts. The experimental work described in the first

part aimed to investigate the parameters that affect parametric transfer in an SPOPO

[21]. This is based on the conclusions from the previous theoretical work [20]. In partic-

ular, effects of signal bandwidth, output coupler reflectivity, input pump power, cavity

length tuning and pump and idler temporal walk-off (TWO) are investigated. By con-

sidering all these factors high fidelity transfer from the NIR to the MIR is demonstrated.

In this part, after a brief introduction describing the motivation for this work in section

7.1, the experimental set up is detailed in section 7.2. The results from the first set of

experiments are described in section 7.3. This set of experimental work was carried out

in collaboration with Hazel S.S. Hung.

In the second part of the chapter, an adaptively shaped fibre CPA system, described in

detail in chapter 5, is used as the pump source instead of the picosecond Nd:YLF source

used in part one, for a femtosecond OPO to demonstrate adaptive shaping. After a brief
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description of the OPO set-up in section 7.4.1, the initial results of shaped MIR idler

from this set of experiments are presented in section 7.4.2. The author was responsible

for the design, set-up and characterisation of the femtosecond OPO, whereas the code

used for the adaptive shaping was written by Jerry Prawiharjo.

7.2 Experimental set-up for measurement of

pump to idler transfer fidelity

The experimental set-up is shown schematically in fig. 7.1. It consists of a pump source,

an SPOPO and a sonogram. The pump source is a Nd:YLF laser with pulse repetition

rate of 120MHz, typical peak power of 15 kW, and average pump power of up to 4W,

with a 4 ps pulse width at a central wavelength of 1047 nm. The pump is directed

through a telescopic arrangement so as to efficiently launch into the core of a PM single

mode fibre. The average input power is reduced to a maximum of 3.5W to avoid PM

fibre and SLM damage.
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figure 7.1: Schematic layout of the experimental set-up.

The 50 cm long PM fibre in the set-up introduces SPM, spectrally broadening the pump

pulse to give a FWHM of 3.5 nm while having negligible effect on the pulse duration.

This is done so as to give a more complex pulse characteristic to investigate fidelity as

opposed to a simpler flat-phase bandwidth-limited pulse.
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figure 7.2: The SPOPO set-up with four cavity mirrors: M1:M4 and 10.7mm PPLN
crystal and an etalon.

The shaped pulses from the output of the fibre, at an average power of 1.15W, are

then fed into the SPOPO. The resonator cavity of the SPOPO, as shown in fig. 7.2,

consists of four mirrors, M1-M4, arranged in a bow-tie configuration with a 10.7mm

long PPLN crystal placed between the 150mm radius of curvature mirrors, M1 and

M2. The crystal is heated in an oven at a temperature of 110oC. It has five different

poling periods ranging from 29.2µm to 30.2µm. This gives a signal wavelength range of

1480-1600 nm, with the corresponding idler wavelengths of 3580-3030 nm. M1 is highly

transmitting (HT) at the input wavelength of 1047 nm and highly reflecting (HR) in the

signal wavelength region of 1200-2000 nm. M2 and M3 (plane mirror) are also HR in

the signal waveband. The plane mirror M4 acts as an output coupler (OC) or is HR in

the signal waveband. All the mirrors have low reflectivity in the idler wavelength range.

The resonator cavity length is set so that the signal round trip time is comparable to the

inverse of the pump pulse repetition rate of 120MHz. Mirrors M1 and M2 have small

radii of curvature to ensure near confocal focussing of the signal (38µm) at the centre of

the PPLN, to achieve high gain and give a good match to the near confocally focussed

pump (30.5µm). The pump M2 was measured to be 1.1 in both the axes.

The pump and signal spectral intensity profiles were obtained using an OSA with a

resolution of 0.1 nm. The idler on the other hand, was acquired using a Bentham M300

monochromator with a nitrogen cooled InSb detector, with a resolution of 0.4 nm. The

cross-correlation sonogram technique [22] was employed for the complete characterisation

of the pump and idler pulses. The layout of the sonogram set-up is presented in fig. 7.3. It

consists of a temporal delay arm using a motorised corner cube reflector, and a spectral

gating arm with a diffraction grating as shown. The spectral gating arm includes a
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figure 7.3: The sonogram set-up.

motorised slit whose width is set to allow one-tenth of the spectrum through to get

enough spectral resolution without throwing away too much power. Similar set-ups, but

using different TPA detectors, were employed for the pump and idler characterisations.

A GaAs TPA detector was used for the NIR pump while an extended InGaAs TPA

detector replaced it for the MIR idler characterisation. A lock-in amplifier was added

to the set-up to improve its sensitivity. The results of the experiment are discussed in

the next section.

7.3 Results and Analysis

The experimental results showing the effects of various factors on the parametric transfer

in an SPOPO are detailed in this section.

To begin with, the idler wavelengths corresponding to the available SPOPO signal wave-

lengths for different poling periods were measured. The temporal walk-off between pump

and idler and pump and signal, for different wavelengths in lithium niobate, were cal-

culated using the Sellmeier equation [23]. These values are summarised in fig. 7.4. As

specific periods in steps of 0.2µm were available, only discrete idler wavelengths are

observed. The operating wavelengths for the signal and idler were chosen to be 1505 nm

and 3440 nm respectively to give the minimum pump-idler TWO.
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figure 7.4: (a) Pump-signal (squares) and pump-idler (circles) temporal walk-off
(TWO).(b)The signal (squares) and idler (circles) wavelengths corresponding to the
five different poling periods used.

The effects of different resonator parameters on the transfer fidelity were then stud-

ied followed by an investigation of the effects of TWO in the PPLN crystal. For the

experimental parameters used here, the GVD effects are expected to be negligible.

In these experiments, the autocorrelations, spectral intensities and pump and idler sono-

grams were used as the basis of pulse characterisation. However, in practice, the spectra

offered a near complete analysis, as it was observed that the changes occurred mainly in

the spectral domain. The measured and retrieved input pump pulse characteristics are

shown in figure 7.5.

For ease of comparison, we define a quantitative measure of fidelity of transfer z used

for the analysis only in terms of the spectrum, as:

z =

∫ ∣∣∣Ẽp(Ω)
∣∣∣2 ∣∣∣Ẽi(Ω)

∣∣∣2 dΩ[∫ ∣∣∣Ẽp(Ω)
∣∣∣4 dΩ ∫ ∣∣∣Ẽi(Ω)

∣∣∣4 dΩ]1/2 , (7.1)

where Ω is the frequency detuning and
∣∣∣Ẽp,i(Ω)

∣∣∣2 is the spectral intensity of the pump,

or idler denoted by subscripts p and i, respectively. This equation has been adapted

from the expression for Z given in ref. [20] which also incorporates phase. Fidelity z,

ranges between zero and unity, where zero corresponds to no overlap and unity indicates

perfect overlap.
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figure 7.5: Input pump pulse characteristics (a)measured sonogram (b)retrieved sono-
gram (c)measured(dotted) and retrieved(solid line) autocorrelations (d)measured (dot-
ted) and retrieved (solid line) spectra with retrieved phase.

The experiment was set up to give high fidelity parametric transfer, as suggested by the

numerical investigations [20]. This included factors such as placing an optical band pass

filter (OBPF) in the resonator to narrow the signal bandwidth, working at high pump

depletion, high OC reflectivity for signal, cavity length tuning to compensate for the

pump-signal TWO, etc. The following sections summarise the results obtained when

one of these parameters was varied individually. It is worth noting here that due to

slight changes in the system operation from day to day, there is a minor variation in

the spectral intensity profile as seen in the different experiments performed on different

days.

7.3.1 Effects of Resonator Parameters

Optical band pass filter

The effect of an etalon on signal bandwidth and on pulse shape transfer fidelity is in-

vestigated first. Etalons of different thicknesses were introduced in the resonator cavity

and the corresponding fidelities of transfer compared. Without an etalon, the signal

bandwidth after the OC was found to be 1.3 nm (172.2GHz) at 1505 nm with ∼100mW
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figure 7.6: Idler sonogram data: (a)-(c): retrieved sonogram; (d)-(f): measured
(dotted) and retrieved (solid) autocorrelations; (g)-(i): measured (solid) idler spectra
with retrieved phase (red) and measured pump spectra (dashed).

threshold for OPO operation. An etalon, when placed in the resonator, resulted in a

significant reduction in the signal bandwidth with an increase in the threshold of opera-

tion. With etalons of two different thicknesses, 150µm and 200µm, signal bandwidths of

0.8 nm (106GHz) and 0.5 nm (66.2GHz) were obtained. In both the cases, the threshold

was found to be ∼180mW. The angles of the etalons were varied to maintain the signal

wavelength at 1505 nm. Fine-tuning of the cavity length helped maintain the two main

idler spectral peaks at the same height (see section 7.3.2), as in the pump spectrum

(fig. 7.5). Figure 7.6 shows the retrieved idler sonogram plots with corresponding z val-

ues. Placing an etalon in the resonator results in a narrower signal bandwidth, that is, a

longer signal pulse, making the SPOPO stable over a wider range of cavity lengths and

therefore fine tuning the cavity length does not affect the extent of transfer investigated

here. For the set of data presented in this figure, the retrieved spectra are very similar

to the measured and are therefore left out for clarity.
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Figure 7.6 clearly indicates the improvement in transfer fidelity with an etalon in the

cavity to narrow the signal bandwidth, as would be expected from equation 2.32.

Pump depletion

Next, the effect of pump depletion is studied. In line with the numerical investiga-

tions [20], higher pump depletion should generally result in improved transfer fidelity,

until back conversion becomes significant. Figure 7.7 highlights the results obtained

from this set of experiments. The power levels indicated are multiples of the SPOPO

threshold of ∼180mW. It is clear from figure 7.7 that the idler spectrum changes with

increasing input power along with the transfer fidelity.
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figure 7.7: Measured idler (solid curve) and pump (dashed) spectra for increasing
pump power as indicated.

The changing z values with increasing pump power are plotted in figure 7.8(b). An

optimum is seen roughly at 4 times above threshold. This is in agreement with maximum

pump depletion region as shown in fig. 7.8(a) supporting the numerical modelling results.

Output coupler reflectivity

The final resonator parameter that was investigated was the OC reflectivity. The res-

onator loss was varied by replacing the M4, as seen in fig. 7.2, with mirrors of different

signal reflectivities. With increasing OC reflectivity, the resonator loss decreases and

hence lower signal gain is needed to saturate to the cavity losses.

For this set of experiments, the SPOPO was operated at 2.5 times above the threshold

due to a limit on the maximum available pump power. OCs with reflectivity of 100%,
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figure 7.9: Measured idler spectra (solid) and pump spectrum (dashed) for OC re-
flectivity as indicated.

85% and 65% were used and the idler spectra seen for the different OC reflectivity are

plotted in fig. 7.9. The resulting values of fidelity z achieved are 0.986, 0.983 and 0.960

corresponding to figures 7.9 (a), (b) and (c), respectively. From figure 7.9 and z values,

it is apparent that the fidelity improves with increasing OC reflectivity, as expected from

the numerical studies.

7.3.2 Temporal walk-off between interacting pulses

In this section, the effect of TWO between the interacting pulses: pump-signal and

pump-idler will be investigated.
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Pump and signal temporal walk-off

For the pump and signal wavelengths used here, the signal group velocity exceeds the

pump group velocity. The signal thus walks through the pump in the PPLN altering the

parametric transfer. This effect was compensated by tuning the cavity length, resulting

in the pump arriving earlier in the crystal. As a result, timing-controlled walk-through

of the signal was achieved in the PPLN.

The typical configuration where pump and signal TWO was ∼1 ps, with ∼48 fs pump and

idler TWO, was used for this study. The signal bandwidth was restricted to ∼100GHz

at 1505 nm by placing an etalon in the resonator cavity. The cavity length was then

detuned to ±80µm, ±40µm and 0µm corresponding to ∓267 fs, ∓133 fs and 0 fs round

trip mismatch respectively. The zero round trip mismatch described here corresponds

to the resonator length which gives minimum threshold. The resultant idler spectra are

shown in figure 7.10.
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figure 7.10: Measured idler (solid) and pump (dashed) spectra for increasing cavity
lengths corresponding to the signal delays as indicated.

It is clear from figure 7.10 that as the cavity length increases, the higher frequency

peak is transferred better than the lower frequency. This is because with longer cavity

length, the signal arrives later than the pump at the crystal resulting in the trailing

edge of the pump to be transferred more effectively. On the other hand, decreasing the

cavity length results in the central peaks being transferred with more detail. Symmetric

transfer occurs somewhere between 0 and +133 fs.

Pump and idler temporal walk-off

The pump and idler TWO was varied by changing the idler wavelength. The idler

wavelength was altered by using different poling periods, as seen earlier in figure 7.4
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and the signal bandwidth was maintained at ∼100GHz. The input pump power was

also maintained at three times above threshold value. Figure 7.11 shows the comparison

between the idler spectra and the pump spectrum as the PPLN poling period is changed.

The corresponding z values as a function of pump idler TWO are plotted in figure 7.12.
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figure 7.12: Spectral fidelity as a function of pump and idler TWO.

From the two figures it is evident that, as expected, the best transfer is achieved at near

zero value of pump and idler TWO. As the TWO becomes more positive, the transfer

of lower frequency peak is affected adversely. Correspondingly, as the TWO takes on a

negative value, the higher frequency peak transfer is degraded.

To complete the study, the signal wavelength was maintained at 1600 nm and cavity

length varied to as far as ±120µm to see if any compensation effect could be achieved

in this case. In other words, the idler wavelength was maintained at a certain value

corresponding to a certain value of pump-idler TWO. The cavity length was then varied

to see if it could compensate for the set pump-idler TWO. Various idler spectra thus
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obtained are shown in figure 7.13. It is seen that increasing the lower frequency peak

intensity impedes the central peaks’ transfer without improving the overall z value.
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figure 7.13: Measured pump(dotted) and idler (solid line) spectra for signal delays
as indicated, with pump and idler TWO 589 fs.

Finally, to draw a comparative result, z values were found for a choice of cavity length

offsets at two different signal wavelengths of operation. This is plotted in figure 7.14.

Results show that for 1600 nm, the maximum pump depletion is lower, and the rate

of change of depletion with cavity length detuning is faster, as compared to those for

1505 nm. Even with a very little change in pump depletion value there is a drastic

difference in the z values for this wavelength.

7.3.3 Demonstration of High Fidelity Transfer

To sum up the results and observations, the SPOPO was operated with an etalon in

the resonator cavity reducing the signal FWHM to ∼80GHz. The idler wavelength was

maintained at 3440 nm, the pump and signal TWO compensated for by adjusting the

cavity length, and an HR M4 was used. The input power was kept at four times above

the threshold to maximise pump depletion.

It is apparent from figure 7.15 that with careful choice of experimental conditions the re-

trieved idler sonogram trace closely resembles the retrieved pump sonogram trace. This

similarity is lost when no efforts are undertaken to preserve fidelity as in fig. 7.15(c). Ac-

tive conservation of these factors has led to an order of magnitude difference in approach

to a perfect fidelity of z = 1 in z value, from 0.85 to 0.985.

Having successfully demonstrated high fidelity pulse shape transfer from the NIR to the

MIR in an SPOPO, the next step was to employ the fibre CPA system as described in
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figure 7.14: (a) pump depletion and (b) fidelity as function of cavity length. λs =
1505 nm(solid) and 1600 nm(empty).

chapter 5 as the pump source for the OPO. The results obtained are described in the

following section.

7.4 Synchronously pumped optical parametric oscillator

and adaptive loop set-up

7.4.1 Experimental Set-up

The experimental set-up is shown schematically in fig. 7.16. It consists of a pump source,

a femtosecond SPOPO and pulse diagnostic arrangements including a sonogram and an

autocorrelator. The pump source is the fibre CPA system, described in detail in chapter 5

with the pulse repetition rate of 50MHz, average power of up to 7W, with possible pulse

widths as short as 300 fs at a central wavelength of ∼1042 nm. The required pump spot

size within the OPO is obtained by combination of an appropriate telescopic arrangement
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along with the focussing lens at the input of the OPO. The resonator length is set at

∼3m so as to be proportionate to the inverse of the repetition rate of the pump. Initially,

a 5mm long PPLN crystal was used to get the OPO oscillating. The pump beam spot

size inside the crystal was maintained to be as close to the confocal length as possible;

in this case, it was ∼30µm with an M2 of approximately 1.2 in both the axes.

Pump Idler

Signal
OCM3

M4

M2M1
PPLN crystalFocussing

lens

Etalon
Fibre CPA 

system

Monochromator Autocorrelator XFROG

figure 7.16: Schematic layout of the femtosecond OPO.
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With the OPO oscillating and the input pump wavelength, λp = 1043 nm, the oscillating

signal wavelength, λs = 1580 nm the output idler wavelength was measured to be λi =

3069 nm. The idler can be tuned by changing the grating on the PPLN and thus tuning

the signal.

The PPLN inside the cavity was later replaced by shorter, that is 3mm and 1mm

crystals. This was to reduce the group velocity mismatch between the pulses. But on

the negative side, the threshold of operation increases with decreasing crystal length.

Moreover, the spot size inside the crystal had to be reduced to match the confocal length

which increased the possible damage to the PPLN during alignment and operation.

7.4.2 Results and Discussion

With 1mm PPLN in the OPO cavity, the threshold was measured to be ∼1W with

HR mirror (M4) for the signal. An OSA was used to measure the pump and signal

wavelengths with a resolution of 0.1 nm, whereas a Bentham M300 Monochromator was

employed to measure the idler spectrum with a resolution of 0.54 nm. The wavelength

values obtained for the pump, signal and idler were 1042 nm, 1540 nm and 3213 nm

respectively. The signal bandwidth was measured to be 7.8 nm.

Due to recurring damage to the 1mm crystal and high threshold power values of more

than 1W, the 5mm PPLN was used for the results presented here. Initially the input

pump was adaptively shaped for minimum pulse duration. This shaped pump was fed

as the input to the SPOPO with the 5mm crystal. The performance of the SPOPO

was then characterised under the four different conditions: with or without phase profile

applied to the pump and with either a HR mirror (M4) or an 85% OC for the signal for

both the cases. Figure 7.17 gives the pump depletion for the case with HR mirror (M4),

and figure 7.18 gives the idler slope efficiencies for this case. It is interesting to note that

the idler slope efficiency seems to be higher for the case without the phase applied (blue)

when an average slope of the data points is considered. But, when the values only up

to 3 times above threshold are considered, the slope efficiencies are higher for the case

with the phase applied, as expected. With 1043 nm pump wavelength, the signal was

tuned to a central wavelength of 1515 nm as it was found to be the region of most stable
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operation. The threshold of OPO oscillation was measured to be 57mW of shaped pump

and 100mW of unshaped pump. The signal slope efficiency was not measured as it was

an HR cavity, indicating practically no signal coming out of the cavity.
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figure 7.17: Pump depletion for 5mm PPLN SPOPO with HR cavity for signal with
(red) and without (blue) phase applied.

Similar sets of data were recorded for the cavity when an 85% transmitting OC for signal

was used in the set-up in place of mirror M4. The measured threshold of operation in

this case was 140mW and 230mW for the cases of with and without phase applied,

respectively. The idler power in both the cases was measured to be around 210mW

with output signal power of 365mW measured after the 85% OC. Figure 7.19 gives

the pump depletion. From this figure we see that there is not much difference between

shaped and unshaped results unlike in the case of fig. 7.17 where a distinctly better

result is seen for the shaped data. The plot for the idler slope efficiencies is not shown

here but values as high as 12% and 8% were obtained for measurements just outside the

crystal and at point of measurement respectively for shaped pump input. For unshaped

pump input, these values reduced to 11.7% and 7.95% respectively. The idler power was

measured at the first convenient point in the set-up. The various optics between the

output end of the crystal and point of measurement included the curved OPO cavity

mirror, a lens, LWP filter and two highly reflecting gold mirrors. The losses associated
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figure 7.18: Idler slope efficiency for 5mm PPLN SPOPO with HR cavity for sig-
nal. Calculated just outside the crystal (⋆) and recorded at a further away point of
measurement outside the crystal (N)

with these optics were measured and taking this into account, the power at the output

of the crystal was estimated.
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figure 7.19: Pump depletion for 5mm PPLN SPOPO with 85% OC for signal.

With these values for different thresholds for either HR or OC for signal, using the

Findlay-Clay analysis, the internal cavity losses were calculated to be ∼18%. It is
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important to note that these results were taken without an etalon in the set-up. In

order to control signal bandwidth, a birefringent filter had to be used which increased

the threshold of operation for the OPO. Due to this increase in the threshold, it was

practical that only a 5mm PPLN crystal could be used in the cavity.

The adaptive loop was then incorporated to the entire set-up so that the OPO idler

output was now used to give the feedback for the adaptive shaping instead of the pump.

One arm of the interferometric autocorrelator for idler characterisation was blocked and

the existing extended InGaAs detector in the set-up was used for TPA optimisation

for idler pulse compression. Figure 7.20 gives the IAC trace for the shaped (green)

and unshaped (blue) idler pulse. An improvement of 9 times was observed in the TPA

signal. The threshold values were measured to be 1.2W and 750mW for unshaped and

shaped pulses respectively. The idler power was 140mW and 175mW for the unshaped

and shaped pulses respectively. The pulse width estimated from the AC trace width

were calculated to be 372 fs and 507 fs for shaped and unshaped idler pulses respectively

compared to the pump pulse durations of 364 fs and 716 fs.
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figure 7.20: Idler pulse compression with etalon in the OPO cavity.

It is worthwhile to note here that in this set-up the shaping occurs as early as in the

amplifier chain to affect the pulse shape of the OPO output near the end of the chain.

After initial verification that the adaptive loop was working even with this considerable

long beam path, attempts were made to transfer the shape from the NIR to the MIR
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pulse with high fidelity. As mentioned earlier, this was important for the proposed

surface sum frequency generation and coherent control experiments.

In preparation, all the parameters were favourably adjusted as per the conclusions from

the work presented in section 7.3. That is, cavity length was adjusted, HR mirrors

were used in the cavity for the signal, a birefringent filter was used in the cavity to

restrict signal bandwidth and the shortest possible crystal (5mm) that could be used

with available maximum pump power was employed. The temperature of the PPLN was

maintained at 170oC.

To test the transfer of relatively complex pulses, the unshaped pump pulses were used

as the input to the SPOPO. Figure 7.21 indicates the measured pump and idler spectra.

The idler overall takes the structure of the pump but has failed to transfer all the small

details.
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figure 7.21: Pulse shape transfer between unshaped pump and idler with birefringent
filter in the cavity.

For a better understanding, the birefringent filter was removed from the cavity and the

transfer studied once again. Figure 7.22 highlights the spectra obtained. The idler again

takes the basic shape of the pump but picks up much less of the finer structure detail.

The reason for the lack of detailed structure shape transfer from the NIR to the MIR

could be attributed to long crystal length and inappropriate etalon for signal bandwidth
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figure 7.22: Pulse shape transfer between unshaped pump and idler without birefrin-
gent filter in the cavity.

restriction. The transfer is much worse in this case compared to the previous study

due to bigger bandwidths. Another important thing to note here is that with time, the

pump source had become highly unstable requiring thorough alignment more than once

a week. Moreover, it needed to be realigned every hour to maintain the power levels.

To add to this, even a slight touch to the resonator length had started affecting the

signal considerably. The long beam paths coupling the fibre CPA to its compressor and

then the OPO required additional optics and could be one of the causes of instability

in the system. To verify this, the pump spectrum was measured at regular intervals

during the day. The central wavelength along with the structure on the spectra changed

considerably over a span of time less than even two hours. This could be one the reasons

that the transfer of pulse shape was not as expected. If these stability problems could

be overcome, the initial results (see fig 7.21 and fig. 7.22) are promising for pulse shape

transfer and adaptively shaping the idler for applications such as the sum frequency

generation discussed in the next chapter.
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7.5 Summary

To summarise the results, in the first part of this chapter it was concluded experimen-

tally that with careful choice of experimental conditions the retrieved idler sonogram

trace closely resembled the retrieved pump sonogram trace. The transfer significantly

degraded when no efforts were undertaken to preserve fidelity as in fig. 7.15(c). Active

conservation of these factors has lead to an order of magnitude difference in approach

to a perfect fidelity of z = 1 in z value, from 0.85 to 0.985.

In the second section, the pump source was replaced with the fibre CPA system to enable

the use of power-scalable fiberised system as the pump source. Initial experiments for

pulse shape transfer from the NIR to the MIR are promising along with positive results

for adaptively shaping the idler from the femtosecond OPO at the end of the long system

set-up. However, stability of the overall system needs to be improved.
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Chapter 8

Future work and conclusion

8.1 Introduction

Once the adaptively shaped MIR femtosecond pulse generator is developed, the proposed

coherent control experiment is to investigate the molecular orientation of surface water

molecules using vibrational sum frequency spectroscopy (VSFS) [1, 2]. The water

surface plays an important part in many biological processes, such as, protein folding

and formation of lipid bilayers, so understanding more about the vapour-water interface

is of great interest. Sum frequency generation (SFG) is used to study the details of

molecular structure and dynamics at surfaces and interfaces. As SFG is highly surface

selective, it is used to focus on the thin layer of a few atoms or molecules only near

the surface/interface. The physical principle behind this is that SFG is an even-order

nonlinear process and therefore does not exist in bulk media such as gases, liquids

and isotropic solids which have inversion symmetry. However, at an interface between

two such media, the inversion symmetry is broken, and the SFG optical signal can be

generated and detected. Usually, a fixed visible beam and a tunable infra-red laser [3] is

used for the VSFS experiments, in this coherent control experiment, the NIR pump and

MIR idler are employed. This is a unique approach where, for the final coherent control

experiments, the shaped MIR idler will be directly resonant with the -OH stretching

mode at ∼3µm.

157
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With the femtosecond OPO set and working satisfactorily (see chapter 7), preliminary

experiment involving adaptive pulse shaping for enhancement of sum frequency mixing

on simple gold film molecules is carried out and described in sections 8.2 and 8.3. This

work proceeded under the guidance of, and in collaboration with Prof. J. G. Frey and

Dr. Sarah Stebbings of the Dept. of Chemistry, University of Southampton. Finally,

the work presented in this thesis is summarised in section 8.4.

8.2 Experimental Set-up

The experimental apparatus for initial experiments for SFG employed the fibre-based

CPA system as the laser source, operating at a central wavelength of 1042 nm (NIR)

with the pulse duration of ∼350 fs, repetition rate of ∼50MHz and 3W average power

as input to the SPOPO. The OPO uses a 3mm PPLN as the nonlinear crystal which is

tuned to generate idler (MIR) at ∼3.2µm for this experiment. The experimental set-up

for the SFG experiment is shown in fig. 8.1.
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figure 8.1: Experimental set-up for sum frequency generation.

Here, the NIR pump and the MIR idler pulses are spatially and temporally overlapped

coming out of the OPO. The first pair of lenses is used to collimate the MIR. The two
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beams are then separated using a long wave pass filter. A half-waveplate (λ/2) and

a polarising beam-splitter are used in the NIR arm to allow a pure linear polarisation

state to be incident upon the sample. A telescope is then used to collimate the NIR as

shown in the figure. The path length of this arm can be varied using a variable delay

stage, controlled by a motor as indicated. Another half-waveplate is then added to this

arm to control the polarisation so that the NIR beam incident upon the gold sample is

purely p-polarised [3], and a focussing lens is used to achieve a 1/e2 radius of ∼10µm

at the sample. It was ensured that the NIR beam was incident at an angle of 46 degrees

to the sample normal. The M2 for NIR was measured to be between 1.1-1.4.

The MIR path length was matched to the NIR path length and with an appropriate

focussing lens, a 10µm spot size was obtained for the MIR as well. This beam was

incident at 61 degrees to sample normal. These angles were chosen to be close to the

angles as suggested by M.Bonn et.al [3] for SFG experiments. The gold sample itself

was placed on a 3-axis translation stage so that its position could be fine-tuned. The

M2 for the MIR beam was measured to be 1.5.

Measured average powers of 800mW of depleted NIR (that is, NIR at the output of

the OPO when it is oscillating) and ∼50mW of MIR were available at sample site for

the experiments. For the first set-up indicated in fig. 8.1, which employed the MIR and

the depleted NIR from the OPO, for sum frequency mixing (SFM), the peak intensities

available were IMIR = 2×109W/cm2 (Pavg=55mW, τ=350 fs) and INIR = 3.78×1010

W/cm2 (Pavg=1W, τ=350 fs); whereas, Shen et.al [4] have mentioned using intensity

as high as ∼1011 W/cm2 for their experiments. Higher intensities for our set-up were

not achievable due to the low damage threshold of the PPLN and MIR transmission

efficiency of the SFG set-up which was as low as 10% due to the number of mirrors

(average reflectivity of 95% at idler wavelength) used to guide the beam. However, the

experiment was still carried out to see if these intensities could work.

The alignment and detection procedures that were carried out are described in the next

section. No SFG signal was detected in any of the different procedures with this set-up.

With no SFM signal detected with the first set-up, the set-up was reconfigured. Now, a

part of the undepleted pump was taken before the OPO as the input to the SFG set-up,
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instead of the depleted pump as indicated previously in fig. 8.1. The schematic of the

modified set-up is shown in fig. 8.2.
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figure 8.2: Modified experimental set-up for sum frequency generation. M1 is a
flip-mirror.

Once again the same alignment and detection procedures were followed as with the first

set-up. These are described in the following paragraphs.

Alignment procedure

A 200µm pinhole was used to get maximum spatial overlap between the NIR and the

MIR beams at the focus (sample site). The pinhole was first moved to achieve maxi-

mum NIR transmission. This was then fixed and the focussing lens for the MIR was

moved around to get maximum MIR transmission through the same pinhole. After the

alignment, the MIR lens was kept fixed for the rest of the experiment.

A GaAs detector was then placed where the beams overlapped spatially. This detector

was used to obtain maximum temporal overlap. The translation stage in the NIR arm

was moved until the SFM signal detected using GaAs detector was maximum. This

procedure confirmed spatial and temporal overlap of the beams. The detector used here
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peaked at ∼790 nm, which is close to the generated sum frequency of the NIR (1042 nm)

and the MIR (∼3200nm). This greatly helped in detecting the generated TPA signal as

a result of one photon each from the NIR and the MIR. Furthermore, the detector did

not respond to the SHG from the MIR and was much less responsive to the SHG from

the NIR as well. A chopper was added to the MIR to ensure that the signal that was

being maximised was indeed the SFG and not the SHG.

A lock-in amplifier along with the photo-multiplier tube (PMT), as shown, was used

for signal detection at the calculated angle of 58 degrees to the normal, after the gold

sample. Background light was minimised by covering the PMT with a black cloth. This

improved the signal-noise ratio significantly. The PMT was set at roughly the estimated

angle for generated signal. The gold sample was then tweaked a little to detect the

signal. In another attempt, the gold sample was kept steady and the PMT was moved

around instead. When these techniques did not work, in another try, the PMT was first

set to detect the SHG generated from the NIR alone, keeping the MIR blocked. Once the

PMT successfully detected the SHG from the NIR, the MIR arm was then ’unblocked’

and the PMT was moved towards the expected direction for the SFG signal.

8.3 Results and Discussion

With the first set-up, the SHG signal of NIR was easily observed when either a PPLN

or a 1mm thick LiIO3 crystal was placed at the focus or the sample site. This was

then replaced by the gold sample, placed at the desired angle. SHG for the NIR was

generated off the gold surface and conveniently detected using the PMT.

This SHG signal was adaptively optimised resulting in an 8 times improvement in the

generated SH signal. Minimum detectable signal was generated with 30mW of depleted

NIR and 6mW of undepleted pump, that is, when OPO was not oscillating. With the

‘detection threshold’ value in hand for the set-up, the numbers were scaled to calculate

the expected threshold for SFM, keeping in mind the wavelength sensitivity for the PMT

as well. This calculation is based on the equations shown below where subscripts p, i

and s stand for pump, idler and sum frequency respectively.
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For SHG signal:

ω + ω = 2ω

ISHG ∼ [I(ωp)]
2ω2

p

For SFG signal:

ωp + ωi = ωs

ISFM ∼ I(ωp).I(ωi).ω
2
s

If we assume that all the beams have the same spot size and take into account the

relative sensitivity of the PMT at the SFM and SHG wavelengths, we would expect a

minimum 6mW of idler for 30mW of pump to be sufficient to observe a detectable SFM

signal.

Comparing the two set-ups, much better SHG signal was observed with the modified set-

up as compared to the previous one. SHG from NIR was easily observed when the gold

sample was placed at the focus although SFG was still not observed. It was ensured that

p-polarised light was used throughout the experiment. The possible causes for failure

and the way forward is discussed in the following paragraphs.

The first cause appears to be the low intensities as mentioned earlier. According to

experiments by Shen et.al [4], around 1011W/cm2 is needed whereas with this current

set-up only up to 1010W/cm2 is available. The second cause could be considerable

background light even after placing a black cover over PMT. The third reason appears

to be that the PMT was not sensitive enough at the desired wavelength of 800 nm.

With the current PMT, this problem can be overcome by employing the SHG from NIR

pump and the available MIR idler to generate blue light (λ ∼ 450 nm). The available

PMT was an order of magnitude more sensitive at 450 nm than at 800 nm. It is worth

noting here that the required SHG of the NIR for this solution can be easily generated

using the 1mm thick LiIO3 crystal. With these new values, and applying similar scaling
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calculations we would then expect that only 336µW of idler will be needed for detectable

SFM signal generation, assuming 50% conversion efficiency from the NIR to the SHG.

These options appear promising for future experiments to generate sum frequency using

an adaptively shaped fs-OPO powered by an ultrafast fibre-CPA system as a source. A

new more sensitive PMT was later purchased but the experiment could not be repeated

due to time constraints, and is left for future work.

8.4 Conclusion

The main aim of the work presented in this thesis was to build and develop an adaptively

shaped advanced ultrafast laser source for application in coherent control experiments.

The motivation of such coherent control experiments and the background leading up

to the development of an adaptively shaped fibre-based femtosecond CPA source was

given in chapter 1. A theoretical overview of processes of pulse generation including

optical parametric processes and pulse manipulation was given in chapter 2 before

a discussion of pulse characterisation techniques such as such as the autocorrelator,

XFROG and sonogram, in chapter 3. In particular, experimental results for MIR pulse

characterisation using the CCS and XFROG were shown and a comparison of the two

techniques was carried out. The experimental results of the comparison indicated that

the XFROG technique is more sensitive and therefore the preferred choice of MIR pulse

characterisation for spectral phase and amplitude retrieval. However, it is worthwhile

to note that the experimental results of parametric transfer in chapter 7 use the CCS

for characterisation as the experimental comparison of these two pulse characterisation

techniques was carried out after the experiments reported in chapter 7.

Experimental investigation of adaptive phase control of the input pulse of a high pulse

energy CPA system is presented in chapter 4. Two different CPA systems were investi-

gated where one had a grating stretcher and the other had a fibre stretcher in the set-up.

The output pulse for the grating stretcher setup was found to be significantly better in

quality since the pulse shaper had to compensate for fewer nonlinear effects. In the

fibre stretcher system, the shaper was placed before the stretcher in a pre-compensation
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arrangement. However, it was found that full pre-compensation of large SPM broaden-

ing could not be achieved and therefore resulted in relatively poor pulse quality. The

results also highlighted the limitations of the pulse shaper, particularly at high pulse

energies. It was found that, at these energies, oscillatory structure on the pulse spectrum

increased as a result of SPM, challenging the resolution limits of the shaper. Despite

these limitations, high quality pulses up to 65µJ were obtained and it was demonstrated

that adaptive pulse shaping improved the pulse quality in all situations.

Chapter 5 presented a detailed description and characterisation of a fibre-based CPA

system with adaptive phase and amplitude shaping, which was then tested for its average

power scalability while maintaining very high quality pulses of ∼300 fs duration. In

this case, the fibre CPA system produced a train of pulses with an average power of

12.6W at 50MHz repetition rate. These were compressible to pulses of 170 fs duration.

In chapter 6 the versatility of adaptive pulse pre-shaping technique to generate high-

quality pulse train with variable repetition rate and energy in a fibre CPA system was

highlighted. The fibre CPA set-up for this experiment included a 1 km fibre stretcher

and pulses with a B-integral reaching as high as 2.2π rad were successfully shaped.

Chapter 7 was divided in two main parts. The experimental work described in the

first part aimed to investigate the parameters that affect parametric transfer in an

SPOPO. In particular, effects of signal bandwidth, output coupler reflectivity, input

pump power, cavity length tuning and pump and idler temporal walk-off were inves-

tigated. By considering all these factors high fidelity transfer from the near-infrared

pump to the mid-infrared idler was demonstrated. In the second part of the chapter,

the adaptively shaped fibre CPA system, described in detail in chapter 5, was used as

the pump source, instead of the picosecond Nd:YLF source, for a femtosecond OPO to

demonstrate adaptive shaping. Initial experiments for pulse shape transfer from the NIR

to the MIR are promising along with positive results for adaptively shaping the idler

from the femtosecond OPO at the end of the long system set-up. However, stability of

the overall system needs to be improved for future experiments.

With the successful demonstration of an adaptively shaped femtosecond MIR pulse

generator, preliminary experiments were undertaken to generate sum frequency from
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the surface of a gold film as described in the first part of this chapter. Although the

sum frequency could not be generated, second harmonic was easily generated and future

possible line of action for successful completion of the experiment has been discussed.

For the future, along with surface sum frequency generation, further power scaling of

the fibre CPA system is anticipated for which a second power amplifier stage will be

used. For the SPOPO, it is expected that more novel PPLN crystals, such as MgO-

doped PPLN [5] may be used to enhance the tuning range of the adaptive MIR source.

Employing the adaptively shaped ultrafast pulse generator for various other applications

like supercontinuum generation is also of interest.
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