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ABSTRACT

UNIVERSITY OF SOUTHAMPTON

FACULTY OF ENGINEERING, SCIENCE AND MATHEMATICS

SCHOOL OF CHEMISTRY

Doctor of Philosophy

Photionisation Studies of Reactive Intermediates with Synchrotron Radiation

by Marie Eypper

Reactive intermediates are currently receiving a great deal of attention both

experimentally and theoretically as they play important roles in atmospheric,

astrophysical and plasma sciences. During this project, the photoionisation behaviour

of selected reactive species was studied in the gas phase using photoelectron

spectroscopy at the synchrotron radiation source of Elettra, Trieste. IF was

investigated by Photoelectron Spectroscopy (PES) and Threshold Photoelectron

Spectroscopy (TPES), which led to the determination of improved adiabatic and

vertical ionisation energies (AIEs and VIEs) of the IF+(X2Π3/2)← IF(X1Σ+) and

IF+(2Π1/2)← IF(X1Σ+) ionisations and improved spectroscopic constants for the two

IF ionic states X2Π3/2 and 2Π1/2. Iodine atoms were also studied by Constant Ionic

State (CIS) spectroscopy in the photon energy region of the (5p)−1 ionisations.

Rydberg series were observed and analysed. The ionisation energy and quantum

defect of each observed series were determined. Beta parameter plots of iodine atoms

as a function of photon energy were also derived for the first time and showed

unexpected behaviour. The TPES technique was used for the study of non linear

triatomics such as CF2, SF2 and HO2. Extensive vibrational structure was obtained

for the first PE bands of CF2 and SF2, which led to the determination of the AIEs

and of the harmonic and fundamental vibrational frequencies. In the case of CF2, the

experimental spectra were supported by ab initio/Franck–Condon simulations, which

allowed the upper state vibrational quantum numbers associated with each observed

vibrational component to be determined.
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Chapter 1

Introduction

1.1 Photoelectron Spectroscopy

Unstable species are currently receiving a great deal of attention both experimentally

and theoretically as they play important roles in atmospheric and astrophysical

chemistry, and plasma and combustion science. Although they are often present at

low partial pressures, reactive species can have a major influence on gas phase

chemistry. The chemical properties of molecules are a consequence of their electronic

structure; hence obtaining information on the electronic structure of reactive species

is crucial. One way of obtaining such information is via a technique called

Photoelectron Spectroscopy (PES) [1]. Photoelectron spectroscopy is based on the

photoelectric effect, which was discovered experimentally by Hertz in 1887 [2], and

later described from a theoretical point of view by Einstein [3]. Photoionisation

occurs when a photon, hν, of sufficient energy interacts with an atom or a molecule,

M . An electron is ejected, leaving the atom or molecule in an ionic state [4]:
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1.1 Photoelectron Spectroscopy

M + hν → M+ + e− (1.1.1)

In atoms, the principle of conservation of energy implies that the kinetic energy of the

ejected photoelectron, KE, is given by:

KE = hν − IE (1.1.2)

where IE is the ionisation energy of the molecule under consideration. In molecules,

this equation modifies to:

KE = hν − IE −∆EROT,V IB (1.1.3)

where ∆EROT,V IB is the change in rotational and vibrational energy on ionisation.

Photoelectron Spectroscopy (PES) is a technique that measures the kinetic energy of

the ejected photoelectron in order to determine the ionisation energy, IE, of an atom

or a molecule. Using a monochromatic photon source and recording the yield of the

ejected photoelectrons as a function of their kinetic energies gives rise to a

photoelectron spectrum, in which a band arises for ionisation to each ionic state

accessed. A photoelectron spectrum thus provides a map of the ionic states obtained

upon one-electron ionisation of the system under consideration. A wealth of

information can be obtained from a photoelectron spectrum; for example, vibrational

structure may be observed in a PE band, which can lead to the experimental

determination of the vibrational constants, ωe and ωeχe of the ionic state. Also, the

band shape in a photoelectron spectrum can provide information on the nature of the

orbital from which the ejected photoelectron originated and the change in the

equilibrium bond length on ionisation [5].
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1.2 Synchrotron Radiation Sources

Photoelectron spectroscopy techniques are classified in terms of the energy of the

radiation used to ionise the molecule. When X-rays are used, the technique is called

X-ray photoelectron spectroscopy (XPS) and both valence and core electrons can be

ionised. In this project, vacuum ultraviolet radiation is used to ionise the system

under consideration and the technique is called Vacuum Ultraviolet Photoelectron

Spectroscopy or just PES. In this technique only valence electrons can be ionised.

In principle, Photoelectron Spectroscopy is a simple technique that only requires a

source of monochromatic radiation, from, for example, a simple rare gas discharge

photon source, a electron kinetic energy analyser and an electron detector [1].

However, there are several experimental difficulties, like the maintenance of low

pressures throughout the apparatus and the presence of residual stray fields that

affect the trajectories of the photoelectrons. These difficulties limit the resolution of

PE bands, which is usually about 30–40 meV (240–320 cm−1). This type of resolution

is sufficient to resolve vibrational structure in most cases but only allows the

observation of rotational structure for a few light molecules (e.g. molecular

hydrogen [6]).

1.2 Synchrotron Radiation Sources

The development of synchrotron radiation sources in the last 50 years gave rise to

new perspectives for photoelectron spectroscopy [7]. Synchrotron radiation sources

are continuous, polarised sources of radiation. The radiation is emitted by electrons

circulated in curved trajectories at a velocity close to the speed of light [8].

Synchrotron radiation can be monochromatised and tuned continuously from the far

infrared to the hard x-ray region. Synchrotron radiation sources are also polarised,

which allows PE angular distribution studies to be performed.
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1.2 Synchrotron Radiation Sources

The tunability of synchrotron radiation sources allows Constant Ionic State (CIS)

spectra to be recorded. In this type of spectra, the kinetic energy of the electrons is

scanned simultaneously with the energy of the radiation while maintaining their

difference equal to the ionisation energy of the process under investigation, thus

monitoring a selected ionisation process. CIS spectra show resonances when the

energy of the radiation is equal to the excitation energy to an excited neutral state

that autoionises to the ionic state under investigation. In this way, Rydberg series

converging to ionic thresholds above the first ionisation limit can be observed. A

Rydberg state is a highly excited state where an electron is promoted to an orbital

with large radius and high principal quantum number, n. Rydberg states are

hydrogen-like in character and form series that converge to a particular ionisation

limit of energy IE. The energy of a Rydberg state, En, is given by the Rydberg

formula [9]:

En = IE − R

(n− δ)2
(1.2.1)

where R is the Rydberg constant and δ is the quantum defect, which reflects the

magnitude of penetration of the Rydberg orbital into the ionic core. When the energy

of the radiation matches exactly that of a transition to a Rydberg state, two

processes may occur: direct ionisation or absorption of the photon by the molecule,

which is excited to a neutral excited state (Rydberg state) and then autoionises back

to the neutral ionic state. These two processes compete, which often gives rise to

asymmetric resonances in CIS spectra, known as Fano profiles [10].

Threshold photoelectron (TPE) spectra provide complementary information to

conventional PE spectra and can be recorded with Synchrotron Radiation sources. In

order to obtain TPE spectra, the yield of threshold electrons is recorded while the

energy of the radiation is swept. The detection of threshold electrons is achieved via

4



1.2 Synchrotron Radiation Sources

the application of a penetrating field which focusses low energy electrons towards the

analyser of the spectrometer. The result is a significant improvement of the resolution

(to about 5 meV) compared to conventional PE spectra resolution (about 30

meV) [11]. TPE molecular spectra are influenced by autoionisation processes and

thus can show non Franck–Condon vibrational distributions and the observation of

ionic vibrational components which are not normally observed in the Franck–Condon

distributions.

Another main advantage of synchrotron radiation sources is their polarisation, which

allows angular distribution studies to be performed. The angular distribution of

photoelectrons is not usually isotropic, so that band intensities measured in PE or

CIS spectra depend on the angle of detection of the electrons with respect to the

polarisation axis of the radiation, θ. The intensity of a particular photoelectron band,

measured at an angle θ with respect to the polarisation direction may be written

as [12]:

I(θ) =
σ

4π

[

1 +
β

4
(1 + 3Pcos2θ)

]

(1.2.2)

where σ is the photoionisation cross section, β is the asymmetry parameter and P is

the degree of polarisation of the incoming radiation. By measuring the intensity at

two different angles θ, at a selected photon energy, the asymmetry parameter can be

easily determined. β can take any value between -1 and +2. Knowing the beta value

can provide information on the nature of the orbital involved in the ionisation and

the angular momentum carried away by the free electron.

5



1.3 Reactive intermediates

1.3 Reactive intermediates

Reactive intermediates are short–lived atoms or molecules in the gas–phase formed,

for example, from a reaction, photolysis or pyrolysis. Their short lifetimes make them

difficult to work with. The main experimental difficulty in studying reactive

intermediates is that they must be produced in situ otherwise their partial pressures

are reduced by reaction. Since the first successful photoelectron spectroscopic study of

a reactive intermediate in 1970 [13], the Southampton PES group has concentrated on

the study of short lived atoms and molecules by UV PES [14–16]. The spectrometer

used for the present project was built by Dr. A. Morris [17] especially for the study of

reactive intermediates with synchrotron radiation [18]. Initial studies were made at

the Daresbury Synchrotron Radiation Source on short lived molecules [19] and later

at the Synchrotron Radiation Source of Elettra, Trieste [20, 21]. The reason the

research was transferred to Trieste is that Elettra is a third generation synchrotron

source [22] whereas Daresbury is a second generation source [23], i.e., the Elettra

source is much more intense. On the VUV beamlines at Daresbury and Elettra, the

photon beam is more intense and the photon band width is narrower at Elettra.

1.4 Aim of the project

The overall aim of this project was to study the photoionisation behaviour of selected

reactive species in the gas phase using photoelectron spectroscopy at the Synchrotron

Radiation Source of Elettra, Trieste. In this way, information on the neutral as well

as on the ionic states of the atoms and molecules studied can be obtained. The

photoionisation dynamics of the molecules studied can also be investigated through

angular distribution studies. The techniques used to study the reactive atoms and

molecules were angle resolved photoelectron spectroscopy (PES), angle resolved
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1.4 Aim of the project

constant ionic state (CIS) spectroscopy and threshold photoelectron spectroscopy

(TPES). The TPES technique allows very high collection efficiency and resolution,

making it a very useful tool for the study of vibrational structure in photoelectron

bands.

In this thesis, the fundamental principles underlying photoionisation are discussed in

Chapter 2. Chapter 3 describes the apparatus used during this project and the basic

characteristics of Synchrotron Radiation. The basic principles of ab-initio molecular

orbital calculations are presented in Chapter 4. The results obtained from the PES

and TPES study of iodine atoms and IF are given in Chapter 5 while Chapter 6

presents the results obtained from the CIS spectroscopy study of iodine atoms.

Chapter 7 deals with the study of difluorocarbene by TPES, and Chapter 8 presents

preliminary work on the SF2 and HO2 reactive intermediates. Finally Chapter 9

concludes the thesis with a summary of the project and outlines possibilities for

further work.
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Chapter 2

Relevant basic principles

Photoelectron spectroscopy involves the study of the electronic structure of atoms

and molecules by application of the photoelectric effect, discovered by Hertz in 1887.

In this chapter, the basic principles behind photoelectron spectroscopy will be

presented. Direct ionisation and indirect processes are reviewed, with the

Franck-Condon principle considered in both cases. The fundamental principles

underlying PE angular distributions will also be presented.

2.1 Direct ionisation

When a photon, hν, of sufficient energy interacts with a molecule M , photoionisation

can occur. An electron is ejected from an occupied molecular orbital, leaving the

molecule in an ionic state: [4]:

M + hν → M+ + e− (2.1.1)
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2.1 Direct ionisation

Photoelectron spectroscopy (PES) is a technique that measures the kinetic energy,

KE, of the ejected photoelectrons in order to determine the ionisation energy, IE, of

the molecule under consideration. For an atom, the principle of conservation of

energy requires that all the excess energy of the photon above the ionisation energy

(hν − IE) is carried away as electron kinetic energy since the electron is much lighter

than any atomic ion:

KE = hν − IE (2.1.2)

For a molecule, this equation is modified to:

KE = hν − IE −∆Erot −∆Evib (2.1.3)

where ∆Erot and ∆Evib are the changes in rotational and vibrational energy between

the molecule and ion on ionisation. A PE spectrum is obtained by recording the yield

of ejected photoelectrons as a function of their kinetic energies. The spectrum thus

shows for a closed shell molecule, to a first approximation, a band for ionisation to

each ionic state accessed.

The probability of a direct transition (or ionisation) between the molecular ground

state, characterised by the eigenfunction Ψ′′ and the final state (consisting of the ion

plus the free electron), characterised by the eigenfunction Ψ′ is proportional to the

square modulus of the transition moment integral, M [5]:

M = 〈Ψ′′|Σp|Ψ′〉 (2.1.4)

where p is the dipole moment operator and the sum extends over all electrons i and
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2.1 Direct ionisation

ions j. Ψ′ and Ψ′′ are functions of electron r and nuclear R coordinates. The

Born-Oppenheimer approximation allows the separation of the wavefunctions into a

product of electronic, Ψe(r, R) and nuclear (vibrational, rotational), Ψn(R)

components. The dependence of Ψe on R retains the weak interaction between the

electronic and nuclear motion [24]:

Ψ(r, R) = Ψe(r, R)Ψn(R) (2.1.5)

Since the rotational structure of bands in a PE spectrum is usually unresolved, the

nuclear wavefunction, Ψn can be treated as a vibrational function, neglecting the

rotation, i.e. Ψn = Ψv. The electronic-nuclear separation of the wavefunction can also

be applied to the dipole operator, Σi,jp = Σipe + Σjpn, thus modifying the transition

moment integral into:

M =

∫ ∫

Ψ
′′∗
e (r, R)Ψ

′′∗
v (R)|Σipe + Σjpn|Ψ′

e(r, R)Ψ′
v(R)drdR (2.1.6)

This integral can be separated according to the electronic and nuclear dipole

operators:

M =

∫

Ψ
′′∗
v (R)Ψ′

v(R)dR

∫

Ψ
′′∗
e (r, R)|Σipe|Ψ′

e(r, R)dr

+

∫

Ψ
′′∗
v (R)|Σjpn|Ψ′

v(R)dR

∫

Ψ
′′∗
e (r, R)Ψ′

e(r, R)dr (2.1.7)

Since the electronic eigenfunctions belonging to different states are orthogonal to one

another, the second term in equation 2.1.7 vanishes for electronic transitions.
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2.1 Direct ionisation

Assuming that the matrix element of the electric dipole moment varies only slightly

with R and if the dependence of Ψe on the nuclear coordinates is neglected, equation

2.1.7 becomes:

M =

∫

Ψ
′′∗
v (R)Ψ′

v(R)dR

∫

Ψ
′′∗
e (r, R0)|Σipe|Ψ′

e(r, R0)dr (2.1.8)

where R0 is the equilibrium ground state configuration. This equation therefore has

one factor which depends on the nuclear motion and one factor which depends mainly

on the electronic motion. The photoionisation transition probability can then be

expressed as [24]:

P ∝ |〈Ψ′′∗
v (R)|Ψ′

v(R)〉|2 |
∫

Ψ
′′∗
e (r, R0)|Σipe|Ψ′

e(r, R0)dr|2 (2.1.9)

i.e. P ∝ |〈Ψ′′∗
v (R)|Ψ′

v(R)〉|2|Me(r, R0)|2 (2.1.10)

The second term in equation 2.1.10 is the electric transition moment squared, Me,

while the first term is called the Franck-Condon factor and is responsible for the

relative intensities of the vibrational components in a PE band in conventional PE

spectra.

2.1.1 Electronic selection rules

An electronic transition is allowed only if the electric dipole transition moment, Me,

is different from zero. In other words, the product Ψ
′′∗
e peΨ

′
e needs to be totally

symmetric for at least one component of pe. If the spin-orbit interactions are small,
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2.1 Direct ionisation

the electronic eigenfunction including spin, Ψe, can be divided in the product of an

orbital and a spin function [5]:

Ψe = Ψe′ ×Ψs (2.1.11)

As the dipole operator does not operate on the spin coordinates, the transition

moment becomes:

Me(r, R0) = 〈Ψ∗′′

e′ |pe|Ψ′
e′〉〈Ψ∗′′

s |Ψ′
s〉 (2.1.12)

The spin functions corresponding to different spin values are orthogonal to one

another. The second integral is zero for states of different spin. Photoelectron

ionisations are thus allowed only between initial and final states of the same spin,

∆S = 0, where the final state wavefunction is a product of the ion and free electron

wavefunctions. Closed-shell molecules with singlet neutral ground state have spin,

Smol = 0. The ejected photoelectron always has half-integral spin, Se = 1/2; only

doublet ionic states, Sion = 1/2, are therefore accessible from singlet neutral ground

states.

2.1.2 Vibrational selection rules and Franck-Condon factor

for direct photoionisation

The probability of a vibrational transition during an ionisation process is given by the

Franck-Condon factor (FCF), which can be written as:

FCF = |Mv|2 = |〈Ψ∗′′

v |Ψ′
v〉|2 (2.1.13)
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2.1 Direct ionisation

The FCF determines the relative intensities of the vibrational components in a

photoelectron band. The Franck-Condon principle states that the intensity of a

vibrational component in an electronically allowed transition (or ionisation) is

proportional to the absolute square of the overlap integral of the vibrational

wavefunctions of the initial and final states. The FC principle is illustrated in Figure

2.1, which shows potential energy curves for a molecule AB in its ground state and

for the ion AB+ in several ionic states. In most neutral molecules, in the ground

electronic state, the separation ∆E between the lowest vibrational level v′′ = 0 and

the next vibrational level v′′ = 1 is large with respect to kBT , which is about 200

cm−1 at room temperature (300K). Only the lowest vibrational state v′′ = 0 is

therefore significantly populated in most neutral molecules. In Figure 2.1, the

molecule AB is thus considered to be in the lowest vibrational state, v′′ = 0.

However, several ionic states are accessible during the ionisation process and a

schematic photoelectron spectrum obtained from the various ionisations is shown on

the right hand coordinate [5].
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2.1 Direct ionisation

Figure 2.1: The Franck-Condon principle in direct ionisation [5]
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2.1 Direct ionisation

In Figure 2.1, the vibrational wavefunction is drawn for the v′′ = 0 vibrational level of

the neutral AB(X) state and for the vibrational levels of the first two ionic states, X

and A. The wavefunctions for the v = 0 vibrational levels are bell shaped with

maxima at the equilibrium internuclear separation of the electronic state while the

wavefunctions of higher vibrational levels have broad maxima and minima near the

classical turning points of the motion. The intermediate maxima and minima are

smaller and their contributions to the overlap integral roughly cancel each other.

Consider first the v′ = 0← v′′ = 0 ionisation to the first ionic state, AB+X. This

state has a similar equilibrium geometry to the ground molecular state AB. As a

result, the maximum overlap is between the v′′ = 0 vibrational state of the molecule

and the v′ = 0 vibrational state of the ion. The first vibrational component in the PE

spectrum will therefore be the strongest. However, the second ionic state, AB+A has

its equilibrium internuclear distance shifted from the equilibrium internuclear

distance of the molecular ground state. The overlap between the v′′ = 0 and v′ = 0

wavefunctions is reduced but the overlap of the v′′ = 0 and v′ = 1 wavefunctions

increases. The maximum probability in the vibrational transition therefore shifts to a

higher member of the series as the potential curves shift away from each other.

Looking at the shape of the schematic PE spectrum drawn on the side of the

potential curves can provide useful information. As just mentioned, the ionic state X

has the same nuclear configuration as the molecular state. Consequently, the PE

spectrum shows a very intense v′′ = 0 to v′ = 0 band followed by a relative short

progression. This arises from the ejection of a non bonding electron. On the other

hand, the second ionic state, A, has a larger equilibrium internuclear distance. The

resulting PE spectrum shows a much longer vibrational progression with maximum

intensity towards the middle of the progression. In this case, the photoelectron was

ejected from a bonding orbital. Ionisation to the C state gives maximum intensity at

internuclear distances which correspond to ionisation to above the dissociation limit

of the C state, resulting in a broad featureless band. In considering the vibrational

structure of a PE band, two terms are used, the Adiabatic Ionisation Energy (AIE)
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2.1 Direct ionisation

and the Vertical Ionisation Energy (VIE). The AIE represents the energy required to

ionise the molecule in the lowest vibrational level to the lowest vibrational level of the

ionic state. The VIE is the energy required to ionise from the lowest vibrational level

of the molecule to the vibrational level of the ionic state that gives the maximum

overlap integral. The VIE is thus the most intense component of a vibrational

progression. The AIE and VIE coincide when the v′′ = 0 to v′ = 0 band is the

strongest, e.g. for the first PE band in Figure 2.1.

For an anharmonic oscillator, the energy of vibrational levels is given by [25]:

εv = (v′ + 1/2)ωe − (v′ + 1/2)ωeχe (2.1.14)

where v is the vibrational quantum number, ωe is the vibrational constant and χe is

the anharmonicity constant. It follows that the spacing between two vibrational

levels is given by :

∆ε = ωe − 2ωeχe(v
′ + 1) (2.1.15)

From an experimental PE spectrum, it is thus possible to determine the vibrational

constants ωe and ωeχe of the ionic state by plotting the separation of vibrational

components against (v′ + 1). A comparison of the ωe value obtained in the ionic state

with the usually well known value of ωe in the molecular ground state can give an

estimate of the bonding character of the orbital the electron occupied before

ionisation. If ionisation occurred from a bonding electron, the bond strength is

weakened in the ion and the internuclear bond length is increased. This lowers the

vibrational constant ωe of the ion. Once the vibrational constants (ωe, ωeχe) of the

molecule and the ion are known, the Franck-Condon envelope for a given PE band can

be computed using several trial values of the ionic bond length, r′e. The equilibrium
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2.1 Direct ionisation

bond length re and vibrational constants (ωe, ωeχe) of the neutral ground state are

usually well known from other spectroscopic methods while the spectroscopic

constants of the ion are determined from the PE spectrum, as just explained. The

computed profile that fits best the experimental spectrum should corresponds to the

most accurate value of the ionic bond length. The program used in this work is called

FCF and the basic subroutine used was written by Cashion and Cooley [26, 27]. It

computes the envelope of the first band in the photoelectron spectrum for different

trial values of r′e, thus allowing comparison between the experimental spectrum and

the computed spectra. In the calculations, the vibrational wavefunctions for the

neutral and ionic states are found from solution of the radial Schrödinger equation:

d2Ψv

dr2
+ [Ev − V (r)]Ψ(r) = 0 (2.1.16)

where V(r) is assumed to be a Morse potential and is given by:

V (r) = De[1− exp(−a(r − re))]
2 (2.1.17)

In this equation, De is the dissociation energy and a is a constant. Both are related

to the vibrational constants via:

De =
ω2

e

4ωeχe
(2.1.18)

and

a =

√

8π2cµωeχe

h
(2.1.19)
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2.2 Indirect processes

From ωe, ωeχe and re the Morse potential of a particular state can thus be

determined. The Schrödinger equation can then be solved for a given V(r) using the

Numerov-Cooley method [28] to give the vibrational wavefunction Ψv and eigenvalues

Evib for the neutral and ionic states of the molecule. The FCF can then be calculated

and the band envelope constructed, allowing the determination of the ionic bond

length r′e. This method has been used in this work to determine the bond length in

the ground state of IF+, as will be described in Chapter 5.

2.2 Indirect processes

2.2.1 Decay mechanisms

In contrast to a direct ionisation process where the incoming photon ejects an

electron from the molecule, indirect processes can also occur when the energy of the

incoming photon matches exactly the energy of a discrete neutral excited state above

an ionisation limit. In this case, the photon is absorbed by the molecule, which is

excited to a neutral excited state (Rydberg or valence state), with energy above the

first ionisation limit. Once the molecule is in this excited state, it will decay by one of

several mechanisms [29]:

(1) Re-radiation: AB + hυ → AB∗ → AB + hυ

(2) Predissociation: AB + hυ → AB∗ → A +B

(3) Ion pair formation: AB + hυ → AB∗ → A+ +B−

(4) Autoionisation: AB + hυ → AB∗ → AB+ + e−

Fluorescent re-radiation is a rare mechanism as the time needed for an excited
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2.2 Indirect processes

molecule to radiate is in the order of 10−8 s. Autoionisation or predissociation are

much faster processes and can be more rapid than one vibrational period, which is of

the order of 10−13 s [30]. Consequently fluorescent decay is not competitive with the

other decay mechanisms and will only occur when the other processes are unavailable.

Predissociation happens when a transition occurs to a bound state which interacts

with an unbound one. The molecule dissociates after the radiationless transition

between these states. However, the probability of such transition is so small that the

molecule will have already decayed into a lower lying state with emission of

radiation [30]. A special case of predissociation is the formation of ion-pair states

where two ionic products are formed from the excited neutral state [31].

Autoionisation is also a radiationless transition where the excited neutral molecule

spontaneously emits an electron. Autoionisation mechanisms can be of different

types: rotational, vibrational, spin-orbit and electronic. Vibrationally and

rotationally induced autoionisations happen when the excited state (usually a

Rydberg state) lies above the first ionisation threshold due to vibrational or

rotational excitation in the core. This type of autoionisation involves a breakdown of

the Born-Oppenheimer approximation as strong interactions between the core and

the Rydberg electron are required to transfer the excess energy of the core to the

Rydberg electron. Vibrationally induced autoionisation has been observed in

hydrogen [32] and it has been shown that it is most probable for the minimum change

in vibrational quantum number, ∆ν = −1 [32, 33]. However, excitation to, and thus

autoionisation from these states is weak. Vibrational autoionisation is therefore not

considered to be an important process in most molecules. The same applies to

rotational autoionisation. Spin-orbit autoionisation results from an exchange between

Rydberg and core electrons and is primarily observed in the noble gases like Ar where

the resonant series converging to Ar2P1/2 can autoionise to the lower Ar+ 2P3/2 state.

Electronic autoionisation is a two-electron process that results from interactions
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2.2 Indirect processes

between a Rydberg state built upon an excited ionic state and a continuum

corresponding to a lower state. It may happen in one of two ways. Either the excited

core relaxes to a lower energy configuration and the energy so released is transferred

to the Rydberg electron, or the Rydberg electron returns to its original orbital

occupied in the neutral ground state and the excess energy is used to eject another

electron, again leaving the ion in a less-excited state. Both cases require the close

approach of the Rydberg electron to the core; only electronic motions are involved, so

the Born-Oppenheimer approximation still holds. Electronic autoionisation appears

to be the dominant autoionisation process in most molecules, where there are

sufficient excited ionic states to yield fairly high densities of Rydberg states several

eV above the first ionisation threshold.

A Constant Ionic State (CIS) spectrum, obtained by scanning simultaneously the

energy of the photon source and the kinetic energy of the electrons while maintaining

their difference equal to the ionisation energy of the process under investigation, will

show a background level that depends on the cross-section for direct ionisation

superimposed with discrete features that correspond to excited neutral states that

electronically autoionise, as will be seen in Chapter 6.

2.2.2 Rydberg states

In atomic systems, the valence shell consists of a set of atomic orbitals with the same

principal quantum number as that of the highest occupied orbital in the ground state.

On the other hand, a Rydberg state is obtained when an electron is promoted outside

the valence shell to an orbital with a higher principal quantum number. In most

molecules, the distinction between a valence state and a Rydberg state is not clear as

valence-Rydberg mixing can occur. However, Rydberg states are usually defined as

highly excited states where an electron moves in an orbital with a large radius and a
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high principal quantum number. The electronic configuration of the passive electrons

corresponds to a state of the positively charged ion and is called the ionic core.

Rydberg states are atomic-like in character and their excitation energy relative to the

neutral ground state can be expressed as [34]:

En = IE − R

(n− δ)2
(2.2.1)

where n is the principal quantum number, En is the excitation energy to the nth

level, IE is the ionisation energy towards which the series converges, δ is the

quantum defect and R is the Rydberg constant (13.61 eV). The Rydberg constant

varies slightly with the reduced mass of the electron-core system [9]. Rydberg states

with successively higher principal quantum number form a series, converging to a

particular ionisation limit of energy IE. The Rydberg electrons are at a distance so

large from the ionic core that the core appears as a point charge, leading to the near

hydrogenic behaviour of the Rydberg states. The deviation from this behaviour is

determined by the effective quantum number n∗, which is given by n∗ = n− δ. The

effective quantum number, n∗, is a measure of the effective nuclear charge seen by the

excited electron and its magnitude reflects the degree of penetration of the Rydberg

orbital into the electronic core. This penetration strongly depends on the radial

distribution function of that orbital. Indeed, the greater the penetration of the

wavefunction into the electronic core, the larger is the effective nuclear charge seen

and the larger the value of δ. Rydberg orbitals with the same angular momentum

quantum number, l, tend to have very similar values of δ. ns orbitals tend to

penetrate significantly into the ionic core and thus the Rydberg electron sees the

highest effective nuclear charge. np orbitals are less penetrating and nd orbitals even

less. This can be seen by looking at the radial distribution functions for ns, np and

nd orbitals (for n > 2) for a first row atom [35]. The quantum defect for ns Rydberg

orbitals is therefore high while those of np and nd orbitals are progressively lower as

21



2.2 Indirect processes

the degree of penetration of those orbitals into the core decreases. The quantum

defect tends to be greater for heavy atoms or molecules as the interactions between

the electron and the core are stronger. Typical values of δ for the first and second

rows of atoms are reported in Table 2.1 [36].

δ (ns) δ (np) δ(nd)

1st row 1.0 0.5 0.1

2nd row 2.0 1.5 0.3

Table 2.1: Typical values of quantum defect δ for the first and second rows of atoms [36].

The ionic core interacts only weakly with the Rydberg electron. As a result, the core

will closely resemble the ionic state produced at the series limit and the spectroscopic

constants for a member of the Rydberg series will be similar to those of this ionic

state. The similarity between the Rydberg states and the core ionic state increases as

the principal quantum number of the Rydberg orbital increases, so that when the

ionisation limit is reached there is a seamless transition into the continuum [37]. As n

increases, the average radius of the orbital also increases rapidly. The electron spends

more time away from the core than close to it, and interacts less strongly with the

ionic core. The average radius of a Rydberg orbital is (n2
~)/(me2Z), so that Rydberg

molecules with high n values have average radii as large as 100 Angström [34]. These

Rydberg states are expected to have large cross sections for collisional reactions such

as collisional ionisation or charge transfer. Rydberg series are observed in absorption

spectra and accurate ionisation energies can be determined by extrapolation to series

limits.

Transitions to a Rydberg state follow the electric dipole selection rules for optical

absorption. These rules are usually dependant on the particular Hund’s coupling case

to which the initial and final electronic states under consideration belong. Some rules

though, hold for any system [30]. These are:
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I. ∆J = 0,±1, with the restriction J = 0 9 J = 0

II. g ↔ u, g = g, u = u (2.2.2)

Where J is the total angular momentum while g (gerade) and u (ungerade) represent

the symmetry with respect to inversion about the center of symmetry of the

molecule. Apart from these general selection rules, other selection rules hold only for

particular Hund’s cases. Hund’s cases (a) and (b) are the most frequent for the upper

and lower states and the following selection rules apply in these cases:

III. ∆Λ = 0,±1

IV. Σ+ ↔ Σ+,Σ− ↔ Σ−,Σ+
= Σ− (2.2.3)

V. ∆S = 0

Where the ”+” and ”-” signs represent the symmetry of the molecule about the plane

of inversion. Rydberg states can be described by Hund’s cases (a) and (b) except at

high values of n where the Rydberg electron is no longer coupled to the internuclear

axis and Hund’s case (d) is then more appropriate [9].

A Rydberg orbital is characterised by a definite principal quantum number n and an

azimuthal quantum number l, so that in a system there are ns, np, nd... series.

Rydberg states are defined by the ionic core around which they are built and the

symmetry of the Rydberg orbital. The experimental determination of the quantum

defect for a state can define the orbital angular momentum of the Rydberg electron.

Rydberg series were observed in this work in CIS spectra of iodine atoms. The

quantum defects of the series have been determined, as will be presented in Chapter 6.

23



2.2 Indirect processes

2.2.3 Autoionisation resonances

At energies above the first ionisation threshold of a molecule, electronic states of

different configurations can coincide exactly in energy since some of them may belong

to a continuum state. The mixing between a configuration belonging to discrete

states and continuum states gives rise to the phenomena of autoionisation [10]. The

interference between the amplitude of direct and indirect processes results in a

characteristic Fano profile. This is usually seen as sharp asymmetric features in a

photoionisation spectrum, which records the total cross-section as a function of

photon energy, where the total cross section is expressed as [37]:

σ(ε) = σa
(q + ε)2

1 + ε2
+ σb (2.2.4)

where σa and σb represent two portions of the cross section, which correspond

respectively to transitions to states of the continuum that do and do not interact

with the discrete autoionising neutral excited state. In equation 2.2.4, ε is the

reduced energy parameter and is defined as:

ε =
E − Er

Γ/2
(2.2.5)

where E is the incident photon energy, Er is the resonance energy and Γ is the

natural width of the autoionising state. Finally, q, is the Fano line profile index and is

expressed as [37]:

q =

√

2

πΓ

〈Φ|z|ψ0〉
ρ〈ψE|z|ψ0〉

(2.2.6)

where z is the component of the dipole moment of the atom in the direction of the
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photon polarisation. ψ0 is the wavefunction of the initial state while Φ and ψE are

the final state wavefunctions for the indirect and direct process respectively. ρ2 is a

correlation coefficient, defined as:

ρ2 =
σa

σa + σb

(2.2.7)

The q parameter characterises the line profile; neglecting the background cross

section, the resonance is expected to reach a maximum at εmax = 1/q and a minimum

at ε0 = −q. The sign of q thus determines whether the maximum occurs before or

after the minimum. The magnitude of q indicates the relative probabilities of the

transition to the Rydberg state and direct ionisation. Figure 2.2 shows typical Fano

profiles as a function of ε for five different values of q. It can be seen that when q = 0,

the resonance is symmetric and has low magnitude. The magnitude of the resonance

increases with q, along with the asymmetric character of the resonance.

Using equation 2.2.7, equation 2.2.4 can be modified to give an expression of the cross

section as a function of ρ:

σ(E) = σc

(

(q + ε)2

1 + ε2
ρ2 + (1− ρ2)

)

(2.2.8)

where σc = σa + σb. Autoionising states can have strong effects on photoionisation,

photoabsorption and photodissociation spectra as well as on the angular distribution

parameter β. Fano’s theory can be used to fit experimental line shapes and determine

values of q, ρ2 and Γ for an entire Rydberg series, as will be seen in Chapter 6 on the

work on iodine atoms.
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Figure 2.2: Typical Fano profiles for different values of q [10].

2.2.4 Multichannel quantum-defect theory (MQDT)

Fano’s well known resonance formula shown in equation 2.2.4 considers isolated

autoionising states coupled to degenerate continua. The development by Seaton [38]

of the Multichannel Quantum Defect Theory (MQDT) extended Fano’s configuration

interaction theory to the case of many autoionising states interacting with degenerate

continua and allowed the characterisation of interacting autoionising series. Variants

of the MQDT were developed by Seaton [39], Giusti-Suzor and Fano [40] and

Cooke [41]. A discussion of the method has been given by Connerade [42]. Dubau

and Seaton [43] studied the case of a series of Rydberg levels autoionising into a
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single continuum, which corresponds in MQDT language, to two interacting channels,

one open and one closed. As previously seen, Fano’s expression of the cross section is

given by equation 2.2.4. In this equation, the reduced energy, ε, can also be given

by [43]:

ε =
tan[π(n∗ + δ)]

ξ2
(2.2.9)

where δ is the quantum defect, n∗ is the effective quantum number and the parameter

ξ can be related to the resonance width Γn via [40]:

Γn =
2ξ2R

π(n∗)3
(2.2.10)

Equation 2.2.4 represents the case of one closed channel and one open channel. If

more than one closed channel exists in the region of interest and if these channels do

not interact either directly or through open channels, the photoionisation cross

section has been given by Ueda [44] as a superimposition of equation 2.2.4 over the k

closed channels:

σk(E) =
∑

k

σak

(

(qk + εk)
2

1 + ε2
k

)

+ σb (2.2.11)

If an energy region contains both open and closed channels and if all the closed

channels are degenerate, equation 2.2.11 becomes:

σ(E) = σa

(

(1 + Σkqk/εk)
2

1 + (Σkqk/εk)2

)

(2.2.12)

During the course of this work, codes were written using the program Mathematica
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2.2 Indirect processes

to fit the experimental data of relative cross-sections recorded as a function of photon

energy, obtained in CIS spectra, to Fano profiles. Equation 2.2.12 was used, as will be

seen in Chapter 6 for the analysis of iodine atom resonances. In order to obtain an

improved fit of the experimental data, a slow variation of the parameters σa, σb, δ, q

and ξ with energy was introduced. This was achieved by using a set of parameters

linear in the reduced energy X = (I − E)/R. The parameters (generically named p)

are then written as p = pa + pbX.

2.2.5 Franck-Condon Factors for autoionisation processes

As mentioned in the previous section, autoionisation can cause deviations in the

profile of a photoelectron band from the expected Franck-Condon envelope for direct

ionisation. A single autoionising level, excited at a particular photon energy, can

decay to several vibrational levels in the ionic state, thus extending the vibrational

progression in the PE spectrum recorded at that photon energy. Irregular changes in

the intensities of the vibrational components in the PE spectrum are also commonly

observed. If the lifetime of the autoionising state is greater than one vibrational

period, the photoelectron spectrum is expected to be dependent on the

Franck-Condon factors for radiationless transitions from the autoionising state of the

neutral molecule to the final state of the ion, as is illustrated schematically in Figure

2.3. This Figure shows a schematic PE spectrum on the right hand coordinate. The

low-energy part of the PE spectrum is mostly dependent on direct ionisation.

However, the PE spectrum is modified by the autoionisation process, which extends

the vibrational progression outside of the Franck Condon envelope for direct

ionisation. The intensity of the vibrational components are also modified and, as is

observed on this Figure, it can happen that two maxima appear on a spectrum

influenced by autoionisation.
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2.2 Indirect processes

Figure 2.3: Schematic diagram illustrating the FCF in autoionisation [5].

The radiationless transition probability γ from the autoionsing level Ψa to the final

ionic state Ψf is expressed as [5]:

γ =
4π2

h
|〈Ψf |W |Ψa〉|2 (2.2.13)

where W is the perturbation function and is totally symmetric. The selection rules

for autoionisation can thus be derived as Ψf and Ψa must have common symmetry

species for the radiationless transition probability γ to be nonzero, that is:

Γ(Ψf) = Γ(Ψa) (2.2.14)
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2.2 Indirect processes

If the electronic, vibrational and rotational motion can be separated from the overall

wavefunction, the selection rule becomes [5]:

Γ(ΨeΨvΨτ )f = Γ(ΨeΨvΨτ )a (2.2.15)

Application of this selection rule may give information about the electronic states

responsible for autoionising resonances when studying PE spectra perturbed by

autoionisation. The intensities of vibrational components in a PE band can be

predicted by the configuration interaction method, as developed by Fano [10, 37].

Two distinct cases are defined in this method. In case (1), the source has a width

narrower than the width of the autoionisation line and is tuned to the maximum of

the autoionising resonance, giving an intensity for the vibrational bands proportional

to [5, 45]:

I ∝ Fif + Fia · Faf · q2 (2.2.16)

where Fif is the Franck-Condon factor for the direct ionisation from the initial

ground molecular state i to the final ionic state f , Fia is the Franck-Condon factor for

the transition to the autoionising level a and Faf is the Franck-Condon factor for the

transition from the autoionising level to the final ionic state. If the source linewidth

δ(hν) is larger than the width of the autoionisation line Γn, as is likely to be the case

in this work, then case (2) applies and the intensities of the vibrational components

in a PE band is given by [5, 45]:

I ∝ Fif + Fia · Faf ·
πq2Γn

2 · δ(hν) (2.2.17)

Both cases assume that the excited state has the same vibrational constants as the
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2.2 Indirect processes

ionic state on which it is built, that only one ionic state is populated in the decay of

the autoionising level, and that only one autoionising state is involved in the

ionisation process.

In Constant Ionic State (CIS) spectroscopy, the intensity of a single photoelectron

feature is recorded as the photon energy is scanned. Discrete structure is observed

only when the photon energy of the radiation coincides exactly with the energy of a

transition to an autoionising state. Threshold Photoelectron (TPE) spectra are also

affected by autoionisation, as will be described in Chapters 5 and 7.

2.2.6 Selection rules for autoionisation in atoms

In the Russell-Saunders coupling, the following selection rules apply for autoionising

transitions between two states:

∆L = 0,±1 with the exception L = 0 = L = 0

∆l = ±1, for the promoted electron

∆S = 0 (2.2.18)

∆J = 0,±1 with the exception J = 0 = J = 0

no change of parity (Laporte rule)

Parity is determined from the sum Σili over all electrons in each state These selection

rules are not always followed and another coupling scheme, the Jcl (JK) coupling

scheme sometimes applies, as will be seen in Chapter 6 where the study of iodine

atoms is described.
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2.3 Angle resolved studies

2.3 Angle resolved studies

The angular distribution of photoelectrons emitted with a polarised photon source is

not usually the same in all directions. As a result, the band intensities in PE and CIS

spectra depend on the angle of detection of the photoelectrons with respect to the

direction of polarisation of the photon source. Synchrotron radiation, being strongly

polarised, allows the study of the angular distribution of the photoelectrons. The

differential cross section angular distribution (dσ/dΩ, where σ is the cross section and

Ω is the solid angle collected) for polarised radiation and randomly orientated

molecules in the electric dipole approximation can be expressed as [5]:

dσ

dΩ
=

σ

4π
[1 + βP2cosθ] (2.3.1)

where θ is the angle between the direction of detection of the electron and the

direction of the electric field, β is the asymmetry parameter and P2(cosθ) is the

second order Legendre polynomial:

P2(cosθ) = (3/2cos2θ − 1/2) (2.3.2)

The electric dipole approximation also states that the selection rule ∆l = ±1 applies

for photoionisation where l is the azimuthal quantum number for the electron moved.

As a result, photoionisation from an atomic orbital of angular momentum, l > 0, will

give rise to two outgoing electron waves of angular momentum (l + 1) and (l − 1).

Both waves can interfere with one another, as is manifested by the difference in phase

shifts, cos(δl+1 − δl−1) in the Cooper Zare formula for β [34] :
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β =
l(l − 1)R2

l−1 + (l + 1)(l + 2)R2
l+1 − 6(l + 1)Rl+1Rl−1cos(δl+1 − δl−1)

(2l + 1)[lR2
l−1 + (l + 1)R2

l+1]
(2.3.3)

where δl±1 are the phase shifts of the lth partial wave and R is the radial matrix

element, expressed as:

Rl±1(ε) =

∫ ∝

0

Pnl(r)rPε,l±1(r)dr (2.3.4)

Photoelectron emission is a two step process with 1) absorption of a photon by a

neutral molecule and 2) the escape of the photoelectron. The escape can be

accompanied by a transfer of angular momentum between the photoelectron and the

ionic core. The photoelectron ejection can thus be schematically represented as:

X(J0π0) + hν(jγ = 1, πγ = −1)→ X+(Jcπc) + e−1[lsj, πe = (−1)l] (2.3.5)

where X(J0π0) and X+(Jcπc) represent the atom and resultant ion, with total

angular momentum J and parity π. The angular momentum transferred between the

molecule and the ion and photoelectron, jt, is defined by:

jt = jγ − l = Jc + s− J0 (2.3.6)

The allowed values of jt are those consistent with the conservation of the total

angular momentum [34,46]:

J0 + jγ = Jc + s+ l (2.3.7)
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2.3 Angle resolved studies

The conservation of parity π also implies:

πγπ0 = −π0 = πc(−1)l (2.3.8)

The values of jt are thus either parity favoured or parity unfavoured. When jt is

parity favoured, l = jt ± 1 [47]. When jt is parity unfavoured, l = jt and the

asymmetry parameter, βunf is -1; hence the angular distribution is energy

independent. In general, the asymmetry parameter is given as a weighted average of

the various β(jt):

β = ΣJcs

(

Σfav
jt
σ(jt)favβ(jt)fav − Σunf

jt
σ(jt)unf

σ

)

(2.3.9)

where the expressions for β(jt)fav, σ(jt)fav and σ(jt)unf are given by Dill and

co-workers [46, 48] in terms of scattering amplitudes. This expression of β is valid

only in the absence of all anisotropic interactions between the departing electron and

the ion. In this case, jt is limited to the single value of l0, which is the initial orbital

angular momentum of the photoelectron. During the second stage of the

photoionisation process, additional angular momentum transfer can arise, with the

limitations expressed in equation 6.11. The Cooper Zare model does not consider the

exchange between the ion core and escaping electron, hence parity unfavoured angular

momentum transfers with values of jt 6= l0 are excluded. Dill et. al. [48] have studied

the influence of these anisotropic interactions for the photoionisation of atomic sulfur

(which is an open shell system) and found that angular momentum transfers jt 6= 0

contribute by a small amount to the asymmetry parameter β and to the cross

sections. The Cooper Zare model is thus most accurate for closed shell systems.

To ensure that dσ/dΩ is positive for all values of θ in the Cooper Zare formula, the β

parameter can take values from −1 ≤ β ≤ +2. β = +2 corresponds to a pure cos2θ
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2.3 Angle resolved studies

distribution with preference of the photoelectrons to be along the vector axis, β = −1

corresponds to a pure sin2θ distribution with preference of the photoelectrons to be

perpendicular to the vector axis and β = 0 corresponds to an isotropic distribution.

Using equation 2.3.3 the β values for some atomic ionisations can be derived and are

given in Table 2.2 [12].

Transition β value

s → p β =2

p → s β =0

p → d β =1

d → p β =0.2

p → f β =0.8

Table 2.2: β values for some atomic ionisations obtained from the Cooper Zare formula

[12].

Analogous behaviour is observed in molecules. For example, if a molecular orbital is

composed primarily of atomic s orbitals, β is likely to be large and the outgoing

electron wave will have predominately p character. The asymmetry parameter

depends mostly on the character of the molecular orbital from which an electron is

removed, and is therefore normally constant within a particular photoelectron band.

However, it is seriously affected by autoionisation, so that the band intensities in PE

and CIS spectra can be affected by the angle at which the spectra are measured.

Experimentally, β values can be determined by using the following equation for the

cross section:

dσ

dθ
=

σ

4π

[

1 +
β

4
(3Pcos2θ + 1)

]

(2.3.10)

For linearly polarised radiation (P = 1), the intensities measured at θ = 0◦ is:
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I0 =
σ

4π
(1 + β) (2.3.11)

and at θ = 54◦44′ (in which case the measured intensity is proportional to the total

photoionisation cross section and independent of β):

I54◦44′ =
σ

4π
(2.3.12)

The ratio of these intensities R can be written as:

R =
I0

I54◦44′
= (1 + β) (2.3.13)

This gives

β = R− 1 (2.3.14)

Thus, by recording PE or CIS spectra at two angles, θ = 0◦ and θ = 54◦44′, it is

possible to obtain the β values. In this way, further information can be obtained

about the photoionisation process, mainly concerning the character of the initial

orbital and the nature of the free electron wavefunction. β values have been

calculated during the iodine atom study, as will be seen in Chapter 6.

2.4 Conclusion

In this Chapter, the relevant basic principles related to photoelectron spectroscopy

have been reviewed. The principles of direct and indirect photoionisation were
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2.4 Conclusion

considered along with their selection rules. The Franck Condon principle was

presented with its applications to both direct and indirect ionisations, and the basic

ideas of angularly resolved measurements were also briefly introduced. These

principles have been applied to the analysis of the results obtained during this work,

as will be seen in the following chapters.
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Chapter 3

Experimental

This chapter describes the photoelectron spectrometer and the Synchrotron

Radiation Source used in this work. A detailed description of the photoelectron

spectrometer is given in section 3.1 while a description of the preparation of the

reactive intermediates studied during this project is given in section 3.2. Section 3.3

presents the different modes of spectral acquisition allowed by the spectrometer and

section 3.4 describes the Synchrotron Radiation Source and mode of operation.

3.1 The photoelectron spectrometer

The Southampton PES group has been studying short-lived molecules by

photoelectron spectroscopy since the first successful photoelectron spectroscopic

study of a reactive intermediate was performed, in 1970, by Jonathan et. al. [13].

Several spectrometers were designed and built to be used in laboratory-based

experiments with discrete line sources of vacuum ultraviolet (VUV) radiation,

obtained from a discharge in an inert gas, for the study of the electronic structure of
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3.1 The photoelectron spectrometer

such molecules [14, 15]. However, the development of synchrotron radiation offered

new possibilities and a new spectrometer was designed and built, by Dr A. Morris,

especially for the study of reactive intermediates in the gas phase, using synchrotron

radiation [17]. It was initially used at the UK Synchrotron Radiation Source (SRS)

facility at Daresbury [16, 23] and later at ELETTRA, in Italy [22, 49, 50]. The

spectrometer was built to utilise the fact that synchrotron radiation is tunable and

polarised, and thus allows angular distribution measurements to be performed as a

function of the photon energy. It has also recently been modified to allow Threshold

Photoelectron Spectroscopy (TPES) measurements. This new feature was first tested

during the course of this project [51].

The main components of the spectrometer are the ionisation chamber, a

three-element lens system, an electron energy analyser, an electron detector and a

radiation source. Each chamber is evacuated to sufficiently low pressure to allow

electrons to be transmitted from the point of production to the detector. Also,

sufficient pumping capacity is built in to allow rapid transportation of the reactive

species from the point of production to the photoionisation region. Constraints were

imposed on the design of the spectrometer to prevent contamination of the

monochromator optics at the synchrotron radiation source. The degree of sample

differential pumping was increased from that in a PE spectrometer at Southampton

and each chamber is evacuated by a separate turbomolecular pump. The design also

needed to allow for the alignment of the spectrometer with the photon beam. This

was achieved by building in wheels for mobility and adjustable legs to align the

interaction region with the photon beam. Fine adjustments are permitted by two

plates that allow translation movements and one plate which allows rotation of the

spectrometer . The spectrometer can thus be aligned so that the interaction region is

at the focal point of the photon beam before connecting it with the beamline.

Figure 3.1 shows a schematic diagram of the spectrometer in the plane perpendicular
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3.1 The photoelectron spectrometer

Figure 3.1: Cross section of the spectrometer in the direction of the photon beam.

PB indicates the photon beam, B the boxes, L the lenses, A the 180◦ analyser, M the

magnetic shielding and D the detector

to the photon beam which shows the principal features of the design. The sample

gases are introduced via an inlet system into the ionisation region where they interact

with the photon beam (labelled PB in Figure 3.1). To improve the pumping

efficiency, the interaction region is enclosed by two metallic boxes (B in Figure 3.1)

that are differentially pumped. A schematic diagram of the pumping system of the

spectrometer is shown in Figure 3.2, which is described in the next section. Both

boxes are coated with graphite in order to reduce any local electric fields that would
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3.1 The photoelectron spectrometer

affect the trajectory of the electrons. The first box (closest to the ionisation region) is

earthed. From the interaction region, the ejected photoelectrons travel through the

lens system (L in Figure 3.1). This lens system allows the spectrometer to be used in

constant pass energy mode. The first lens element is electrically connected to the

outer box. It is usually earthed as well, except when TPES spectra are recorded, in

which case an extraction voltage is applied. The third lens element accelerates (or

decelerates) the electrons so that they enter the analyser (A in Figure 3.1) with

appropriate energy while a voltage is applied to the second lens element that focusses

the electrons onto the entrance slit of the analyser (this voltage is predetermined by a

focus curve). The analyser consists of two concentric 180◦ hemispherical electrodes

with a mean radius of 100 mm. The electrons are detected by a channeltron (D in

Figure 3.1) which sends the signal to a standard electronic counting system. The

spectrometer is mainly made of aluminium alloy and non-magnetic materials to avoid

any local electric and magnetic fields that could affect the motion of the electrons.

The box surrounding the ionisation region, as well as the lenses, analyser and

detector are enclosed in thin shielding made of µ−metal (M in Figure 3.1) to avoid

any local fields that would affect the trajectory of the photoelectrons. This alloy has

a high magnetic permeability that constrains magnetic fields to pass within it rather

than through it.

3.1.1 The vacuum system

The spectrometer needs to be kept at low pressure, P ≤ 1× 10−5 mbar, to ensure

that the photoelectrons do not undergo inelastic collisions with the background gas

between photoionisation and detection. Low pressure is also necessary to avoid

absorption of the photons and contamination of the beamline optics. .

Figure 3.2 shows the differential pumping system [52] used on the spectrometer.
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3.1 The photoelectron spectrometer

Figure 3.2: Cross section of the pumping system of the spectrometer

There are four turbomolecular pumps on the spectrometer, P1 to P4, each one backed

by a rotary pump. P4 cannot be seen in Figure 3.2 as it is behind the ionisation

region and pumps the analyser and detector region (see Figure 3.4 in section 3.1.5).

It is a Leybold Turbovac 600 (600 l.s−1). As can be seen in Figure 3.2, the two boxes

surrounding the interaction region are separately pumped by P1 and P2, thus

increasing the pumping efficiency. These are 400 l.s−1 pumps (Leybold Turbovac

361C). The vacuum between the spectrometer and the synchrotron radiation source is

maintained by P3, a 1000 l.s−1 pump (Leybold Turbovac 1000). P1 and P2 are fitted

with purge valves, which reduce the bearings contamination when working with

corrosive gases. There is also a Pirani gauge connected to each rotary pump to

measure the pressure on the backing line in each part of the spectrometer. The base

pressure of the spectrometer is about 2× 10−7 mbar, as measured outside the boxes,

on the wall of the ionisation chamber, by an ionisation gauge. This pressure rises

when sample gas is admitted into the ionisation chamber. However, as long as the

spectrometer pressure does not exceed 1× 10−5 mbar, there is no significant change of

pressure on the beamline pressure gauges. This indicates that the differential
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3.1 The photoelectron spectrometer

pumping is sufficiently efficient to avoid contamination of the beamline optics.

3.1.2 The hemispherical electron analyser

The electron energy analyser, labelled A in Figure 3.1, consists of two concentric 180◦

hemispheres (inner and outer sectors) made of aluminium alloy. Both hemispheres

are held at different voltages, Vi and Vo, and have different radii, Ri and Ro

respectively. To select the mean pass energy, Epass, of the electrons, the voltages

applied to the hemispherical electrodes need to be selected. On this spectrometer, Ri

= 80 mm and Ro = 120 mm; the inner separation is 40 mm. In order to obtain the

required pass energy, Epass, the hemispheres must be at voltages given by [1]:

Vi = Epass
Ro

Ri
(3.1.1)

Vo = Epass
Ri

Ro

(3.1.2)

The analyser is usually operated in constant pass energy mode (usually 5 eV). For

that, the voltages applied to the hemispheres are floating with respect to the voltage

of the third lens, thus keeping the pass energy constant throughout a spectrum.

When photoelectron (PE) spectra are recorded, electrons are transmitted from the

photoionisation point to the analyser entrance slits by a three element lens system (L

in Figure 3.1). The total width of the entrance and exit slits of the analyser, ∆S,

contributes to the base width, ∆Eb, of a photoelectron band, along with the radii of

the hemispheres. ∆Eb is related to the pass energy, Epass, via, [5]:

∆Eb =
∆S

Ri +Ro
Epass (3.1.3)
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where ∆S = ∆Sentrance + ∆Sexit. The full width at half maximum, ∆E1/2 is then

related to the base width, ∆Eb by [53]:

∆Eb

∆E1/2

= 2.7 (3.1.4)

In this work, the slits are each 1 mm wide which gives a ∆E1/2 of 18 meV for a pass

energy of 5 eV. This resolution can be improved by decreasing the slits size or the

pass energy but this is accompanied by a loss of intensity. Equation 3.1.3 neglects the

angular acceptance of the analyser, α [53]. Other factors also contribute to the

resolution of a photoelectron band like the radiation bandwidth, the Doppler

broadening [25] and small fields that affect the motion of the electrons [54]. The last

contribution is particularly important at small electron energies, as low energy

electrons are much more affected by stray fields. The hemispheres, as well as the lens

elements and boxes are coated with a conductive layer of graphite to minimise these

potentials. However, the use of corrosive gases gradually reduces the efficiency of the

spectrometer. The hemispheres, lenses and boxes then need to be taken apart for

cleaning and replacement of the graphite coating. In practice, when a photoelectron

spectrum of the (3p)−1 ionisation of argon is recorded at 5 eV pass energy, the half

width, ∆E1/2 is about 40 meV.

3.1.3 The lens system

As previously stated, a three-element lens system was inserted between the ionisation

region and the electron energy analyser in order to operate this spectrometer in

constant pass energy mode, Epass. This allows constant resolution and transmission

for electrons throughout a spectrum. The pass energy is usually 5 eV. The lenses are

made of cylindrical aluminium elements, electrically insulated from each other. The
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first element of the lens system (the elements nearest to the photon beam, PB in

Figure 3.1) is usually earthed so that the ejected photoelectrons maintain their initial

kinetic energy, Ei. The third lens element accelerates (or decelerates) the electrons so

that they enter the analyser with the appropriate energy. The voltage of this lens is

determined by the following equation:

V3 = Epass −Ei (3.1.5)

The second lens element is at a voltage V2 that focusses the electrons onto the

entrance slit of the analyser. It acts as a focussing element so that the exit slit of the

lens system becomes the optical image of the entrance slit. V2 is generated

experimentally by optimising this voltage for a particular photoelectron signal at

different kinetic energies, at a selected pass energy. To obtain an energy shift of a

particular photoelectron band in Southampton (where only the HeI(α) line source is

available), an external voltage is applied to the inner box. The optimum values of V2

that give the most intense and well-resolved PE band are recorded and a curve is

generated by plotting (Ei + V2)/Ei vs Epass/Ei [55]. This curve is fitted with a fourth

order polynomial. The coefficients obtained are used as input in the controlling

software which gives the optimum focussing voltage V2 at a specific electron kinetic

energy. This focus curve may change when the spectrometer is cleaned or when doing

experiments with a microwave discharge on the inlet system. An example of a focus

curve determined in this work with equation

y = 1.22224 + 2.85281× x− 0.57852× x2 + 0.04273× x3 − 0.00111× x4, is given in

Figure 3.3.
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Figure 3.3: Focus curve obtained in this work with a fourth order polynomial fit.

3.1.4 The detector and electronics

The photoelectrons that have passed through the lens system and hemispherical

analyser arrive at a single channel electron multiplier, also called a channeltron, to be

detected (D on Figure 3.1). The signal from the photoelectrons is converted into

voltages pulses and is preamplified and amplified before being passed to a General

Purpose I/O National Instrument card, plugged into the computer. LABVIEW

software designed for this spectrometer displays the spectrum on the screen. This

software is interfaced with the beamline control system at Elettra to allow movement

of the monochromator, thus allowing the photon energy in the ionisation chamber to

be swept. The voltages applied to the lenses, hemispheres and outer box (for TPES)

are determined by this software and sent from digital to analogue converters (DACs)

in the computer to be amplified by Kepco power supplies before being delivered to

the spectrometer.
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3.1.5 The rotation mechanism

Figure 3.4: Schematic views of the rotation mechanism taken in the direction of the

photon beam. The two extreme positions are shown, with angles θ = 0◦ and θ = 75◦

between the photon beam polarisation direction, P, and the direction of the electron

detection (e−)

With this spectrometer, angular distribution measurements can be performed by

measuring PE spectra at two different angles with respect to the direction of the

linearly polarised beam, as discussed in Chapter 2. The apparatus was built with a

vertical and a horizontal arm attached to P3 and P4 (as seen in Figure 3.4) that are

moved with a screw-drive mechanism. This mechanism allows the whole spectrometer

to rotate, vacuum system included. There are other ways of performing angular

distribution measurements, such as using a magnetic angle changer in the ionisation

region [56] or rotating the polarisation of the photon source (in laser

experiments) [57]. However, as the plane of polarisation of the photon source could
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not be rotated, the spectrometer was built to rotate and Figure 3.4 shows the two

extreme rotation positions, with angles θ = 0◦ and θ = 75◦ between the photon beam

polarisation direction, P, and the direction of the electron detection (e−). When

rotating the spectrometer, it is important to make sure that the detection efficiency

of the spectrometer stays the same. The main changes in the detection efficiency arise

from small misalignments between the axis of rotation and the direction of the

photon beam. To account for this, the PE spectrum of helium (1s)−1 is recorded at

each angle and the angular distribution parameter, β, for photoionisation of helium

(which is well established as 2.0) is evaluated (at hν = 28.0eV ). A comparison

between the measured β parameter and the known β parameter of helium allows the

determination of a correction factor that can be applied to each spectrum recorded

while doing angular distribution measurements (see Chapter 6 for a more detailed

explanation).

3.1.6 The HeI(α) photon source

Before the use of Synchrotron Radiation Sources in PE measurements, the reaction

conditions for production of a selected reactive intermediate need to be optimised in

Southampton. This is done by using a laboratory VUV source. The laboratory

radiation source used with this spectrometer is the helium discharge photon source.

Its principle of operation is as follows. A high-voltage potential is applied across a

differentially pumped cell containing flowing helium gas, creating a discharge that

excites the atoms to neutral and ionic excited states. The excited atoms then decay

emitting radiation in the form of a line spectrum. Two types of radiation are present

in a helium discharge; one coming from the decay of excited neutral atoms, with the

strongest line at 21.21 eV (known as the HeI(α) line). This originates from the

He(1s2)1S0 ← He (1s12p1)1P1 emission. The other radiation comes from the decay of

singly ionised atoms, the strongest line, known as HeII(α), occurs at 40.81 eV. During
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the test experiments in Southampton, the HeI(α) line is used. The photon source

operates under low-pressure conditions which are maintained by two backing pumps,

a rotary pump and a diffusion pump. The discharge is produced inside a narrow

quartz capillary by applying a high voltage between the anode and the cathode. The

photons are then directed to the target region by a Pyrex capillary. If the helium

pressure is too high, some helium atoms enter the ionisation chamber, reducing the

partial pressure of the sample gas that can be added.

3.2 Sample production

Most of the molecules studied during this project have short lifetime at low pressure

in the gas phase and so must be produced in situ and fed into the ionisation region

before they have time to react. In this work, a fast atom-molecule reaction is used to

produce the reactive intermediate of interest, where atoms are produced by a

microwave discharge at 2.45 GHz in a flowing gas and react with a stable target

molecule, introduced via an inner inlet tube [58]. The inlet system used in this

project when working with a microwave discharge is shown in Figure 3.5. It consists

of two glass tubes, an inner inlet tube and an outer inlet tube. The side of the outer

inlet tube has three 90◦ bends to prevent low energy electrons produced in the

discharge from entering the ionisation region. In the Southampton PES group,

fluorine atom subtraction is often used to prepare a reactive intermediate for study

by PE spectroscopy. This is because fluorine atom abstraction reactions are rapid

and often occur at or near collision frequency, and the species F, HF and F2 all have

first ionisation energies above 15 eV and hence do not contribute to the lower

ionisation energy region enabling the search for reactive intermediate bands to be

made easier [59–61]. When working with a microwave discharge of fluorine with

helium (to make F atoms), the inside of the outer inlet tube and the whole inner inlet
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tube need to be coated with teflon to avoid attack of the glass by fluorine atoms and

the discharge cavity is placed on an alumina section to avoid melting of the teflon due

to the heat of the discharge [62]. The distance between the end of the inner inlet tube

and the photon beam is called the mixing distance. This is adjusted to give the

maximum signal of the reactive species of interest. It is usually determined, along

with the optimum reagent partial pressures, during test experiments carried out in

Southampton.

Figure 3.5: Schematic diagram of the inlet system used in this work

During this project, several reactive intermediates were studied. The choice of these

intermediates must take into account the feasibility of the reaction. The first

requirement is that the ionisation energy of the reactive intermediate must be higher

than 10 eV, as the photon intensity decreases rapidly below this at beamline 4.2 at

Elettra (see Section 3.4). The second and obvious requirement is that it is necessary
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to observe the intermediate with the photoelectron spectrometer. Consider the

following consecutive reactions:

A + B → C + D - - reaction (1)

C + E → F + G - - reaction (2)

If the reactive intermediate, C, is of interest then for it to be observed in PES, there

are several factors to consider. First, the primary reaction should produce enough

intermediate for it to be detected (the detection limit of photoelectron spectroscopy is

about 10−10 to 10−11 molecules.cm−3 with the photon source and spectrometer

used) [63]. This means that C should be produced rapidly and not be removed too

fast. In practice, experiments in the Southampton PES group have shown that with

the pumping system used, the rate constant of reaction (1) should be about 10−10 to

10−11 cm−3.molecules.s−1 and the rate constant of reaction (2) should be about 10−13

to 10−12 cm−3.molecules.s−1 [63].

The first experiments of this project were carried out on iodine atoms and IF, which

have first ionisation energies of 10.451 eV [60,61] and 10.62 eV [64] respectively.

Iodine atoms and IF were obtained as secondary products of the following reaction:

Primary reaction: F + CH2I2 → CH2I + IF

Subsequent reactions: F + CH2I →[CH2IF]† →CH2F + I

→ CHF + HI

The rate constant for the first reaction, k1 = 1.69× 10−10 cm3.molecules−1.s−1 at

25◦C [65]. The rate constant of the second reaction is not known but IF can also be

obtained from another reaction pathway:

F + CH2I → IF + CH2
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with k = 3.50× 10−10 cm3.molecules−1.s−1 at 25◦C [65]. This route also contributes

to the IF concentration. In this work, which is described in Chapters 5 and 6, F

atoms were produced by passing a flowing mixture of 5% F2 and helium through the

microwave discharge. CH2I2 was introduced by the inner inlet tube. Several test

experiments were performed to find the optimum mixing distance and optimum

reagent pressures. It was found that iodine atoms were maximised at a mixing

distance of about 4 cm from the photon beam while the IF bands maximised at a

mixing distance of about 3 cm. Argon was added to the reaction mixture in order to

allow optimisation of the electrode voltages when TPE spectra are recorded. The

results obtained from the study of I and IF are presented in Chapters 5 and 6.

SF2, which was also studied in this work (see Chapter 8), was produced in a similar

way by reacting F + OCS:

Primary reaction: F + OCS → SF + CO

Subsequent reaction: SF + SF → SF2 + S

Followed by: S + S + M → S2 + M

The rate constant of the primary reaction, F + OCS is k1 = 1.8× 10−11

cm3.molecules−1.s−1 at 25◦C and the subsequent reaction, SF + SF has a rate

constant of k2 = 2.5× 10−11 cm3.molecules−1.s−1 at 25◦C [66]. In this case, k2 is

faster than k1 which explains why SF was never seen in PE experiments, even when

experiments were carried out to search for it. The optimum mixing distance for the

study of SF2 was found much lower in this case, at 0 cm. Since TPE measurements

were also performed on SF2, argon was added to allow optimisation of the electrode

voltages. At this short mixing distance, the contribution of S2 from the

recombination reaction S + S + M → S2 + M is minimised.

Some reactive intermediates can be produced by discharging directly their parent

molecules. For example, CF2 was obtained by a microwave discharge of flowing
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hexafluoropropene, C3F6, diluted with argon. In this case, the inlet system is

modified to a simpler version as both gas and carrier are introduced along the same

inlet tube. The inner inlet tube is not necessary and is replaced by a simple blank

screw top. The microwave discharge of C3F6 also produces C2F4 which was also seen

in the spectra. The results obtained are shown in Chapter 7.

3.3 Types of spectra

The spectrometer has been designed to allow three different types of spectra, PE, CIS

and TPE spectra, to be recorded. They can be described as follows:

3.3.1 Photoelectron Spectroscopy (PES)

In photoelectron (PE) spectroscopy, the energy of the incident radiation is kept fixed

and the yield of photoelectrons is measured as a function of their kinetic energy [1].

As previously stated, the spectrometer is operated at fixed pass energy; it is therefore

the voltage on the third lens that is scanned to obtain this kind of spectrum.

Photoelectron spectra allow ionisation energies to be measured and provide a map of

the ionic states that are accessed, as explained in Chapter 2. The overall resolution of

a photoelectron band depends on the resolution of the analyser (∆E1/2 value) and the

bandwidth of the radiation and is usually about 40 meV (see section 3.1.2).

3.3.2 Constant Ionic State (CIS) spectroscopy

Unlike photoelectron spectra that can be recorded with a fixed-energy radiation

source, Constant Ionic State (CIS) spectra require a photon source that can be
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scanned. This is provided by a Synchrotron Radiation Source. In CIS spectra, the

kinetic energy of the electrons is scanned simultaneously with the energy of the

radiation while maintaining their difference equal to the ionisation energy of the

process under investigation, thus keeping the energy separation between the initial

molecular state and the final ionic state equal. In this way, a selected ionisation

process (for example, a vibrational component of a photoelectron band or an atomic

ionisation) can be monitored [67]. CIS spectra show discrete structure when the

radiation is resonant with a highly excited neutral state that autoionises to the ionic

state under investigation (see Chapter 2). A map of Rydberg states above an

ionisation threshold can therefore be obtained. The resolution in CIS spectra only

depends on the radiation bandwidth and can be as low as a few meV. Before running

a CIS spectrum, a conventional PE spectrum is usually acquired to determine the

ionisation energy of the particular band to be monitored. In this work, iodine atoms

were studied by CIS and the results obtained are shown in Chapter 6.

Both angle-resolved CIS and PE experiments can be performed with the

spectrometer used. Indeed, the angular distribution parameter, β, can be estimated

at a selected photon energy by recording PE or CIS spectra at two or more angles

with respect to the direction of polarisation of the photon source (see Chapter 2),

giving further information about the photoionisation process, mainly concerning the

character of the initial orbital and the nature of the free electron wavefunction.

3.3.3 Threshold Photoelectron Spectroscopy (TPES)

Threshold Photoelectron Spectroscopy (TPES) provides information to complement

that obtained from conventional PE spectroscopy, where overlapping bands can be a

problem, especially when studying reactive molecules (the typical resolution of the

spectrometer is about 40 meV (∆E1/2) when PE spectra are recorded). The
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spectrometer used in this work was recently modified to allow TPE spectra to be

recorded. In TPE spectra, the yield of near zero kinetic energy photoelectrons is

recorded as a function of the photon energy [68–70]. To allow the extraction of low

kinetic energy electrons, a small electrostatic field is applied to the interaction region.

This penetrating field produces a saddle point in the potential distribution, focussing

the low energy electrons toward the lens system [11]. The sensitivity is increased as

the photoelectrons are collected over a solid angle of 4πsr. A TPE spectrum is

obtained by sweeping the photon energy and detecting low energy (≤ 5 meV)

electrons. This results in a significant improvement of the resolution (∼ 5 meV) but

also means a loss of angular information.

Figure 3.6: Schematic diagram of the interaction region and lens system with voltages

typically used in TPES , showing a simulation of trajectories of 1 meV photoelectrons.

The photon beam (denoted PB), is at right angles to the plane shown and EA shows

the direction of the electron energy analyser [51].

Figure 3.6 shows a schematic diagram of the interaction region and lens system with

typical potentials used when recording TPE spectra, with a simulation of trajectories

of 1 meV photoelectrons with an extractor potential of 100 V. Higher energy electrons

are largely unaffected by the extraction voltage. However, some energetic electrons

may pass through the lens system if they have initial trajectories along the axis of the

lens system. These would create a high energy tail on a photoelectron band but these
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energetic electrons are discriminated against by the hemispherical electron energy

analyser. The entrance slit of the lens system also discriminates against more

energetic electrons as can be seen in Figure 3.6. A threshold electron will be produced

whenever the photon energy is equal to the ionisation energy of an ionic state. TPES

therefore maps out the energy levels of the ion. TPE studies of SF2, CF2 and I and IF

were carried out during this project and the results are shown in Chapters 5, 7 and 8.

3.3.4 Normalisation of the spectra and calibration of the

photon energy scale

In order to allow comparison of experimental CIS spectra, these spectra need to be

corrected for the change in photon flux with photon energy and the change of

transmission function of the spectrometer. Similarly PE spectra need to be corrected

for the analyser transmission function and TPE spectra need to be corrected for the

change in photon intensity with photon energy. The intensities of the bands are

normalised by the photon flux and then corrected for the transmission of the

spectrometer. The photon flux as a function of photon energy is estimated from the

current measured on the beamline gold mirror placed just before the glass capillary

that channelled the radiation into the spectrometer ionisation chamber. From the

current measured on the mirror the photon flux can be calculated using the quantum

efficiency of gold. The transmission function of the spectrometer, for electrons of

different initial electron kinetic energy, is determined by measuring the intensity of

the helium (1s)−1 photoelectron band (IE = 24.58 eV) at different photon

energies [36]. The intensity of the helium (1s)−1 band is usually measured in the

26-35 eV photon energy range, from which the efficiency of the analyser can be

calculated using the absolute photo-ionisation cross-section of helium in this

range [71]. In this way the analyser efficiency can be plotted as a function of the

electron kinetic energy and the curve is used to correct the experimental PE and CIS
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spectra for the transmission of the spectrometer.

The degree of linear polarisation (P=1) of the synchrotron radiation on the beamline

BL4.2 at Elettra (see next section) is well established [72]. For a given sample gas,

the asymmetry parameter (β) is measured at selected photon energies and over a

photon energy range, by recording PE and CIS spectra at two different angles (θ = 0◦

and θ = 54◦44′) with respect to the direction of polarisation of the photon source.

The angle of θ = 54◦44′ corresponds to the angle at which the measurement is

independent of β thereby permitting a straightforward determination of the relative

partial cross section. The β parameter is then calculated from the expression:

β = R− 1 where R = I0/I54◦44′ is the ratio of the experimental intensities at these

two angles (see Chapter 2), after applying the above corrections. For the

measurements of angular distribution parameter, it is important that the efficiency of

the analyser does not change when the spectrometer is rotated. The change of the

efficiency of the analyser on rotation arises from small misalignments between the

axis of rotation and the direction of the photon beam. In order to quantify this

contribution a correction factor was evaluated by measuring the intensity of the He

band which has a well established asymmetry parameter (β = 2) at θ = 0◦ and at

θ = 54◦44′. From the comparisons between the calculated asymmetry parameter and

the known asymmetry parameter, the correction factor is determined.

The photon energy is usually calibrated in the 10.5-29.0 eV region using the energies

of the Ar 3s3p5(2S1/2)np← 3s23p6(1S0) resonances [73] and He 1s1np← 1s2

absorption lines [74]. The Ar resonances are obtained by recording CIS spectra of the

first band (first component) of the (3p)−1 ionisation of argon in the photon energy

region 26.0-29.0 eV. The absorption spectra of He were recorded by measuring the

current on the aluminium plate at the back of the spectrometer in the photon energy

ranges 21.0-24.0 eV using first order radiation and in the 11.5-12.3 eV region using

second order radiation. These procedures were used to normalise every spectra
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recorded during this work.

3.4 The Synchrotron Radiation Source

Photoionisation experiments require a monochromatic source of ultraviolet radiation.

A helium discharge photon source is used at Southampton when testing the

spectrometer and setting up reaction conditions (as described in Section 3.1). The

ELETTRA photon source is used when acquiring PE, CIS and TPE spectra on

reactive molecules using synchrotron radiation.

3.4.1 History of Synchrotron Radiation

Synchrotron Radiation was first observed in 1947 at the General Electric 70-MeV

synchrotron [75, 76]. However, the production of radiation from moving charges was

first predicted in 1898 by Lienard, who obtained a formula for the rate of radiation

emitted from the centripetal acceleration of an electron [77]. The classical theory was

further developed by Schott [78] who received the Adams Prize in 1908 for his

expression of the angular distribution of the radiation. Interest in the radiation as an

energy-loss mechanism was lost for a few decades until Blewett published a paper on

the effects of radiative energy losses on the operation of electron accelerators [79]. He

calculated the effects of the radiative energy losses on the electron orbits and showed

that these were observed in the General Electric 100-MeV betatron in 1946; at that

time the radiation itself had not yet been seen. Blewett started a search for the

radiation which, from the work of Ivanenko and Pomeranchuk, he expected to be

significant at the 100 MeV betatron [80]. According to calculations made by

Schwinger [81, 82], the radiation spectrum was supposed to appear in the near

infrared or visible range. Unfortunately, the tube in which the electrons circulated
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was opaque and Blewett searched in the radio and microwave regions. The radiation

was not seen from the betatron and a 70-MeV synchrotron was then built in 1946 by

Pollock and his team [83] in the same laboratory. On April 24th 1947, intermittent

sparking occurred in the synchrotron. The coating of the electron tube was

transparent, which allowed a technician to look inside with a mirror. Instead of

sparking, he saw an arc in the tube, which was quickly recognised by Langmuir as

synchrotron radiation, or Schwinger radiation as he called it [84]. The properties of

the radiation were investigated by subsequent measurements at the General Electric

synchrotron, as well as at the 250 MeV synchrotron at the Lebedev Institute in

Moscow, to establish its spectral and polarisation properties. In the 1950s, these

investigations were extended by several groups, like Tomboulian and Hartman [85],

who confirmed the spectral and angular distribution of the radiation with a

grazing-incidence spectrograph in the ultraviolet region at the 320-MeV electron

synchrotron at Cornell. In the 1960s, an experimental programme using synchrotron

radiation was started at the National Bureau of Standard (NBS) where its 180-MeV

electron synchrotron was modified to allow access to the radiation via a tangent

section into the machine’s vacuum system. In the late 1960s the first synchrotron

program on a storage ring began at the 240-MeV ring, Tantalus I, at the University

of Wisconsin [86]. It was used for synchrotron radiation research and had a total of

ten beamlines with monochromators.

3.4.2 Evolution of synchrotron radiation sources

Tantalus I started the first generation of storage rings as a source of synchrotron

radiation and showed that they offered far more possibilities than synchrotron beams

with their stability and constant spectral distribution. Synchrotron beams had

repeated injections, accelerations and extractions while storage rings offered a

continuous beam, at fixed current, for many hours. Interest in storage rings spread
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quickly and more were built in Europe and Japan. In 1971, a 540-MeV ACO storage

ring was built at the Orsay laboratory in France. The NBS converted its synchrotron

into a 250-MeV storage ring (SURF II) in 1974 and the same year, the 300-MeV

storage ring was commissioned by the INS-SOR group in Tokyo. The 2.5-GeV

SPEAR ring at the Stanford Linear Accelerator Center (SLAC) was the first

multi-GeV storage ring to provide X-rays to a large community of users. It provided

a spectral range from 6 eV to 30 keV and had five user stations, each with a

monochromator [87].

The first generation of storage rings was also called a parasitic facility as the

accelerators were built mainly for high-energy or nuclear physics. They were

electron-positron colliding-beam machines operated to provide high collision rates

without blowing up the beam, which often meant low beam currents. However, even

when used in parasitic mode, the advantage of using synchrotron radiation from a

stable storage ring was evident and the demand for storage rings dedicated to the

production of synchrotron radiation was quickly growing.

The 2-GeV Synchrotron Radiation Source (SRS) at the Daresbury Laboratory in the

UK was the first built especially for this purpose, when the 5-GeV NINA electron

synchrotron shut down in 1977. The first experiments began in 1980 and the SRS

grew to 40 experimental stations [88]. Other second generation storage rings were

built elsewhere and some of the first generation facilities evolved towards second

generation status. It was soon acknowledged that a third generation of facilities with

lower emittance and long straight sections for undulators would allow even higher

brightness.

Third generation sources specialised in either short wavelength (high-energy or hard

X-rays) or vacuum-ultraviolet and long wavelength (low energy or soft X-rays regions

of the electromagnetic spectrum). The first third generation facility was the 6-GeV

European Synchrotron Radiation Facility (ESRF) in Grenoble which was designed for
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hard X-rays and opened in 1994. It was followed by the 7-GeV Advanced Photon

Source at the Argonne National Laboratory in 1996 and by SPring-8 in Harima

Science Garden City in Japan in 1997. Long wavelength sources included the 1.9-GeV

Advanced Light Source at Berkeley which opened in 1993, and the 2-GeV

Synchrotrone Trieste in Italy which opened in the same year. Long wavelength

sources are smaller in circumference (about 200 meters) than short wavelength

sources, that can reach 1440 meters in circumference. One of the main improvements

over a second generation source, apart from the high brightness, has been the

reliability of the source, which is very important in some fields where users only come

for a few hours and need to leave with results [89].

Even as third generation sources are still operational, the race for better performance

is still on and the best candidate for the fourth generation source is the hard X-ray

Free Electron Laser (FEL), which is based on a very long undulator in a high energy

electron linear accelerator. The hope is to achieve a peak brightness many orders of

magnitude higher than third generation sources, in very short pulses, a few tens of fs

wide [89].

3.4.3 Production of Synchrotron Radiation

A charged particle forced to travel along a curved trajectory experiences a centripetal

acceleration and so emits radiation. A particle moving at a speed, v � c, where c is

the speed of light, will emit radiation in a dipole pattern as shown schematically in

Figure 3.7. However, if the particle moves at a speed close to the speed of light, the

radiation pattern is distorted and changes to a narrow cone of radiation with angular

spread ∆φ, as seen in Figure 3.7 [90].

The typical opening angle of the radiation cone in the laboratory system, ∆φ, shown

in Figure 3.7, can be expressed as:
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Figure 3.7: Radiation emission pattern of electrons in circular motion. Case (a), v � c.

Case (b), v ' c.

∆φ = γ−1 (3.4.1)

where γ is known as the Lorentz contraction factor and is defined by equation 3.4.3

(see later). According to Einstein, the energy of an electron moving at the speed of

light, E, is m0c
2. However, this corresponds to the electron energy measured in the

electron reference frame. In the laboratory frame, this expression changes to [8]:

E = γm0c
2 (3.4.2)

The gamma parameter corresponds to the ratio between the electron energy in the

laboratory frame and the rest electron energy. It can also be expressed as:
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γ =
1

√

1− v2/c2
(3.4.3)

An observer located in the laboratory frame will see the Synchrotron Radiation

emitted by the charged particle as a series of short pulses of light. A Fourier analysis

shows that the spectrum produced by the charged particles goes from the frequency

of revolution, ω0 up to a critical frequency ωc, expressed as [7]:

ωc =
2cγ3

R
(3.4.4)

where R is the radius of the electron orbit. However, the circulating electron

oscillates about its equilibrium orbit so that even the spectrum of a single particle is

a continuous distribution. The magnetic structures used to produce synchrotron

radiation can be of three different types: bending magnets, undulators or wigglers.

3.4.3.1 Bending magnets

In the first generation of synchrotron, only bending magnets were used as sources of

synchrotron radiation. Bending magnets force electrons to move along curved

trajectories, as can be seen in Figure 3.8. The radiation is emitted in a narrow

angular cone of angle 1/γ [91], in a forward direction with strong angular collimation,

giving a small vertical angular spread (it can be smaller than 0.1 mrad). Since the

radiation is emitted in the plane of the electron orbit, it is linearly polarised with the

electric vector parallel to the orbital plane. Above and below this plane, the radiation

is elliptically polarised [91]. The spectral distribution of the bending magnet in the

horizontal plane is a smooth continuum, as can be seen in Figure 3.9.

There are different parameters to characterise the bending magnet emission; one of
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Figure 3.8: Schematic of the emission of synchrotron light by a bending magnet [8].

Figure 3.9: (a) Emission spectrum from a bending magnet as a function of the photon

energy. (b) is the corresponding log-log plot [8]

them is the critical wavelength, which is the wavelength at which half the synchrotron

radiation is emitted above and half below this wavelength. It is given by [8]:

λc =
4

3
λL =

4πm0c

3γ2eB
=

7× 107

γ2B(T )
(3.4.5)
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where B is the strength of the magnetic field in Tesla, e is the charge of an electron

and λL is the centre of the emission band (see Figure 3.9). The critical energy of the

synchrotron radiation produced by the bending magnet is [87]:

εc(keV ) =
2.218E3(GeV )

R(m)
= 0.0665B(kG)E2(GeV ) (3.4.6)

where R is the radius of the electron orbit, E is the electron energy in GeV and B is

the strength of the magnetic field in kGauss. Bending magnets are good sources of

radiation when a ”white” synchrotron radiation source is required as emission occurs

over a broad range of wavelengths when bending magnets are used. Monochromatic

radiation can still be obtained by inserting a filtering device called a monochromator

to reject all other wavelengths. The amount of radiation emitted by each magnet

depends on the number of electrons circulating in the storage ring.

Each time the electrons emit radiation, they lose energy. Without any correction, the

electrons would rapidly lose all their energy and be unable to circulate in the ring.

Radio Frequency (RF) cavities are therefore placed around the ring to restore the lost

energy. The RF cavity applies a pulsed electric field to each bunch of electrons. The

electrons are kicked forward by the cavity as the electric field is positive in front of

them and negative behind them. The frequency at which the RF cavity operates

controls the length of electron bunches and their separation. The maximum

separation between two bunches is obtained in the single bunch mode where only one

bunch of electrons circulate in the ring. This bunching of the electrons is an

important property of synchrotron radiation, which allow time-resolved experiments

to be carried out [92].
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3.4.3.2 Undulators

An undulator is a periodic array of magnets inserted along straight sections of the

ring. Each magnet applies a force to the electrons that produces transverse

acceleration as observed in Figure 3.10. Undulators have small magnetic fields, which

cause only a small deviation of the electron trajectories.

Figure 3.10: Schematic of an undulator; a periodic array of magnets with period L

that causes small undulations of the electron (e) [8].

The angular spread, ∆φ obtained for the fundamental wavelength is smaller than

that of a bending magnet:

∆φ =
1

γ
√
N

(3.4.7)

where N is the total number of periods of the undulator and is usually in the order of

100 [92]. The emission from an undulator differs from that of a bending magnet as it

has characteristic maxima due to the periodic structure of the magnet. The electrons

emit at a frequency related to the period of the magnetic array, L, given by ν ' c/L.

The emitted wavelength should then be simply related to L by λ ∼ L. However,

undulators allow the emission of X-rays by the combination of two relativistic effects,

the Lorentz contraction that shortens the period L of the magnetic array and the
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Doppler shift that contracts the emitted wavelength. These effects are accounted for

by the γ parameter. The emitted wavelength thus becomes [8]:

λL '
L

2γ2
(3.4.8)

A characteristic parameter of periodic magnets is the non-dimensional magnetic

strength K. It is proportional to B and relates the maximum deflection angle α of the

electron path to the natural opening angle 1/γ of the radiation cone. It can be

expressed as [7]:

K =
α

1/γ
' 0.934× B × L (3.4.9)

The average transverse speed induced by the undulator is proportional to B and

modifies the value of 1/γ2 from equation 3.4.8 to (1/γ2)(1 +K2/2). The emitted

wavelength therefore changes to:

λL '
L

2γ2
(1 +

K2

2
) (3.4.10)

This equation holds for an emission along the axis of the undulator. When observed

with an angle θ slightly off axis, λL modifies to:

λL '
L

2γ2
(1 +

K2

2
+ γ2θ2) (3.4.11)

where θ is the angle of emission of the radiation with respect to the undulator axis.

The undulator will also emit higher harmonics of this wavelength, λL/n where

n = 1, 2, 3, .... For a small angular deviation, θ→ 0, only odd n are allowed.
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Otherwise, even harmonics are also detected [87]. Each harmonic is emitted with a

particular bandwidth, ∆λL, which can be expressed by [8]:

∆λL

λL
=

1

nN
(3.4.12)

To modify the value of the emitted wavelength, the magnitude of the magnetic field

applied onto the electrons needs to be changed. This is achieved by changing the gap

between the magnet poles. The wavelength can thus be tuned to the desired value or

continuously scanned throughout an experiment.

Another important characteristic of synchrotron radiation concerns its polarisation

properties. There are two main polarisation components, one with the electric field

vector parallel to the orbital plane, I‖, the second with the electric field vector

perpendicular to the orbital plane, I⊥. The degree of linear polarisation can then be

defined by [91]:

PL =
(I‖ − I⊥
(I‖ + I⊥)

(3.4.13)

The degree of circular polarisation can be obtained with a combination of the same

components or with a decomposition of the elliptically polarised wave into

right-handed and left-handed waves with intensities IR and IL:

PC =
(IR − IL)

(IR + IL)
=

2
√

(I‖I⊥

(I‖ + I⊥)
(3.4.14)

The Stokes parameters, Si (i = 1, 2 and 3), also describe the polarisation properties

of the radiation. They vary between +1 and −1. S1 = ±1 describes linearly polarised

radiation while S3 = +1 describes right circularly polarised radiation. The degree of
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3.4 The Synchrotron Radiation Source

polarisation of the radiation is then described by [7]:

P =
√

S2
1 + S2

2 + S2
3 (3.4.15)

The beam of radiation is completely polarised for the degree of polarisation, P = 1.

A degree of polarisation, P = 0 describes a unpolarised beam and P less than 1 is

equivalent to a partially polarised beam.

3.4.3.3 Wigglers

Wigglers are similar to undulators, in that they consist of periodic magnetic arrays

inserted into long straight sections of the storage ring. A device with sufficient field

range can be operated as an undulator or a wiggler [92]. Wigglers just have a higher

magnetic field, B. This gives rise to a larger K value and a larger oscillation

amplitude. The critical energy also increases (see equation 3.4.6), thus shifting the

spectrum into the hard X-rays region. The radiation cone of a wiggler is broader than

that of an undulator which gives less bright radiation. The individual peaks of an

undulator merge into a continuum with strong values of B and the radiation pattern

is therefore similar to that of a bending magnet with much higher photon flux and a

shift to shorter wavelength. The undulator regime is satisfied when the photon cone

has an opening smaller than 1/ γ, which means K ≤ 1. In contrast, K � 1

corresponds to a wiggler, equivalent to a series of bending magnets.

A comparison between the different types of emitting devices is shown in Figure 3.11.
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Figure 3.11: Comparison between different types of magnets. (a) Emission from an

undulator (weak B field and K parameter) with a narrow band around the fundamental

wavelength. (b) Larger K and B values. The fundamental wavelength shifts to higher

values but the intensity of the higher harmonics increases as well. (c) Even larger B

and K values; in this case the individual bands are broadened. (d) The limiting case

of a pure wiggler, with only one broad band; this also corresponds to the emission of

a bending magnet. [8]
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3.4.4 The ELETTRA Sychrotron Radiation Source

The results obtained during this project were obtained at the Elettra synchrotron

radiation source, on the BL 4.2 Circular Polarised Beamline. Elettra is an

international multidisciplinary Synchrotron Radiation Laboratory located in

Basovizza, on the outskirts of Trieste. It is a third generation synchrotron radiation

source. A fourth generation light source based on a Free Electron Laser (FEL) is

currently being built on the same site. The Elettra synchrotron source operates since

1993 and is optimised in the VUV and soft X-rays range. The storage rings operates

between 2.0 and 2.4 GeV and feeds over 24 beamlines. It is used in many different

fields such as chemistry, physics, geology and life sciences and offers photon energies

from few eV to tens of keV. It has a spectral brightness of up to 1019

photons/s/mm2/mrad2/0.1 % bw (the peak brightness of the FEL is expected to go

up to 1030 photons/s/mm2/mrad2/0.1 % bw). Elettra is composed of a storage ring, a

linear accelerator and the transfer line. The storage ring is made up of four types of

magnets: bending magnets that deflect the circulating beam into a closed circular

path (see previous section), quadrupoles that focus the beam, sextupoles that

compensate chromatic and non-linear effects and steerer magnets that perform small

adjustments to the circular trajectories. The ring is roughly 260 m in circumference

and is made up of twelve identical groups of magnets. The electrons are generated in

a LINAC (LINear ACcelerator) and then injected in the ring. The LINAC is

composed of an electron gun where ceramic discs are heated to very high temperature

and therefore produce electrons. The electrons are drawn out off the gun by a high

electric field (up to 100 kV). Electron bunches are then accelerated through various

radio-frequency structures. The overall length of the LINAC is 66 m, which includes

the electron gun, a low energy section and seven high energy sections, each 6 m long.

The beam is kept focused by quadrupole magnets placed between the accelerating

sections. The LINAC operates at 3 GHz and generates a pulse of electron bunches
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3.4 The Synchrotron Radiation Source

that are accelerated to final energies up to 1.2 GeV. The electrons are then

transported to the inner side of the ring by the transfer line, which consists of a series

of deflection and focussing magnets. Both the LINAC and the transfer line are below

ground so that they do not interfere with the beamlines. Pulses of electrons are

gradually fed into the ring ten times per second until the desired current is achieved.

This can take several tens of minutes. The LINAC, transfer line and the storage ring

all operate under ultra high vacuum to minimise the collisions of electrons with

residual molecules, therefore avoiding the loss of electrons and increasing the lifetime

of the beam. The vacuum in the ring must be of very high quality since the electrons

travel at a speed close to the speed of light and so pass a given point more than a

million times in one second. The situation is further complicated by the copious

emission of synchrotron radiation, around 90 kW of power just from the bending

magnets. The unused radiation needs to be absorbed in special places otherwise

chamber deformation and photon-electron release of surface gases will occur. Two

parameters are important in describing the beam, its brightness and its emittance.

The brightness of the beam is proportional to the transverse size and divergence of

the beam, while the emittance is the area occupied by the beam in phase space. The

smaller the emittance, the better the quality of the beam and the longer its lifetime.

To obtain a small emittance, the beam is strongly focused by ring quadrupoles and

bending magnets. Radio frequency cavities are used to compensate the energy lost by

the electrons when emitting synchrotron radiation as described in the previous

section. Four single cell cavities, operating at 500 MHz are used. The maximum

electron bunches, separated by 2 ns, that can fit in the circumference of the beam is

432. Usually, about 95% of the ring circumference is filled with electron bunches.
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3.4.4.1 The BL 4.2 Circular Polarised Beamline

The BL 4.2, also called the circular polarised beamline, provides radiation in the

photon energy range from 5 to 1000 eV. The radiation is produced by an

electromagnetic elliptical wiggler (EEW) which forces the electrons to follow an

helical orbit around the EEW axis. This is achieved by the combination of a vertical

magnetic field generated by permanent magnet poles and a horizontal field due to a

horizontal array of electromagnets. The intensity of the vertical magnetic field can be

changed by moving the permanent magnets, thus modifying the vertical displacement

of the electrons while the horizontal displacement of the electrons is changed by

varying the current intensity passing through the coils. This allows the insertion

device to be operated as an elliptical wiggler or an elliptical undulator, thus

maintaining optimum characteristics of polarisation and photon flux over a wide

spectral range. The polarisation of the radiation can be switched from left-handed to

right-handed by reversing the horizontal field. To cover the broad photon energy

range efficiently, two independent monochromators are used, one working at normal

incidence, giving radiation from 5 to 35 eV, and one working at grazing incidence,

giving radiation from 30 to 1200 eV [72]. During this work, only the monochromator

operating at normal incidence was used. A schematic layout of the normal incidence

configuration (NIM) is shown in Figure 3.12.

Figure 3.12: Schematic layout of the BL 4.2 in Normal Incidence Configuration [22]

The first mirror, M0, is flat and diverts the radiation vertically. It protects the later

optical components from the hard portion of the radiation spectrum. The second
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mirror, M1, has a toroidal shape and returns the radiation parallel to the orbit plane.

It focusses the radiation onto the entrance slit, S1, of the monochromator along the

tangential direction and into the exit slit, S2, of the monochromator along the radial

direction. The monochromator is composed of a cylindrical mirror, M2, that deflects

the radiation vertically and a set of gratings, G, (gold or aluminium) that diffracts

the radiation and focuses it onto the exit slit. The radiation is then refocussed on the

sample by the toroidal mirror M3 which diverts the radiation in the horizontal plane.

The position of these mirrors can be manually adjusted to maximise the photon flux,

which is measured at the back of the spectrometer by a photodiode. A set of valves

are present along the beamline to protect the vacuum in the beamline and in the

storage ring; they shut automatically if the pressure rises above preset limits. To

allow the alignment of the spectrometer with the photon beam, the last valve is a

window valve, transparent to visible radiation.

3.5 Conclusions

In this chapter a detailed description of the spectrometer used during this project has

been made. The preparative methods of the reactive intermediates studied during

this project have been described as well as the different modes of spectral acquisition

allowed by the spectrometer. The photon sources used, a helium discharge source and

synchrotron radiation source, have also been described. A brief history of synchrotron

radiation source has been given and its properties presented. All the results presented

in the later chapters of this thesis have been obtained at the BL 4.2 Circular

Polarised Beamline at Elettra.
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Chapter 4

Electronic structure and related

theoretical methods

During the course of this project, reactive intermediates have been studied using

different spectroscopic methods such as PE, TPE and CIS spectroscopy. Each

method provides different types of information about the electronic structure of the

reactive intermediate under investigation. Conventional PE spectra give information

on the ionisation energies from the different atomic or molecular orbitals as well as on

the nature of the orbital from which the electron was ejected. TPE spectroscopy is a

threshold method where zero kinetic energy electrons are collected, thus providing a

significant improvement of the resolution compared to conventional PES. TPE

spectra may also show modified vibrational structure as they are influenced by

autoionisation. CIS spectroscopy gives information on the resonant structure of the

atomic or molecular system under investigation. The basics principles of these

methods have been described in Chapter 2 while the experimental apparatus used in

this work was described in Chapter 3, along with the basic principles of Synchrotron

Radiation Sources. In some later chapters, the results obtained from the experimental

75



4.1 The Schrödinger equation and the Born Oppenheimer approximation

work are compared with results of electronic structure calculations, of the reactive

molecules investigated, carried out by Dr E. Lee of the Southampton PES group. The

electronic structure calculations performed in this work are based on first principles,

without any considerations of the chemical characteristics of the system under

investigation. This type of method is called ab-initio and is mostly based on

Hartree-Fock theory [93, 94]. This chapter thus presents the basic principles of

ab-initio molecular orbital calculations.

4.1 The Schrödinger equation and the Born

Oppenheimer approximation

In quantum mechanics, the state of a system at a given time is described by a

wavefunction Ψ. The probability of finding an electron in a volume element dV is

given by the product of the wavefunction with its complex conjugate Ψ∗ multiplied

by the volume element dV. When integrating the probability of finding the electron

over all space, the result must be unity as the particle must be somewhere. The

wavefunctions which satisfy this condition are said to be normalised. In theory, the

wavefunction Ψ and the energy E of a system can be obtained from the time

independent Schrödinger equation [95]:

HΨ = EΨ (4.1.1)

Ψ is also called an eigenfunction with associated eigenvalue E. H is the Hamiltonian

operator and it can be expressed as [96]:
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H = −
∑

i

1

2
∇2

i −
∑

µ

1

2mµ
∇2

µ −
∑

i

∑

µ

Zµ

riµ
+
∑

i<j

1

rij
+
∑

µ<ν

ZµZν

Rµν
(4.1.2)

In this equation i is an electron while µ is a nuclei. j represents the other electrons

with which i interacts and ν represents the other nuclei. Zµ is the charge on nucleus

µ, R is the internuclear distance, e.g. Rµν = |rµ − rν | and ∇2
i is the Laplacian

operator for the ith electron [96]:

∇2
i =

∂2

∂x2
i

+
∂2

∂y2
i

+
∂2

∂z2
i

(4.1.3)

In equation 4.1.2, the first and second terms are operators for the kinetic energy of

the electrons and nuclei respectively, the third term is the Coulomb attraction

between the electrons and nuclei, the fourth term represents the interaction between

electrons and the fifth term represents the nuclear repulsion. However, the

Schrödinger equation can only be solved exactly for two particle systems, such as

hydrogen atom-like systems: H, He+, Li2+, etc. [95].

In order to solve the Schrödinger equation for other systems, approximations must be

introduced. The fundamental approximation of molecular orbital theory is the

Born-Oppenheimer approximation (already seen in Chapter 2). Since nuclei are much

heavier than electrons, the motion of nuclei takes place on a much longer time scale

than the electronic motion [97]. The Born-Oppenheimer approximation therefore

assumes that nuclear and electronic motions are separable. This results in a

partitioning of the total wavefunction:

Ψtotal(r, R) = Ψnucl(R).Ψelec(r, R) (4.1.4)

where r and R are the electron and nuclear coordinates respectively for each state of

77



4.1 The Schrödinger equation and the Born Oppenheimer approximation

the molecule. Within the Born Oppenheimer approximation, on an electronic time

scale, the nuclear kinetic energy term of the Hamiltonian in equation 4.1.2 can be

neglected and the repulsion between the nuclei can be considered to be a constant.

The electronic Hamiltonian is then [98]:

Helec =

(

−
∑

i

1

2
∇2

i −
∑

i

∑

µ

Zµ

riµ

)

+

(

∑

i<j

1

rij

)

(4.1.5)

=
∑

i

hi +
∑

i<j

gij (4.1.6)

where hi is the one electron Hamiltonian that consists of the electron kinetic energy

and the nuclear attraction terms and gij is the two electron operator describing the

interaction between two electrons. It is possible to obtain approximate solutions to

the electronic Schrödinger equation for a particular electronic state at fixed nuclei

positions. By determining the total electronic energy, Eelec, at different nuclear

coordinates, the potential energy surface can be computed . This potential energy

function can then be substituted into the vibrational Schrödinger equation, and

solved, thus obtaining the vibrational energies and wavefunctions. As the rest of the

chapter mainly deals with the solution of the electronic Schrödinger equation, the

electronic wavefunction and Hamiltonian, Ψelec and Helec, will therefore be noted Ψ

and H for convenience.
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4.2 The Hartree-Fock method

4.2 The Hartree-Fock method

4.2.1 Space and spin orbitals

In order to obtain solutions of the Schrödinger equation for a many electron system,

another approximation must be made, known as the one-electron approximation. It

assumes that each electron in the system can be considered separately and moves in

an average field of all the other electrons and nuclei. With this approximation, the

wavefunction Ψ of a system can be written as a product of one-electron

wavefunctions, the molecular orbitals (MO) [99]:

Ψ(r1, r2, ..., rn) = φ1(r1)φ2(r2)...φn(rn) (4.2.1)

where the functions φi are called space orbitals which are functions of ri = {x, y, z},
the position vectors of the electrons i. Spatial molecular orbitals are assumed to be

orthonormal:

∫

φ∗
i (r)φj(r)dr = 〈φi|φj〉 = δij (4.2.2)

In order to have a complete description of the electrons, their spin must also be

specified. A function that describes both the electron’s spatial distribution and its

spin is a spin orbital, ψ(i). It is defined as:

ψ(i) =







φ(ri)|α〉
φ(ri)|β〉

(4.2.3)

where |α〉 and |β〉 correspond to spin up (↑) and spin down (↓) respectively, with
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values, +1/2 and −1/2. Two electrons can occupy the same space orbital provided

that they have different spin. It follows that given a set of K spatial orbitals

{φ1, ..., φK}, one can form a set of 2K restricted spin orbitals {ψ1, ..., ψ2K}. An

unrestricted spin orbital, on the other hand, will have different spatial functions for α

and β spins [99, 100].

4.2.2 Slater determinant

The Pauli exclusion principle states that two electrons cannot have the same set of

quantum numbers [101]. In order to satisfy this condition, the total electronic

wavefunction must be antisymmetric (change sign) on interchange of two electrons.

This antisymmetric condition of the wavefunction can be satisfied using Slater

determinants, as interchange of any two rows leads to a change of sign of the

determinant [96, 102]:

Ψ =
1√
n!

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

ψ1(1) ψ2(1) · · · ψn(1)

ψ1(2) ψ2(2) · · · ψn(2)
...

...
. . .

...

ψ1(n) ψ2(n) · · · ψn(n)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(4.2.4)

The resulting wavefunction is antisymmetric with respect to the exchange of two

electrons. The normalised single Slater determinant wavefunction can be expressed in

short-hand notation using the bra− ket notation:

|Ψ〉 = |ψ1ψ2 . . . ψn〉 (4.2.5)
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4.2.3 The variational theorem

In this theorem, the energy of an approximate wavefunction can be obtained from the

following expression [96]:

E =
〈Ψ|H|Ψ〉
〈Ψ|Ψ〉 (4.2.6)

If the true wavefunction of the system is represented by Ψ0, with associated energy

E0, the variational principle states that any trial wavefunction (Ψtrial) used to define

the system, will give an energy, Etrial, which is higher or equal to the exact energy of

the ground state, E0. In other words:

Etrial ≥ E0 (4.2.7)

The best trial wavefunction of a system is thus the one that will give the lowest

possible total energy [96]. This is found by varying the parameters that are used to

construct the trial wavefunction in an attempt to minimise the total energy of the

system. The choice of the initial wavefunction is therefore very important to the

success of the method and must be made carefully. This theorem is crucial as it

provides a measure of the quality of the trial wavefunctions. However, it must be kept

in mind that this theorem is valid only for the total energy of the system and not for

other properties.

4.2.4 The Hartree-Fock equations

The denominator of equation 4.2.6 is 1 for a normalised wavefunction. The electronic

energy of a normalised wavefunction is therefore expressed as E = 〈Ψ|H|Ψ〉. With
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the expression of the electronic Hamiltonian as seen in equation 4.1.5 and the

wavefunction expressed as a Slater determinant, the Hartree-Fock energy for a

closed–shell molecule is given by [103]:

E = 2
∑

i

hi +
∑

ij

[2Jij −Kij ] (4.2.8)

where hi is the one electron Hamiltonian operator as seen in equation 4.1.6, which

includes the electron kinetic energy and the electron-nuclei attraction terms. Jij is a

Coulomb integral and Kij is an exchange integral, defined as [103]:

Jij =

∫

ψ∗
i (1)ψ∗

j (2)ψi(1)ψj(2)

r12
dτ (4.2.9)

Kij =

∫

ψ∗
i (1)ψ∗

j (2)ψj(1)ψi(2)

r12
dτ (4.2.10)

where dτ includes both spin and space coordinates. The Coulomb and exchange

operators, Ji and Ki respectively can be defined by:

Ji(2)ψj(2) =

[
∫

ψ∗
i (1)ψi(1)

r12
dr2

]

ψj(2) (4.2.11)

Ki(2)ψj(2) =

[
∫

ψ∗
i (1)ψj(1)

r12
dr2

]

ψi(2) (4.2.12)

where the Coulomb potential term represents the interaction of each electron with an

average of all the other electrons and the exchange potential term represents the

interaction of an electron with other electrons of the same spin. The exchange term

has no classical analogue.

The general Hartree-Fock equation, may then be written as:
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f(i)ψi = εiψi (4.2.13)

where f is the Fock operator, expressed as:

f(i) = hi +
∑

j

(Jj −Kj) (4.2.14)

Equation 4.2.13 is called the canonical Hartree-Fock equation with Hartree-Fock

molecular orbitals ψi and eigenvalues εi.

4.2.5 Koopmans’ theorem and ∆SCF method

An ionisation energy is the first piece of information obtained from an experimental

PE spectrum. In order to compare theory and experiment, it is crucial to also be able

to calculate ionisation energies. If the ionisation process leaves the molecular

geometry identical (the vertical ionisation, see section 2.1), the ionisation energy for a

closed shell molecular system can be calculated using Koopmans’ theorem. This

theorem states that in a Hartree-Fock calculation for a closed shell system, the energy

required to remove an electron from an orbital k, is equal and opposite to the energy

of the orbital k [104]:

IE = −εk (4.2.15)

where IE is the vertical ionisation energy. The negative of the eigenvalues εi of the

canonical HF equation (equation 4.2.13) thus directly correspond to the vertical

ionisation energies. This theorem, however, does not take into account the

reorganisation energy (the orbital relaxation when passing from the neutral to the
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cation) and the electron correlation energy on ionisation (difference in correlation

energy between the molecule and the ion). As a result, the vertical ionisation energies

obtained are often too high. To improve the estimation of the vertical ionisation

energy, the reorganisation energy R and the electron correlation energy change on

ionisation C need to be included. The true vertical ionisation energy (VIE), the

Koopmans’ vertical ionisation energy and R and C are related by [105]:

V IE = IEKoopmans − R + C (4.2.16)

Koopmans’ theorem often gives a good approximation of the vertical ionisation

energy (VIE) as R and C tend to cancel each other. However, this is not guaranteed

and as previously mentioned, the VIEs obtained from the theorem are often too high,

which implies that R ≥ C.

It is possible to allow for the reorganisation effect by performing separate

Hartree-Fock calculations on the the neutral molecule and on the cation. The VIE is

then obtained by subtracting the energy of the neutral molecule from the energy of

the cation. This method is called the ∆SCF method [106]. It often gives energies

that are too low as it does not allow for the change of electron correlation energy

between the molecule and the ion.

4.2.6 Restricted and Unrestricted Hartree-Fock methods

So far, only closed-shell molecules have been considered in the HF equations with

each spatial orbitals being doubly occupied, with an α and a β electron. This

configuration corresponds to a restricted wavefunction as used in the Restricted

Hartree-Fock (RHF) method. However, for open shell systems, at least one spatial

orbital is singly occupied. In an open shell system, the α and β electrons do not
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experience the same Coulomb and exchange potentials. In this case, a wavefunction

where there is no restriction on the spatial orbitals is more appropriate and a

different set of spatial orbitals is used for α and β electrons. This is called an

unrestricted wavefunction as used in the Unrestricted Hartree-Fock (UHF)

method [100]. The total energies obtained following an UHF calculations are lower

than those obtained from RHF calculations. However, one disadvantage of the UHF

method is that the wavefunction is not an eigenfunction of the S2 operator. As a

result, the UHF wavefunction can contain contributions from a higher lying spin

state. The expectation value of S2 must therefore be checked at the end of the

calculation to check for spin contamination. Restricted HF calculations require about

50 % less computer time and are therefore used whenever possible.

4.2.7 Hartree-Fock-Roothaan equations

Solutions of the Hartree-Fock equation are not easy to find. An alternative approach

to solve the HF equation is to expand the spatial orbitals φi as a Linear Combination

of Atomic Orbitals (LCAO) [107]:

φi =
K
∑

ρ=1

cρiχρ (4.2.17)

where χρ are atomic orbitals, also called basis functions and cρi are numerical

coefficients. Substitution of equation 4.2.17 into the HF equation (equation 4.2.13)

gives [103]:

f(i)
K
∑

ρ=1

cρiχρ = εi

K
∑

ρ=1

cρiχρ (4.2.18)
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Multiplying each side by χ∗
q and integrating gives the Roothaan-Hartree-Fock

equation:

∑

ρ

cρiFρq = εi

∑

ρ

cρiSρq (4.2.19)

which is equivalent to:

∑

ρ

cρi.(Fρq − εiSρq) = 0 (4.2.20)

In these two equations, Fρq are elements of the Fock matrix, given by:

Fρq =

∫

χ∗
ρf(i)χqdr = 〈χρ|f(i)|χq〉 (4.2.21)

and Sρq is the overlap matrix:

Sρq =

∫

χ∗
ρχqdr = 〈χρ|χq〉 (4.2.22)

In matrix notation, equation 4.2.20 can be expressed as [103]:

FC = SCε or C(F − εS) (4.2.23)

where C is the coefficient matrix and ε is the diagonal matrix of orbital energies. In

equations 4.2.19 and 4.2.23, the Fock operator is F (i) = H(i) +
∑

j(2Jj(i)−Kj(i))

where H(i) is a one-electron operator, Jj is a Coulomb operator, Kj is an exchange

operator (see equation 4.2.11 and 4.2.12) and the sum runs over all occupied spin
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orbitals. Both the J and K expressions contain the wavefunctions to be calculated

(see earlier). Therefore, the HF equation (equation 4.2.23 is called a

pseudo-eigenvalue problem and has to be solved iteratively.

In a typical calculation, a basis set is selected and Sρq integrals are calculated. A first

estimation of the coefficients cρi is then made, which are used to calculate the Fρq

integrals. The equation:

det|Fρq − εiSρq| = 0 (4.2.24)

is solved and orbital energies obtained. A new set of coefficient cρi is calculated from

equation 4.2.19 and the total energy calculated. The new coefficients are then used to

calculate new Fρq elements and the whole procedure is repeated until the total energy

does not change within a pre-set tolerance. This condition of self-consistency has led

to the name Hartree-Fock self-consistent field (SCF) method.

4.2.8 Basis sets

The introduction of basis sets in HF theory allows the expansion of a molecular

orbital as a set of known functions. The larger the basis set, the better the

representation of the MO. On the other hand, the computational time for a HF

calculation for a molecule rises as M4 where M is the number of basis functions. The

choice of basis set is therefore crucial and a compromise between accuracy and cost

must be made. There are two types of basis functions commonly used to describe

atomic orbitals: Slater Type Orbitals (STO) and Gaussian Type Orbitals (GTO).

Slater Type Orbitals have the functional form [98]:
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χ(r, θ, ϕ) = NYl,m(θ, ϕ)rn−1e−ζr (4.2.25)

where N is a normalisation constant, Yl,m is a spherical harmonic function and ζ is an

orbital exponential factor. STOs reproduce well an atomic electronic distribution but

two-electrons integrals expressed in terms of STOs can only be evaluated numerically,

with great computational effort. The second type of basis function, Gaussian type

orbitals (GTOs), are of the form [108]:

χ(x, y, z) = Nxaybzce−ζr2

(4.2.26)

where a, b and c are integers whose sum is equal to the azimuthal quantum number l.

GTOs are easier to evaluate but they represent atomic orbitals less well than STOs,

both at short and long distances from the nucleus. This problem can be addressed by

combining several GTOs together to form functions known as contracted gaussian

type orbitals (CGTO). In this way, the number of basis functions used in a

calculation can be reduced, with a reasonably good representation of the MOs.

A basis set that uses a single basis function to represent each formally occupied AO

in an atom is a minimal basis set. When two basis functions are used to describe each

formally occupied AO, the basis set is called a double zeta basis set (DZ). In the

same way, triple zeta basis sets (TZ) and so on, can be constructed.

An alternative approach consists in using a split valence basis set, which uses a

minimal set of basis functions to describe the core electrons and a basis set of higher

quality to describe valence electrons. This method offers a compromise between time

economy and flexibility [107]. The notation used for split valence Gaussian basis sets

is of the form K-LMG, e.g. 3-21G. In this basis set, three Gaussian functions are used

to describe the core orbitals and the valence orbitals are each represented with two

88



4.2 The Hartree-Fock method

contracted Gaussians and one diffuse Gaussian [109].

This type of basis set, however, does not take into account the anisotropic charge

distribution of some molecules (the charge distribution of an atom in a molecule

differs from that of an isolated atom). To account for this effect, polarisation

functions are sometimes introduced into the basis set. These usually have higher

angular momentum than that of the valence orbitals of the atom. The use of these

functions is represented with an (*) in the basis set. As an example, the basis set

3-21G* indicates the use of polarisation function on the heavy (non-hydrogen) atoms,

whereas 3-21G** indicates the use of polarisation functions on both the heavy atoms

and hydrogen atom [107].

For anions or molecules containing lone pairs, the outer part of the wavefunction also

needs to be accurately described. In order to provide a better description at longer

distances from the nucleus, a diffuse function can be added to the basis set, which has

a lower or equal angular momentum to that of the valence functions. Diffuse functions

are indicated by a (+) in the basis set, e.g. 3-21+G is a basis set that contains an

additional set of diffuse Gaussian functions. Again, a basis set with (++) indicates

that the diffuse functions are included for both the hydrogen and the heavier atoms.

Another type of basis set has been introduced by Dunning [110], made of contracted

GTOs. This type of basis set has been recommended by Dunning for use in

calculations which include electron correlation and have therefore been called

correlation consistent (cc) basis sets. They are labelled as cc-VXZ where X reflects

the number of basis functions used for each AO, e.g. cc-VDZ, cc-VTZ, etc.

Correlation consistent basis sets can also be used with polarisation functions,

indicated with a prefix ”p”, e.g. cc-pVDZ. In a similar way, the use of diffuse

functions in these basis sets is written as aug-cc-pVDZ. In the calculations carried

out during this work on CF2, Dunning’s basis sets were mainly used, as will be seen

in Chapter 7.
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4.3 Electron correlation

In HF theory, electrons are assumed to be moving in a mean potential of the other

electrons given by the Coulomb and exchange potential terms. In reality, however,

each electron interacts instantaneously with all the other electrons. This

instantaneous electron-electron interaction is not accounted for in the HF method,

and gives rise to an electron correlation error. The electron correlation energy is

defined as the difference in energy between the HF energy, obtained with a very large

basis set, i.e. at the HF limit, and the exact non-relativistic energy. There are two

types of electron correlation, dynamical and non dynamical electron correlation [111].

Dynamical electron correlation arises from an overestimation of short range electron

interaction in HF wavefunctions. In contrast, non-dynamical correlation is a long

range effect that is particularly important at the dissociation limit and is due to the

inadequacy of a single Slater determinant wavefunction to describe an electronic state

that is influenced by other electronic configurations. Several methods have been

developed to include these correlation effects in ab-initio calculations. In the present

work, the Multi Reference Configuration Interaction (MRCI) method, the Multi

Configuration Self Consistent Field (MCSCF) approach and the Coupled Cluster

(CC) method have been used to account for electron correlation (see Chapter 7) and

will therefore be presented in the following paragraphs.

4.3.1 Configuration Interaction (CI)

The HF method uses a single Slater determinant to represent a wavefunction. One of

the methods used to improve the HF wavefunction, consists in using a linear

combination of determinants [107]:
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Ψ = c0ΨHF + c1Ψ1 + c2Ψ2 + ... (4.3.1)

where ΨHF is the single determinantal wavefunction obtained from HF theory while

Ψ1, Ψ2, etc. are determinants that represent configurations obtained by replacing one

or more of the occupied spin orbitals in ΨHF by a unoccupied spin orbital (virtual

orbital). The coefficients c reflect the weight of each determinant and are determined

via the requirement to minimise the energy of the system. For most systems, the HF

determinant dominates in the linear combination, i.e. c0 is usually close to 1. This

method is called Configuration Interaction (CI) and is a variational method [112]. A

complete basis set (CBS) full CI is the most complete method that accounts for

dynamical electron correlation as it considers all the excitations, i.e. all the possible

ways to permute the N electrons and K orbitals of a system. However, it is not

practical to consider all possibilities as the total number of permutations of electrons

and orbitals can become extremely large and hence the number of determinants in

the CI expansion is very large. Usually, only a few levels of excitation are considered.

For example, in the configuration interaction singles (CIS) method, only

wavefunctions that differ from the HF wavefunction by a single spin orbital are

considered. Configuration interaction doubles, CID, is the next level of calculation

which involves double substitutions. Even at CIS or CID levels, the number of

excited states generated can be very large. However, quadruply excited determinants

can be important in the determination of the correlation energy. To avoid performing

a calculation that includes single, double, triple and quadrupole excitations

(CISDTQ), a formula known as the Davidson correction can be used to estimate the

contribution of quadruply excited determinants, ∆EQ, to the correlation energy in

CID calculations [113]:

∆EQ = (1− c20)(ECID − ESCF ) (4.3.2)
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where ECID is the ground state energy energy in a CID calculation and ESCF is the

ground state energy associated with ΨHF obtained in a HF-SCF calculation.

4.3.2 Multi Configuration Self Consistent Field (MCSCF)

approach

Non dynamical electron correlation can be dealt with using the Multi Configuration

Self Consistent Field (MCSCF) approach. This approach differs from the CI method

in that the MOs used to construct the determinants of equation 4.3.1 are optimised as

well as the coefficients of the determinants. As a result, the number of variables to be

optimised is often larger than for the CI method [114]. The MCSCF method is harder

to make converge than the HF method and is likely to converge to a solution that is

not a minimum. MCSCF calculations are very demanding in computer resources and

much harder to carry out than HF calculations. For this reason, slightly different

techniques have been developed to enable MCSCF-type calculations to be performed,

the most widely used of these methods is the Complete Active Space Self Consistent

Field (CASSCF) method. In this method the MOs are divided into active and

inactive spaces [115]. The inactive orbitals are either full or empty while the active

orbitals are composed of both occupied and unoccupied MOs. The active orbitals are

then used to perform a full CI, thus reducing the number of orbitals to be considered

in the calculation [98]. The choice of the MOs to be included in the active space is

made manually, depending on the accuracy required and the computational cost.

However, even for a reasonably small active space, the CASSCF procedure can

become extremely demanding in terms of computing resources. A variation of this

procedure was therefore developed, called the Restricted Active Space Self Consistent

Field (RCASSCF) method, which restricts the excitation number allowed by further

dividing the active MOs into three sections. One space consists of doubly occupied

MOs, the second space has both occupied and unoccupied MOs while the third space
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consists of empty MOs. Configurations are then generated by a full CI in the second

space, which has smaller number of MOs than the classical CASSCF method, and

single or doubles CI are performed in the other spaces.

4.3.3 Multi Reference Configuration Interaction (MRCI)

method

This method is similar to the CI method except that an MCSCF wavefunction is used

as a reference wavefunction instead of the HF wavefunction. The MCSCF reference

wavefunction is harder to construct than the HF wavefunction but the improvement

of the virtual orbitals can make the CI calculation converge more rapidly. As with

single reference CI, MRCI can be truncated to include only single and double

excitations (MRCISD). MRCISD calculations can give better results than CI

calculations of similar size [96].

4.3.4 Coupled Cluster (CC) method

In the Coupled Cluster (CC) method, the full CI wavefunction is given by [98]:

ΨCC = eT Ψ0 (4.3.3)

where T is the cluster operator and is defined as:

T = T1 + T2 + T3 + .... + Tn (4.3.4)

where n is the total number of electrons and the Ti operators generate all ith excited
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Slater determinants:

Ti =
occ
∑

i

vir
∑

a

tai Ψ
a
i (4.3.5)

where t are amplitudes. If all levels of excitations are included, a wavefunction

computed at the CC level would be exact. However, this is possible only with small

systems. In practice, the cluster operator must be truncated at some excitation level.

For example, CCSD denotes a CC method with only single and double excitations. It

uses T = T1 + T2. CCSD involves a computational effort proportional to M6 while

the next level of computational, which involves triple excitations (CCSDT), is much

more costly (it scales as M8) [116]. Alternatively, the triple excitation contributions

can be evaluated via another method (e.g. perturbation theory) and added to the

CCSD amplitudes. This hybrid method is denoted as CCSD(T). It is very robust and

widely used [96].

In the CF2 calculations described in Chapter 6, RCCSD(T) and CASSCF/MRCI

methods are used. The RCCSD(T) method is a Restricted Spin Coupled Cluster

method which included single and double excitations plus contribution from triple

excitations evaluated via perturbation theory, as explained just above. The

CASSCF/MRCI method consists in a CASSCF calculation followed by a MRCI

calculation. In this way, both non-dynamic and dynamic electron correlation are

accounted for.
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4.4 Determination of minimum energy geometries

and harmonic vibrational frequencies

In order to determine the minimum energy geometry of a molecule and its harmonic

vibrational frequencies, one must remember that the total energy of a molecule in a

particular electronic state as a function of the internuclear coordinates is a

multidimensional potential energy surface. Minima on these potential energy surfaces

can be characterised by their first and second derivatives [96]. The first derivatives,

with respect to each of the variables, form a vector called the gradient and the

negative of these first derivatives represent the forces acting on the molecule. The

second derivatives form a matrix called the Hessian and represent the force

constants [117]. The minimum energy geometry of a molecule will have a zero first

derivative of the energy for all n internal coordinates. When looking at a global

minimum, all the second derivatives are positive. However, a saddle point in the

multidimensional potential energy function occurs if one of the second derivatives is

negative. The minimum energy geometry of a molecule can therefore be found by

looking at the derivatives of the energy via the analytic gradient method [118]. In

this method an initial guess of the geometry is formulated as a first step, and the HF

(or higher level) energy is calculated at this initial geometry. The energy is then

calculated at positive and negative displacement for each of the coordinates. The

gradient vector, g = ∂E/∂r, is calculated at each geometry, and gives an indication of

the direction to follow in the displacement of the coordinates in order to reach the

minimum energy. This process is repeated until the energy obtained from the

electronic structure calculation converges toward equilibrium. The Hessian matrix

can also be evaluated when necessary from numerical differentiation of the gradient

vector. The force constants at the minimum energy geometry are thus obtained and

are proportional to the square of the vibrational frequencies of the molecule in the

harmonic oscillator model.
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4.5 The ab-initio/anharmonic FC method for

triatomics

Ab-initio molecular orbital calculations can be combined with FC simulations to

compute simulated PE spectra of non-linear triatomics. However, care must be taken

with non linear polyatomic molecules as there may be a change in geometry, force

constant and/or symmetry between the two electronic states upon transition. As a

result, mode mixing (Duschinsky effect [119]) needs to be considered between the

different vibrational modes when evaluating FCFs. A model to simulate vibrationally

resolved photoelectron spectra using a harmonic oscillator was first developed and

used in the Southampton PES group that included allowance for the Duschinsky

effect [120]. However, it was found that the agreement between simulated and

observed vibrational intensity patterns deteriorated in the region of higher vibrational

quantum numbers due to anharmonicity. For this purpose, a multidimensional

anharmonic FCF code has been recently developed that provides better agreement

with vibrationally resolved experimental spectra [121].

Anharmonic ab-initio/FCF calculations on non-linear triatomics involve three steps,

which will be briefly presented here. The first step consists of the determination of

the potential energy surfaces of the two electronic states involved in the transition,

which is determined by fitting the following polynomial to an appropriate number of

ab-initio single energy points, around the minimum energy geometry:

V =
∑

cij(S1)
i(S2)

j (4.5.1)

For a C2v molecule, S1 = ∆r = (∆r1 + ∆r2)/2, S2 = (∆θ) + α(∆θ)2 + β(∆θ)3 and cij

are coefficients [122]. A least square fitting procedure is employed to obtain the cij, α

and β values from the computed single point energies
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In the second step, the anharmonic vibrational wavefunctions of the m-th and n-th

electronic states involved in the transition are determined. A simple way to account

for anharmonicity consists in expressing the anharmonic wavefunctions as linear

combinations of the products of harmonic vibrational wavefunctions, φ(νi). The

anharmonic vibrational wavefunctions is thus expressed as [121]:

|m〉 =
∑

cm,vφ(ν1)φ(ν2)φ(ν3) (4.5.2)

where cm,v are the expansion coefficients. The expansion coefficients, cm,v , are

obtained by diagonalising the rovibrational Watson’s Hamiltonian [123], which

includes the fitted electronic PEF, V , using the harmonic basis set φ(νi).

Finally, the anharmonic FCF between the m and n anharmonic vibrational states in

an electronic transition is expressed as

FCF (m,n) = 〈m|n〉2 =

(

∑

v′,v′′

cm,v′cn,v′′〈ν ′1, ν ′2, ν ′3|ν ′′1 , ν ′′2 , ν ′′3 〉
)2

(4.5.3)

where the primed and double-primed quantities correspond to those of the final state

and the initial state, respectively. The expansion coefficients cm,v′ , and cn,v′′ are

determined as described above, and 〈ν ′1, ν ′2, ν ′3|ν ′′1 , ν ′′2 , ν ′′3 〉 is the overlap integral of the

corresponding harmonic functions, which can be evaluated at the start of the

calculation. Since the Duschinsky rotation matrix is included in this model, the

anharmonic FCFs obtained in this way have incorporated the effect of anharmonicity

and Duschinsky rotation.

FCFs are very sensitive to the relative geometries of the electronic states involved in

an electronic transition. Thus, if the equilibrium geometry of one of the two

electronic states (usually the ground state) is known from independent experiments

(e.g. from a microwave spectroscopic study), the geometry of the other state can be

obtained by adjusting its geometrical parameters systematically until the simulated
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spectrum matches the experimental spectrum. This method is called iterative FC

analysis (IFCA) [121]. In this procedure, the shapes of the ab-initio PEFs of the two

electronic states are kept unchanged.

The PE spectra simulated from the FC analysis can then be used to assist or confirm

assignment of vibrational features of the experimental PE and TPE spectra, as will

be seen for the work on CF2 in Chapter 7. In the case of diatomic molecules, the

ionic vibrational constants and bond length change on ionisation can be obtained

directly from the experimental spectra, as was presented in Chapter 2 and will be

explained in more detail in the work of IF in Chapter 5.

4.6 Conclusion

In this chapter, the basic principles of the HF theory have been presented as well as

different ways to account for electron correlation energy. Different types of basis sets

were also introduced. From the electronic structure calculations, the minimum energy

geometry of a molecule or ion can be obtained, as described in section 4.4 and FCFs

can be determined, thus allowing PE spectral simulation. These methods have been

used by Dr E. Lee from the Southampton PES group to simulate PE spectra of CF2,

thus allowing comparison with experimental PE and TPE spectra, as will be

described in Chapter 7.
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Chapter 5

A study of iodine atoms and IF by

photoelectron spectroscopy (PES)

and threshold photoelectron

spectroscopy (TPES)

This chapter reports a study of I and IF by photoelectron spectroscopy (PES) and

threshold photoelectron spectroscopy (TPES). Iodine is a reactive open-shell atom.

Investigation of its photoionisation behaviour and measurement of its partial

photoionisation cross sections should provide valuable information that will allow

comparison between theory and experiment. Also, a study of IF with these methods

will allow its valence ionisation energies and low-lying ionic state spectroscopic

constants to be established. This chapter starts, in Section 5.1, with a brief review of

the previous work carried out on IF and of the two methods used in this work (PES

and TPES). Section 5.2 presents the experimental methods and conditions used,

followed, in Section 5.3, by the results obtained from the PE study of I and IF. The
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TPE study is then described and the results obtained from the two methods are

finally compared. A summary of the PE and TPE work on I and IF is made in

Section 5.4

5.1 Introduction

IF is a short-lived molecule in the gas phase that typically has a lifetime of several

milliseconds in a low pressure flowing gas system. It has been shown to be a promising

candidate for a visible chemical laser via energy transfer to its vibrationally excited

ground state, IF(X1Σ+), from O2(a
1∆g) to produce IF(B3Π) [124–126]. Although an

initial investigation of IF with PES has been made [64], the higher resolution

threshold photoelectron spectrum has not yet been obtained. PES and TPES are

complementary methods of studying the electronic structure and spectroscopy of

molecular ions. The PE and TPE spectra of the stable halogens and interhalogens

F2, Cl2, Br2, ICl, and IBr have been recorded previously [127–130]. In these cases,

the TPE spectra are notable in that extra vibrational structure is observed in the

Franck–Condon gaps between the PE bands. Also, in the TPE spectra the resolution

is higher than that in PES. In TPES, the resolution is limited by the resolution of the

scanned photon source (typically 1–3 meV for a synchrotron source), combined with

the low energy (threshold) electrons selected (typically below 3 meV). On the other

hand, the resolution in UV PES (typically 40 meV), is governed by the geometrical

characteristics of the energy analyser used, as was seen in Chapter 3. In the initial

study of IF by PES, IF was produced from the rapid gas–phase reaction F + ICl →
IF + Cl [64]. However, because of the minor reaction channel F + ICl → FCl + I, I

atoms were also observed in the spectra and some of the I atom features overlapped

with some of the vibrational components in the first two IF PE bands. For these

overlapped bands, the relative contributions of I and IF were not established.
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The main objective of this work was therefore to determine these contributions. In

this way, reliable vibrational envelopes of the PE bands of IF and the relative

intensities of I atom bands will be obtained at the photon energy used. The F +

CH2I2 reaction was studied at different reactant times to obtain PE spectra with

different partial pressures of I and IF in the photoionisation region. These spectra

were then used to obtain ”pure” PE spectra of both I and IF. Once the PE spectra

had been obtained, TPE spectra were then recorded.

5.2 Experimental section

The experiments reported here were undertaken on the Circularly Polarised Beamline

(4.2R, Polar) at the Elettra synchrotron radiation source using a photoelectron

spectrometer that was specifically designed to study reactive intermediates as was

seen in Chapter 3 and in references [16,17,49]. PE spectra were recorded as described

in Chapter 3, and the same procedures were used to normalise the spectra for the

photon flux and the transmission function of the spectrometer [50]. Most spectra

were recorded at the angle of 54◦44′ with respect to the direction of polarisation of

the photon beam. The rotation mechanism of the spectrometer is as explained in

Chapter 3. At the angle of 54◦44′, the measured PE intensity is proportional to the

photoionisation cross section and is independent of the angular distribution

parameter β, as explained in Chapter 2. The resolution of the PE spectra is ∼35

meV. This is determined mainly by the slit widths and the mean radius of the

hemispherical analyser used. Because of the DAC card used to supply the voltages to

the lenses of the spectrometer, excellent linearity and reproducibility of the ionisation

energy scale was obtained in PE spectra. This allowed band maxima to be measured

to within 1 meV (see later).

TPES differs from PES in that the energy of the detected electrons is kept low
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(typically ≤2 meV) while the photon energy is scanned. A threshold photoelectron

signal will be obtained each time the photon energy is equal to the ionisation energy

to an ionic state. While the observed intensities of vibrational components in a

conventional PE spectrum are almost always governed by Franck–Condon factors

(FCFs) between the initial neutral and final ionic state (see Chapter 2), those

observed by TPES are often dominated by autoionisation [131,132]. This is primarily

due to the high density of Rydberg states which are parts of series that converge on

higher rovibronic ionic levels, some of which can lie just above a selected ionisation

threshold. These can autoionise and produce electrons of low kinetic energy that are

detected in TPES. As described in Chapter 2, the autoionisation process can enable

the observation of ionic states that cannot be observed by direct ionisation from the

ground state in conventional PES or can allow extra vibrational components of an

ionic state to be observed. In this work, I atoms and IF were produced by the rapid

reaction of F atoms with CH2I2 [65]:

Primary reaction: F + CH2I2 → CH2I + IF

Subsequent reactions: F + CH2I → [CH2IF ]† → CH2F + I

→ CHF +HI

CH2I + CH2I → [CH2ICH2I]
† → HI + CH2CHI

In an earlier PES study of the F + CH2I2 reaction by the Southampton group [18],

the first band of CH2I was observed at low mixing distances (∼0.3 cm), with vertical

ionisation energy (VIE) at 8.52 eV. At longer mixing distances (∼3–4 cm) (which

corresponds to the conditions used in the present work), only bands from I, IF, HI,

HF, CH2CHI (vinyl iodide), and CF (weakly) were observed. It is clear that the

reactive intermediates CH2F and CHF in the above reaction sequence are converted

to CF + HF at the relatively long reaction times used in this work.

A high yield of fluorine atoms was produced by flowing 5 % F2 in helium through a
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microwave discharge at 2.45 GHz in the side arm of a glass inlet system, as described

previously [16, 17, 49] and in Chapter 3. This system also has an inner inlet system

that is used to transport the target reaction molecule (in this case CH2I2) to the

reaction region.

Preliminary experiments were carried out in Southampton to determine the optimum

pressures and reactant mixing distances above the photon beam that maximise the

intensities of the I and IF features in the PE spectra. The optimum partial pressures

were: ∆p(CH2I2) = 1× 10−6, ∆p(F2/He) = 5 ×10−6, and ∆p(Ar) = 3 ×10−7 mbar.

These partial pressures were determined using an ionisation gauge connected to the

main vacuum chamber and were measured with respect to the background pressure in

the vacuum chamber (1× 10−7 mbar), as seen in Chapter 3. The argon gas was

introduced to allow optimisation of the electrode voltages when TPE spectra were

recorded. The most intense spectra of the I bands were obtained at a mixing distance

of about 4 cm from the photon beam, while the IF bands were optimised at a shorter

mixing distance of about 3 cm.

5.3 Results and discussion

The interhalogen IF has the electronic configuration −12σ26π413σ27π4. In the initial

study of this reactive intermediate with PES using He I(α) radiation, where IF was

prepared using the F + ICl reaction, the first two bands were vibrationally

resolved [64]. They correspond to ionisation to the 2Π3/2 and 2Π1/2 ionic states at

VIEs of 10.62 and 11.32 eV, respectively, arising from the (7π)−1 ionisation. The

(13σ)−1 and (6π)−1 ionisations gave rise to broad bands at VIEs of 15.22 and 15.94

eV, respectively, which showed no vibrational structure.

The ground-state electronic configuration of atomic iodine is −−−5s25p5. This gives
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rise to two states, 2P3/2 and 2P1/2, separated by 0.94 eV with the 2P3/2 state

lower [133]. The 2P1/2 state is effectively not populated under equilibrium conditions

at room temperature. I atoms were first observed by PES by de Leeuw and

co-workers, where a partial photoelectron spectrum was obtained [133]. The (5p)−1

ionisation from the 2P3/2 ground state is expected to give 3P2,
3P1,

3P0,
1D2, and 1S0

ionic states, with the following ionisation energies determined from photoabsorption

measurements [60, 61, 74]:

I+(3P2)← I(2P3/2) 10.451eV (5.3.1)

I+(3P0)← I(2P3/2) 11.251eV

I+(3P1)← I(2P3/2) 11.330eV

I+(3D2)← I(2P3/2) 12.153eV

I+(1S0)← I(2P3/2) 14.109eV

The (5s)−1 ionisations, which were not studied in details in this work, give 3P2,1,0 and

1P1 ionic states, respectively, with ionisation energies 20.61, 20.89, 21.66, and 23.35

eV, respectively [74].

5.3.1 Photoelectron spectra

Figures 5.1 and 5.2 show PE spectra recorded for the F + CH2I2 reaction, in the

region from 10.3 to 12.3 eV with mixing distances of 4 and 3 cm, respectively. The

selected photon energy, using the synchrotron source, was 21.22 eV, and the spectra

were recorded at the angle of θ = 54◦44′. In the spectrum recorded at 4 cm mixing

distance (Figure 5.1), the intensities of the atomic I spectral features compared to

those of the IF features are higher than in the spectrum recorded at 3 cm mixing
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distance (Figure 5.2).

As shown in these spectra, two groups of bands were observed in the regions

10.35–10.80 and 11.25–11.55 eV, plus a single band at 12.15 eV. To assist the analysis

and discussion, these were labeled (a’-e’), (a-d), and a”, as shown in the Figures.

The assignment of the bands shown in Figures 5.1 and 5.2 is as reported in the initial

study of IF using He I photoelectron spectroscopy, where the IF was produced from

the reaction F + ICl [64]. In brief, bands (b’) to (e’) are vibrational components of

the first IF band, bands (a) to (d) are vibrational components of the second IF band,

and I atom ionisations are as labelled in Figure 5.1. However, for some of the

observed features, such as features (a) and (b), the relative contribution from I and

IF is not known. It is also not known whether IF contributes to band (a’).

The spectra shown in Figures 5.1 and 5.2 were normalised in intensity to the pure IF

vibrational feature (c’). Gaussian fitting was used to obtain the relative areas of all

the bands. This approach was also used to analyse the many PE spectra recorded

(∼20) with different I-to-IF ratios. Spectra with different I/IF ratios were obtained

by recording PE spectra at different mixing distances and at selected atomic iodine

resonance photon energies. The resonance positions to excited atomic Rydberg states

were obtained by recording constant ionic state (CIS) spectra on the first and fourth

PE bands of I atoms (see Chapter 6). It was also possible to obtain different I/IF

ratios at the same mixing distance by recording PE spectra at different times (e.g.

when the reaction had just been started and after the reaction had been running for

some time). This was possible since the I atom intensity decreased with respect to IF

over the time scale of several hours, probably because of the change in efficiency in

wall recombination of I atoms with time. Many spectra with different I–to–IF ratios

were recorded during the several days that the reaction was running on the beamline.
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Figure 5.1: PE spectrum recorded at hν = 21.22 eV at 54◦44′ and 4 cm mixing distance

from the photon beam showing a ”high” I to IF ratio

Figure 5.2: PE spectrum recorded at hν = 21.22 eV at 54◦44′ and 3 cm mixing distance

from the photon beam showing a ”low” I to IF ratio
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Once each PE spectrum had been normalised in intensity to band (c’) (an IF

vibrational component), spectra were selected in pairs for analysis: one spectrum

with ”high” I atom intensity and another spectrum with ”low” I atom intensity. The

procedure used can be illustrated by considering Figures 5.1 and 5.2. The band

intensity ratio was calculated for each band by dividing the area of each band in

Figure 5.1 by the area of the corresponding band in Figure 5.2. This is expected to

be equal to 1.0 for a pure IF band. Since band (a”) corresponds to the pure

I+(1D2)← I(2P3/2) ionisation, the ratio calculated for this band gives the increase (or

decrease) of the I atoms between the two spectra. Figure 5.3 shows the ratio for the

observed bands calculated by dividing the areas obtained in the spectrum in Figure

5.1 with respect to the areas obtained in the spectrum in Figure 5.2 after the

intensity of band (c’) was made the same in both spectra. The error associated with

each ratio is also reported. All the ratios obtained from analysis of all the PE spectra

recorded give a pattern similar to that shown in Figure 5.3. First, it can be seen that,

as expected, bands (b’), (c’), (d’), and (c) are pure IF bands since their ratio is equal

to 1.0 within the error associated with the measurement. Band (a’) has the same

ratio as the I+(1D2)← I(2P3/2) band, band (a”), indicating that (a’) is a pure I band

or that the contribution of IF to band (a’) is so small that it cannot be determined

with this procedure. The ratios for bands (a) and (b) are bigger than 1.0 (when the

experimental errors for the ratios of bands (a) and (b) are considered) but smaller

than that obtained for a pure I band, band (a”). Therefore, bands (a) and (b) have

contributions from both I and IF, as expected because of known I atom ionisations in

these positions. It can be seen that band (b) has a bigger contribution of I with

respect to band (a).

Taking band (a) as an example, which contains contributions from I and IF, and

assuming the I atom ratio in Figure 5.3 for band (a) is the same as that of the pure I

atom band (a”) (or band (a’)), it is possible to separate the contribution of I and IF

in band (a). The same procedure can be used for band (b). It is assumed that Area1
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Figure 5.3: Band intensity ratio calculated by dividing the area of the more intense

ionic bands in Figure 5.1 by the area of the same bands in Figure 5.2 after the intensity

of band (c’) was made the same in both spectra (see text).

and Area2 are the areas of band (a) in Figures 5.1 and 5.2 (after normalising the two

spectra to ensure areas of band (c) are the same), AreaIF is the area of the IF

contribution, and I1 and I2 are the I contributions to band (a) in the two spectra.

The ratio I1/I2 is then set equal to the ratio of band (a”) or alternatively of band (a’)

as both are pure I atom bands. Then, using
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5.3 Results and discussion

Area1 = I1 + AreaIF

Area2 = I2 + AreaIF

Ratio = I1/I2 = Ratio(a′) (5.3.2)

I2 =
Area1 − Area2

(Ratio− 1)

I1 = I2 × Ratio

knowing Ratio, Area1 and Area2, I1 and I2 can be calculated, and hence AreaIF can

be calculated. The same calculation can be applied to band (b), allowing the

determination in each spectrum of the relative intensities of the four I atom bands (at

positions of bands a’, a, b, and a”) as well as the relative intensities of the IF

vibrational bands. The same procedure was used for any two PE spectra with

different I–to–IF ratios from all the PE spectra recorded. All the relative intensities

so obtained were averaged, and the results are shown in Figures 5.4, 5.5, and 5.6.

The relative intensities of iodine atom bands obtained in this work, including that

measured for the I+(1S0)← I(2P3/2)(5p)
−1 ionisation at 14.109 eV not shown in

Figures 5.1 and 5.2, can be compared with those obtained in refs [134] and [135] by

PES with a He Iα (21.217 eV) photon source, as reported in Table 5.1. The results

are quite similar within experimental error to the results obtained in refs [134]

and [135] with the exception of the I+(1D2)← I(2P3/2) ionisation. This has a much

lower relative intensity in this work (0.58 ± 0.03 compared to the He I(α) value in

ref [134] of 0.80 ± 0.04) but is closer to the calculated value of refs [134] and [135]

(0.57) using an intermediate coupling model. This difference can be partly explained

by considering the asymmetry parameter β for each ionisation. The experimental

work in refs [134] and [135] was carried out with unpolarised He I(α) radiation, while

the present results were obtained with linearly polarised synchrotron radiation (P >

0.99), at the detection angle (54◦ 44”) where the measured intensity is proportional
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Figure 5.4: Relative intensities of the four iodine atom components, derived using the

procedure described in the text.

Figure 5.5: Relative intensities obtained for the IF components in the IF+(X2Π3/2)←
IF(X1Σ) band.
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Figure 5.6: Relative intensities obtained for the IF components in the IF+(X2Π1/2)←
IF(X1Σ) band.

to the total photoionisation cross section and independent of β. Figure 5.7 shows the

asymmetry parameter for the bands measured in the present work, and it can be

clearly seen that the value of β is higher for the I+(1D2)← I(2P3/2) band (a”) than

for the I+(3P2)← I(2P3/2) band (a’). Relative cross section measurements depending

on β would therefore give a higher relative intensity for I+(1D2)← I(2P3/2) ionisation

with respect to the present work. Indeed, the intensity of a band in a spectrum

recorded with an unpolarised photon source and at an angle between the direction of

the photoelectrons and the unpolarised radiation of 90◦, as used in refs [134]

and [135], is proportional to the total photoionisation cross section multiplied by a

factor equal to (1 + β/4) [1]. Assuming β = 1.01 for band (a’) (the I+(3P2)←
I(2P3/2) ionisation) and 1.63 for band (a”) (the I+(1D2)← I(2P3/2) ionisation), then

correcting for angular distribution, the relative intensity of bands (a’) to (a”) changes

from 0.80 (value from ref [134]) to 0.71. This value compares with 0.58 ± 0.03

derived in this work and 0.57 obtained using an intermediate coupling model.
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I+ ← I(3P3/2) ref [135][a] ref [134][b] this work at

bands ionic state hν = 21.22eV

3P2 1.00 (1.00) 1.00 (1.00) 1.00 ± 0.03

3P1 0.34 (0.31) 0.39 ± 0.05 (0.31) 0.47 ± 0.03

3P0 0.17 (0.15) 0.18 ± 0.03 (0.15) 0.25 ± 0.02

1D2 0.79 (0.57) 0.80 ± 0.04 (0.57) 0.58 ± 0.03

1S0 0.06 (0.058) 0.04 ± 0.01 (0.05) 0.047 ± 0.005

Table 5.1: Relative intensities of iodine atoms obtained in this work compared with

those in references [135] and ref [134]. The values in parentheses are relative intensities

computed with an intermediate coupling model. [a] In ref [135], I atoms were generated

by heating solid silver iodide and relative intensities were obtained from a He I(α) PE

spectrum. [b] In ref [134], I atoms were generated from the F + HI reaction and relative

intensities were obtained from a He I(α) PE spectrum.

PE spectral envelopes obtained at 21.22 eV for the two IF bands (Figures 5.5 and 5.6)

were simulated by computing the FCFs between the ground state and the ionic state

vibrational wave functions. To do this, the spectroscopic constants ωe, ωeχe, and re

for each electronic state were used to generate a Morse potential for the IF and IF+

states. Then the vibrational wave functions for each electronic state were obtained

from numerical solutions of the vibrational Schrödinger equation with the appropriate

potential. The vibrational constants used for the IF(X1Σ+) state for the simulations

were taken from a rotational and vibrational analysis of an electronic emission

spectrum and from a microwave spectroscopic study [136–138]. The values used were:

ωe = 610.24cm−1, ωeχe = 3.123cm−1, and re = 1.90975 Å. The vibrational constants

ωe and ωeχe used for the ionic states were obtained by measuring the spacing (∆E)

between the IF vibrational components of each IF band (as was explained in Chapter

2). Since the equilibrium bond length of each ionic state is not known, a trial value

must be used in the calculation of the FCFs. This trial value is chosen to be close to,
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Figure 5.7: Asymmetry parameter β of the more intense bands shown in Figure 5.1 at

a photon energy of 21.22 eV.

although shorter than, the value of the neutral state. This is because in both IF

bands, an electron has been removed from an antibonding orbital; the equilibrium

bond length of the ionic state is therefore expected to be shorter while the vibrational

constant ωe is expected to be larger than that for the IF (X1Σ+) state, as was

observed. The actual equilibrium bond length of the ionic state is found by choosing

a range of trial values and calculating the quantity Σ[FCFv′(calcd)− FCFv′(expt)]2

for each trial bond length [139]. A curve of this quantity plotted as a function of trial

ionic bond length was then obtained. The lowest point of the curve represents the

recommended value of the equilibrium bond length for the ionic state. During these

FCF calculations, it was assumed that the electronic transition moment is constant

over the photoelectron band. This assumption gives an error in the equilibrium bond

length of the ionic state of 0.005 Å [139]. An example of a least squares plot of this
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type is shown in Figure 5.8 for the IF+(X2Π1/2)← IF(X1Σ+) band.

Figure 5.8: Least squares fit for the vibrational components of the IF+(X2Π1/2) ←
IF(X1Σ+) band of IF showing the value of the equilibrium bond length, re.

The results obtained for both IF bands are shown in Table 5.2, where they are

compared with the results obtained in the previous HeI PES work in which IF was

produced from the F + ICl reaction [64]. The present results have a much higher

precision than the previous ones. This is because the ionisation energies of the IF

vibrational bands were determined here to within 1 meV. The ionisation energy scales

for all the PE spectra were calibrated using the known values for the

Ar+(2P3/2,
2 P1/2)← Ar(1S0)(3p)

−1 and I+(1D2,
3 P2)← I(2P3/2)(5p)

−1 ionisations.

Excellent linearity of the ionisation energy scale was ensured by the use of a DAC

card with 0.1 mV precision to supply the voltage to the lenses of the spectrometer.

Also averaging of the results over many PE spectra allowed determination of the

114



5.3 Results and discussion

ionisation energies of the IF vibrational bands with high precision.

IF+(X2Π3/2) IF+(X2Π1/2) IF+(X2Π3/2) IF+(X2Π1/2)

(ref [64]) (ref [64])

ωe (cm−1) 696 ± 2 687 ± 2 700 ± 30 710 ± 30

ωeχe (cm−1) 3.0 ± 0.5 1.2 ± 0.5 10 ± 5 10 ± 5

re(Å) 1.836 ± 0.005 1.832 ± 0.005 1.82 ± 0.01 1.82 ± 0.01

AIE (eV) 10.538 ± 0.001 11.244 ± 0.001 10.54 ± 0.01 11.24 ± 0.01

VIE (eV) 10.538 ± 0.001 11.329 ± 0.001 10.62 ± 0.01 11.32 ± 0.01

spin-orbit splitting (5690 ± 8) (5560 ± 40)

(cm−1)

Table 5.2: Ionic vibrational constants and adiabatic and vertical ionisation energies for

the two IF bands observed in this work, compared with reference [64]

It is notable that the Franck–Condon envelopes for the first two bands of IF are

slightly different (Figures 5.5 and 5.6) and the derived equilibrium bond lengths for

the X2Π3/2 and 2Π1/2 ionic states are also slightly different (Table 5.2). As these ionic

states both arise from the IF (7π)−1 ionisation, their potential curves might be

expected to be the same shape and their equilibrium bond lengths and harmonic

vibrational constants might be expected to be the same. However, interaction

between ionic states (notably spin–orbit interaction between the 2Π1/2 ionic state and

the 2Σ1/2 ionic state arising from the (13σ)−1 ionisation) would lead to the X2Π3/2

and 2Π1/2 ionic states having slightly different equilibrium constants and potential

curves with slightly different shapes. This would explain why slightly different

Franck–Condon envelopes are observed for the first two IF bands (Figures 5.5 and

5.6).
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5.3.2 Threshold Photoelectron (TPE) Spectra

To record TPE spectra, the penetrating field analyser system was tuned to detect

near–zero energy (threshold) photoelectrons. The detection of threshold electrons was

optimized using the Ar+(2P3/2,
2 P1/2)← Ar(1S0)(3p)

−1 doublet lines as a

guide [140, 141]. Figure 5.9 shows the TPE spectrum of Ar recorded with the

optimized values of 100 V for the extractor voltage, V1 = 27.7 V, V2 = 13.3 V, and V3

= 3.0 V (see Chapter 3). The spectral resolution obtained is about 5 meV as

estimated from the full width at half-maximum of the main Ar+(2P3/2)←
Ar(1S0)(3p)

−1 band. Argon is a convenient atom to use to test the performance of the

spectrometer since there are highlying neutral Rydberg states (11s’, 12s’, 13s’, 14s’,

etc.) that converge to the (3p)−1 2P1/2 ionisation limit. These excited neutral states

can autoionise to the lower–lying 2P3/2 ionic state leading to the production of

electrons with energies of 3, 38, 62, 81 meV, etc., respectively. At photon energies

well away from the threshold, the ratio of the intensities of the argon Ar+(2P3/2)←
Ar(1S0) and Ar+(2P1/2)← Ar(1S0) bands is the statistical ratio of 2:1. However, at

photon energies slightly above threshold, this ratio increases because of the

contribution of the 11s’ autoionising states which give electrons of 3 meV that

enhance the Ar+(2P3/2)← Ar(1S0) channel. The ratio shown in Figure 5.9 is ∼ 5 : 1

and indicates that autoionising states are accessed within about 5 meV above the

ionisation threshold. Some finite energy electrons will be emitted in the direction of

the spectrometer and will also be detected if their energy is within the band-pass of

the analyser. This gives rise to a high energy tail in the transmission function of the

analyser. As can be seen in Figure 5.9, there is a small peak at 15.798 eV due to the

12s’ autoionising state which gives rise to electrons of 38 meV kinetic energy. TPE

spectra may therefore contain additional features due to autoionising states, and this

must be taken into account in the interpretation of the spectra. In molecules, this

effect may lead to the observation of ionic state vibrational levels outside the normal
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Franck-Condon region which are enhanced in intensity by autoionisation from

close-lying Rydberg states.

Figure 5.9: TPE spectrum recorded for argon in the region of the Ar+(2P3/2)← Ar(1S0)

and Ar+(2P1/2)← Ar(1S0)(3p)
−1 ionisations.

Figure 5.10 shows the TPE spectrum recorded for the F + CH2I2 reaction in the

10.3–12.3 eV photon energy region at a 3 cm mixing distance. The photon energy

scale was calibrated using the known values for Ar+(2P3/2,
2 P1/2)← Ar(1S0) and

I+(1D2,
3 P2)← I(2P3/2) ionisations. Comparing Figure 5.10 with the PE spectrum

shown in Figure 5.2, it can be seen that better resolution is obtained for the TPE

spectra, and as expected, different relative intensities of the bands are observed. All

the atomic I features have increased in intensity with respect to the IF bands

compared to that of the PE spectra. This is particularly the case for band (a’),

corresponding to the first iodine atom ionisation, I+(3P2)← I(2P3/2). This is

probably due to an autoionisation resonance as for the case of the Ar+(2P3/2)←
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Ar(1S0) ionisation. In the photoionisation work of Berkowitz et al. [142], the ns

Rydberg series converging to the I+(3P0) limit of atomic I has an n = 8 component at

an excitation energy equal to 10.4535 eV. This Rydberg level is only 2.5 meV above

the I+(3P2)←I(2P3/2) limit, and therefore it can autoionise, giving electrons of 2.5

meV that enhance the I+(3P2)←I(2P3/2) channel. In a photoabsorption study, Sarma

and Joshi [143] observed a different ns series converging to the 3P1 limit assigned as

(3P1)ns[1]3/2 in the Jcl coupling scheme. The n = 8 state of this series has an

excitation energy of 10.4596 eV, 8.6 meV above the I+(3P2)← I(2P3/2) ionisation

energy at 10.451 eV. It can also autoionise to the I+(3P2) state enhancing the

I+(3P2)← I(2P3/2) TPE intensity.

Figure 5.10: TPE spectrum recorded for the F + CH2I2 reaction in the 10.3-12.3 eV

photon energy region at a mixing distance of 3 cm.

Comparison of Figures 5.2 and 5.10 also shows that the relative intensities of the

IF+ ← IF bands are similar in both the TPE and PE spectra. In particular, higher
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vibrational members of the first IF photoelectron band are not observed in the TPE

spectrum in the ”non–Franck–Condon region” between the IF+(X2Π3/2)← IF(X1Σ)

and IF+(2Π1/2)← IF(X1Σ) bands, indicating an absence of significant autoionisation

to these vibrational states.

An expanded scan in the energy region of the I+(3P2)← I(2P3/2) and the

IF+(X2Π3/2)← IF(X1Σ) bands, 10.40–10.85 eV, is shown in Figure 5.11. A small

band can be observed of about 5% the intensity of the I+(3P2)← I(2P3/2) band and

31 meV higher in photon energy (it is denoted by an ”*” in Figure 5.11). This could

be associated with a high–lying neutral Rydberg state that autoionises to the

lower-lying I+(3P2) state. Berkowitz et al. [142] assigned the n = 8 state of an ns

series converging to the 3P1 limit at a photon energy of 10.4827 eV. Sarma and

Joshi [143] reported three ns series converging to the 3P2 limit assigned as

(3P2)ns[2]5/2, (3P2)ns[2]3/2 and (3P2)ns[1]1/2. The (3P2)8s[1]1/2 Rydberg state has an

excitation energy of 10.4830 meV, which is comparable with the result obtained by

Berkowitz et al [142]. Autoionisation of this state to the lower–lying I+(3P2) ionic

state would give photoelectrons of 31 meV.

Figure 5.12 shows an expanded scan of the energy region 11.22–11.52 eV containing

the I+(3P1,0)← I(2P3/2) and the IF+(X2Π1/2)← IF(X1Σ) bands. Associated with

band (a), two intense sharp peaks (a1 and a2) and four smaller peaks (a3, a4, a5, and

a6) can be seen. As noted above, band (a) has contributions from both I and IF. It is

possible that the two contributions are resolved, but the fact that band (a1) is sharp

(2-3 meV) may indicate that it is associated with an autoionising I atom Rydberg

state. Moreover, its photon energy (∼11.255 eV) is too high to be assigned as the

I+(3P0)← I(2P3/2) band at 11.251 eV. This may suggest that the wide band (a)

(width 5-6 meV) has contributions from overlapping I and IF bands, while the first

sharp peak (a1) could be associated with 4 meV electrons arising from autoionisation

of an I atom Rydberg state. CIS spectra on the I+(3P2)← I(2P3/2) ionisation band
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Figure 5.11: TPE spectrum showing the I+(3P2) ← I(2P3/2) and the IF (X2Π3/2) ←
IF(X1Σ) bands.

have been recorded, and they will be reported in Chapter 6. An analysis of these

spectra shows several Rydberg states converging to the I+(3P1)← I(2P3/2) limit at

11.330 eV [144,145] in the 11.0–11.3 eV photon energy region. This again suggests

that the band (a) is an overlap of I and IF bands, while the other sharp features, (a1)

to (a6), are associated with I atom Rydberg autoionising resonances. Berkowitz et

al. [142] found one ns and one nd series converging to the (3P1) limit with several

resonances in the 11.255–11.285 eV photon energy region. The same Rydberg series

but with slightly different photon energies were reported by Gu et al. [146] and

assigned as (3P1)ns[1]3/2 and (3P1)nd[2]5/2 resonances from the I(2P3/2) ground state.

Autoionisation of (3P1)16d[2]5/2 and (3P1)18s[1]3/2 I atom Rydberg states to the

I+(3P0) ionic state can be associated with bands (a1) and (a2) at 11.2565 and 11.2606

eV, respectively. Features (a3, a4, a5 and a6) may also be assigned as overlapping
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autoionisation features from higher n Rydberg states of both ns and nd

series [142, 146].

Figure 5.12: TPE spectrum showing the I+(3P0,1) ← I(2P3/2) and IF+(2Π1/2) ←
IF(X1Σ) bands. Bands (a) and (b) are overlapped I and IF features, whereas bands

(c) and (d) are IF vibrational components (see text).

Table 8.5 compares the ionisation energies obtained from PE and TPE spectra for the

IF+(X2Π3/2)← IF(X1Σ) and IF+(X2Π1/2)← IF(X1Σ) bands. The agreement

between the two sets of measurements is in general excellent. This is significant since

their respective uncertainties arise from different sources. In the case of the PE

spectra, the linearity and precision of the energy calibration depends upon the

voltages applied to the spectrometer, notably the voltage applied to the third lens

element. This voltage has a precision of about 0.2 mV. The peak position of each

photoelectron band is determined from a Gaussian fit with a precision of about

0.5–1.0 meV for an intense band. Furthermore, in this work the ionisation energy
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position for each band was averaged over the results obtained from many PE spectra.

Therefore, the error associated with the ionisation energy of any of the intense bands

is estimated to be 1 meV. On the other hand, for the case of the TPE spectra the

voltages applied to the spectrometer are held constant and the photon energy is

swept linearly. The photon energy calibration of the monochromator is obtained with

a precision of about 1 meV, while the TPE peak position is obtained with a precision

of about 0.5 meV. The error associated with the photon energy position of a TPE

band is thus estimated to be between 1 and 2 meV.

IF+(X2Π3/2) IF+(X2Π3/2) IF+(X2Π1/2) IF+(X2Π1/2)

ν+ PES TPES PES TPES

0 10.539 ± 0.001 10.539 ± 0.001 11.244 ± 0.001 11.245 ± 0.001

1 10.625 ± 0.001 10.625 ± 0.002 11.329 ± 0.001 11.333 ± 0.001

2 10.709 ± 0.001 10.709 ± 0.002 11.413 ± 0.001 11.413 ± 0.001

3 10.792 ± 0.003 10.793 ± 0.002 11.497 ± 0.002 11.496 ± 0.002

Table 5.3: Comparison between the measured positions of the vibrational components

of the two IF bands as obtained in PE and TPE spectra

The same ionisation energy values are obtained for three of the four

IF+(X2Π3/2, v
+)← IF(X1Σ, v′′ = 0) vibrational components (v+ = 0, 1, 2). For the

fourth (v+ = 3), there is a difference of 1 meV, which is within experimental error

(Table 8.5). Also, for the four IF+(X2Π1/2, v
+)← IF(X1Σ, v′′ = 0) vibrational

components, similar ionisation energy values are obtained, except for the v+ = 1

state, which has a difference of 4 meV (this contributes to band (b) in Figure 5.12).

The value of 11.333 eV obtained in the TPE measurement is too high to be

associated with either IF or I. A possible explanation is a contribution from

autoionising I atom Rydberg states. Berkowitz et al. [142] reported two ns series

converging to the 1D2 limit with excitation energies to the n = 8 Rydberg states close

to 11.333 meV. The lower photon energy side of a TPE band has normally a sharp
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increase corresponding to the energy width of the incident photon beam, in this work

about 3–4 meV from the bottom to the top of the peak. This value is 10 meV for

band (b). This can be explained if band (b) in the TPE spectrum arises from the

overlap of IF and I contributions at lower photon energy and contributions from one

or two autoionising I atom Rydberg states at higher photon energy.

5.4 Conclusion

In this chapter, an investigation of the IF and I bands in the ionisation energy region

10.0–15.0 eV by PES was presented. Their relative intensities were measured and,

where IF and I bands overlapped, their relative contributions were established. This

was not done in the initial study [64]. This work has led to improved adiabatic

ionisation energies (AIEs) and VIEs of the IF+(X2Π3/2)← IF(X1Σ+) and

IF+(2Π1/2)← IF(X1Σ+) ionisations and improved spectroscopic constants ωe, ωeχe,

and re for the two IF ionic states X2Π3/2 and 2Π1/2.

Comparison of the TPE and PE spectra for IF and I shows that no difference can be

seen between the vibrational envelopes of the two observed IF bands. Unlike TPE

spectra recorded for other diatomic halogens [127–130], no extra vibrational structure

is observed in the TPE spectrum of IF, particularly in the ”Franck–Condon gap”

between the two observed bands. The extra structure seen in the TPE spectra,

notably associated with bands (a) and (a’), and the position of band (b), which is

higher in the TPE spectrum compared to its position in the PE spectrum by 4 meV,

can be attributed to autoionisation contributions from known I atom Rydberg states.
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Chapter 6

Angle-resolved Constant Ionic State

(CIS) spectroscopy of atomic iodine

This chapter reports the results obtained by CIS spectroscopy on iodine atoms.

Rydberg series converging to three thresholds of iodine were observed and analysed.

The angular distribution parameter for the first and fourth band was also determined

as a function of photon energy and is presented in this chapter. An introduction to

the iodine atom work, and more generally on atomic halogens is presented in Section

6.1, followed by a description of the experimental procedures in Section 6.2. Some

theoretical considerations are given in Section 6.3 before presenting the results in

Section 6.4. Section 6.5 finally presents a summary of the angular distribution plots

for the observed ionisations.
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6.1 Introduction

In this work, atomic iodine was studied by angle resolved Constant Ionic State (CIS)

spectroscopy using synchrotron radiation. This follows an initial investigation of

atomic iodine, I, and IF by photoelectron spectroscopy (PES) and threshold

photoelectron spectroscopy (TPES) in which PE and TPE spectra were recorded

with different I to IF ratios to determine improved spectroscopic constants for the

two lowest ionic states of IF and the relative intensities of I atom PE bands at 21.22

eV photon energy. This work is presented in Chapter 5 and in reference [51]. Atomic

iodine is a halogen with ground state electronic configuration I...5s25p5(2P ). The

spin-orbit splitting between the two components of the ground state 2P1/2 and 2P3/2

is 0.94 eV, with the 2P3/2 state lying lower. The I+...5s25p4 ionic states obtained on

(5p)−1 photoionisation are 3P2,1,0,
1D2 and 1S0. The halogen atoms have been

thoroughly studied by a number of spectroscopic methods as they represent a

transition from their closed shell neighbours in the Periodic Table, the rare gases, to

the more complex open shell atoms. In this chapter, an angle-resolved PE study of

autoionisation from the I∗...5s25p5 3P1,
1D2 and 1S0 ns, nd resonances arising from 5p

photoexcitation from the ground state is reported.

Early work on atomic iodine was performed in 1962 by Minnhagen [144] who revised

the analysis of the photographic electronic absorption work of Kiess and Corliss [147]

by recalculating the entire energy level system. He also determined accurate values

for the five I+..5s25p4 terms and demonstrated that the neutral iodine excited states

are best descibed by Jcl (or JK) coupling. In the following years, Huffman et

al. [60, 61] recorded the absorption spectra of all atomic halogens, produced in a

microwave discharge through a He-molecular halogen mixture for Cl, Br and I and

through a He-SF6 mixture for F, and confirmed Minnhagen’s ionisation limits for

iodine atoms. Berkowitz et al. [135, 142] then observed Rydberg series converging to

the four higher ion core limits, above the first ionisation limit, by mass analysed
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photoionisation spectra of iodine atoms, produced by vaporising AgI. Berkowitz and

co-workers also studied the photoionisation of the other halogens atoms, i.e.

fluorine [148], chlorine [149] and bromine [150]. Sarma and Joshi later assigned

Rydberg series converging to the I+ 3P2,1,0 thresholds with principal quantum number

up to n = 20 [151]. They produced iodine atoms with a flash pyrolysis technique and

photographed the VUV absorption spectrum obtained. Following this,

Pratt [152, 153] studied Rydberg states of atomic iodine produced by laser

photodissociation of methyl iodide. He used resonant enhanced multiphoton

ionisation (REMPI) combined with time of flight (TOF) mass spectrometry and

electron energy analysis. As two photons were used to prepare the excited state, he

was able to study single-photon forbidden np and nf series. In related work, Pratt et

al. [154] studied the two-color multiphoton excitation spectra of autoionising I∗ 1D2

ns and nd Rydberg series in atomic iodine. In this work, Rydberg states were

resolved up to principal quantum numbers as high as n = 35. This technique uses a

total of three photons and therefore accesses excited states of the same parity as

those in single photon excitation. More recently, Gu et al. [146] observed two

Rydberg series (one ns and one nd series) built on the I+ 3P1 ion core and resolved

states with principal quantum number up to n = 47. They combined multiphoton

ionisation with time of flight photoelectron spectroscopy and mass spectrometry.

Iodine atoms were produced in this work from laser dissociation of molecular iodine.

Caldwell, Krause and co-workers have carried out extensive angle resolved

photoelectron studies on oxygen atoms and the halogen atoms, except iodine atoms.

They measured partial cross sections and partial differential cross sections following

ionisation of both inner and outer shell electrons. Atoms were produced by microwave

discharge and the experiments were carried out with monochromatised synchrotron

radiation. The photoelectrons were energy- and angle- selected before being detecting

and counted. A summary of their work is presented in a paper published in

2004 [155]. Atomic bromine is the closest halogen to iodine in the Periodic Table. Its
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He(I) PE spectrum was recorded during several studies [133,134,156,157] and shows

the same PE bands as iodine atoms, Br+ 3P2,1,0,
1D2,

1 S0 ← Br 2P3/2. Rydberg series

converging to the Br+ 3P2,1,0 and 1D2 limits have been observed and assigned in the

absorption spectra of atomic bromine, obtained from the flash pyrolysis technique, by

Sarma and Joshi [151]. The more recent work of Caldwell and co-workers [158]

measured CIS spectra for all PE bands except the Br+(3P2)← Br (2P3/2) band.

Rydberg series converging to each available threshold were observed and analysed.

The angular distribution of the ejected photoelectron was also studied for the first

and fourth band as a function of photon energy. The asymmetry parameter, β, was

determined by recording each CIS spectrum at two different angles. Atomic chlorine

and fluorine were also thoroughly studied [155]. The same PE bands appear in their

He(I) PE spectra as in atomic bromine and iodine. CIS spectra were recorded and

analysed for Cl and F; they also show Rydberg series converging to each threshold.

The angular distribution parameter of the ejected photoelectrons was also determined

as a function of the photon energy for chlorine atoms [155]. Unfortunately, the

microwave discharge source used by Caldwell and co-workers does not allow the

generation of iodine atoms for electron spectroscopy studies. As a result, iodine

atoms is the halogen that has been the least studied and in particular, no angle

resolved CIS measurements have been made on this atom.

The aim of the present work was therefore to study atomic iodine by CIS

spectroscopy, recording spectra at two angles with respect to the direction of

polarisation of the photon source, in order to allow the beta parameter, β, to be

determined. CIS spectra were recorded in the photon energy range 11 to 23 eV and

with smaller step size and better statistics between 11 and 14.5 eV where structure is

expected. Rydberg series converging to the three higher ion core limits, I+ 3P1,
1D2

and 1S0, are reported in this chapter. Ionisation energies and quantum defects were

determined for each Rydberg series from Fano fitting of the resonances. This chapter

presents the results obtained from this work on iodine atoms.
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6.2 Experimental

As previsously mentioned, the experiments carried out during this project were

undertaken at the Elettra synchrotron light source on the BL 4.2R Polar beamline.

The monochromator used on this beamline covers the photon energy range 5 to 35

eV. The photoelectron spectrometer was specifically designed to study reactive

intermediates with photoelectron spectroscopy using synchrotron radiation and has

been described in details in Chapter 3 and in reference [17]. In this work,

measurements were carried out either by recording conventional photoelectron (PE)

spectra, in which the photon energy is fixed, or by recording constant ionic state

(CIS) spectra, where the intensity of a particular photoelectron feature (such as a

particular atomic ionisation) is monitored as a function of photon energy (see

Chapter 3). The study of the PE and TPE spectra of atomic iodine was presented in

Chapter 5 and the present work builds on this initial study. Both CIS and PE spectra

were recorded in constant pass energy mode, by scanning the voltage on a lens which

accelerates (or decelerates) the photoelectrons before they enter the analyser. This

ensures constant resolution over the spectrum. CIS spectra were recorded in this work

in the photon energy range 11 to 23 eV for the first band of iodine atoms and between

12.5 and 23 eV for the fourth band of iodine atoms. Smaller step size (2 meV rather

than 5 meV) and better statistics were used between 11 and 14.5 eV where structure

is expected. Iodine atoms were produced from the following consecutive reactions:

Primary reaction: F + CH2I2 → CH2I + IF

Subsequent reactions: F+ CH2I → [CH2IF]† → CH2F + I

→ CHF + HI

A high yield of F atoms was produced by flowing 5% F2 in helium through a

microwave discharge at 2.45 GHz in the sidearm of a glass inlet system [62]. This

inlet system also has an inner inlet which is used to transport the target reaction
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molecules (in this case, CH2I2) to the reaction region. The intensities of the bands in

the experimental PE and CIS spectra were normalised by the photon flux and the

transmission correction of the spectrometer as explained in Chapter 3 and in

reference [50].

Test experiments were carried out in Southampton in order to determine the

optimum pressures and mixing distance above the photon beam which maximise the

intensity of the I atom features. The optimum partial pressures were: ∆p (CH2I2) =

1 ×10−6 mbar, ∆p (F2/He) = 5 ×10−6 mbar, and ∆p (Ar) = 3 ×10−7 mbar. These

partial pressures were determined using an ionisation gauge connected to the main

vacuum chamber and were measured with respect to the background pressure in the

vacuum chamber (1× 10−7 mbar). Spectra which showed the most intense I atom

bands were obtained at a mixing distance of about 4 cm from the photon beam.

6.3 Theoretical considerations

Atomic iodine is an open shell atom and its ground state electronic configuration is

...5s2 5p5. This gives rise to two states, 2P3/2 and 2P1/2, separated by 0.94 eV, with

the 2P3/2 state lower [133]. The 2P1/2 state is effectively not populated under

equilibrium conditions at room temperature. The (5p)−1 photoionisation from the

2P3/2 state gives rise to the final ionic states of I+...5s25p4 (3P2,1,0,
1D2 and 1S0). The

energies of these ionisations are 10.451, 11.330, 11.251, 12.153 and 14.109 eV,

respectively [60,61,134,135]. PE spectra recorded during this work show bands for all

five iodine atom ionisations. CIS spectra recorded for a selected PE band show

resonances converging to different thresholds. The resonances correspond to

excitation to Rydberg states that are part of a series, which converges to each

threshold, followed by autoionisation to the ionic state selected. To assign the series,

it is helpful to draw up tables (Tables 6.1 and 6.2) of the excited states to which
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transitions are allowed from the ground state I...5s25p5(2P3/2) and which autoionise

to the ionic states I+...5s25p4(3P2) and I+...5s25p4(1D2) respectively, in the Jcl

coupling scheme (also known as JK coupling). In this coupling scheme, the total

angular momentum of the ion core, Jc, couples with the orbital angular momentum of

the electron, l, to give K. The spin of the Rydberg electron, s, is then coupled to K to

give the total angular momentum, J. The selection rule on J is ∆J = 0,±1 from the

2P3/2 neutral ground state, and the selection rule on parity is odd ↔ even.

The resonances seen in experimental CIS spectra often show an asymmetric profile.

This is due to interference between the direct and indirect processes and results in a

characteristic Fano profile [10, 37], where the cross section can be expressed as:

σ(E) = σa ×
(q + ε)2

1 + ε2
+ σb (6.3.1)

In this equation, σa and σb represent two portions of the cross section which

correspond, respectively, to transitions to states of the continuum that do and do not

interact with the discrete autoionising state, as was seen in Chapter 2. ε is the

reduced energy and can be expressed as follow:

ε =
E −En

1
2
Γ

(6.3.2)

where En is the resonance energy and Γ is the natural width of the autoionising state

which represents the bound-continuum mixing of the resonance state. The q

parameter characterises the line profile. The Fano fitting of the resonances allows the

resonance positions (En) to be established. The effective quantum number

(n∗ = n− δ) and principal quantum number, n, of each Rydberg state can then be

determined from [40]:
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Excited states [Jcl]Jfinal ionic state after autoionisation

5s25p4(1D2)ns 2D5/2 [2]5/2 5s25p4(3P2) + εs/εd
5s25p4(1D2)ns 2D3/2 [2]3/2 5s25p4(3P2) + εs/εd

5s25p4(1D2)nd 2D5/2 [3, 2]5/2 5s25p4(3P2) + εs/εd
5s25p4(1D2)nd 2D3/2 [2, 1]3/2 5s25p4(3P2) + εs/εd
5s25p4(1D2)nd 2P3/2 [2, 1]3/2 5s25p4(3P2) + εs/εd
5s25p4(1D2)nd 2P1/2 [1, 0]1/2 5s25p4(3P2) + εd
5s25p4(1D2)nd 2S1/2 [1, 0]1/2 5s25p4(3P2) + εd

5s25p4(3P0)ns 2P1/2 [0]1/2 5s25p4(3P2) + εd

5s25p4(3P0)nd 2D5/2 [2]5/2 5s25p4(3P2) + εs/εd
5s25p4(3P0)nd 2D3/2 [2]3/2 5s25p4(3P2) + εs/εd
5s25p4(3P0)nd 2P3/2 [2]3/2 5s25p4(3P2) + εs/εd

5s25p4(3P1)ns 2P3/2 [1]3/2 5s25p4(3P2) + εs/εd
5s25p4(3P1)ns 2P1/2 [1]1/2 5s25p4(3P2) + εd

5s25p4(3P1)nd 2D5/2 [3, 2]5/2 5s25p4(3P2) + εs/εd
5s25p4(3P1)nd 2D3/2 [2, 1]3/2 5s25p4(3P2) + εs/εd
5s25p4(3P1)nd 2P3/2 [2, 1]3/2 5s25p4(3P2) + εs/εd
5s25p4(3P1)nd 2P1/2 [1]1/2 5s25p4(3P2) + εd

5s25p4(1S0)ns 2S1/2 [0]1/2 5s25p4(3P2) + εd

5s25p4(1S0)nd 2D5/2 [2]5/2 5s25p4(3P2) + εs/εd
5s25p4(1S0)nd 2D3/2 [2]3/2 5s25p4(3P2) + εs/εd

Table 6.1: States to which transitions are allowed from the ground state
I...5s25p5(2P3/2) and which autoionise to the ionic state I+...5s25p4(3P2), in the Jcl
coupling scheme

En = E∞ −
R

(n− δn)2
(6.3.3)
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Excited states [Jcl]Jfinal ionic state after autoionisation

5s25p4(1S0)ns 2S1/2 [0]1/2 5s25p4(1D2) + εd

5s25p4(1S0)nd 2D5/2 [2]5/2 5s25p4(1D2) + εs/εd
5s25p4(1S0)nd 2D3/2 [2]3/2 5s25p4(1D2) + εs/εd

Table 6.2: States to which transitions are allowed from the ground state
I...5s25p5(2P3/2) and which autoionise to the ionic state I+...5s25p4(1D2), in the Jcl
coupling scheme

where R is the Rydberg constant for iodine atoms (109736.84 cm−1) and E∞ is the

series limit. This equation can then be used, with known En and n values, to obtain

the true ionisation energy, E∞ and the quantum defect, δn of the series. The

parameters q, Γ, σ and δ are regarded as energy independent [43]. However, a slow

variation of these parameters with energy was observed in this work.

During this work, all CIS spectra were recorded at two different angles with respect

to the photon polarisation axis, θ = 0◦ and θ = 54◦44′. At θ = 54◦44′ the measured

intensity is proportional to the total photoionisation cross section, independent of

β [1, 12]. The angular distribution parameter, β, can be determined from the

following equation (see Chapter 2):

β = R− 1 (6.3.4)

where R = I0/I54◦44′ is the ratio of the experimental intensities at θ = 0◦ and

θ = 54◦44′. For the measurement of the β parameter, it is also important to evaluate

a correction factor to account for the changes in the efficiency of the analyser at the

two different angles of measurement. These changes arise from small misalignments

which may occur on rotation of the analyser between the axis of rotation and the

direction of the photon beam (see Chapter 3). Each time the spectrometer was
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rotated, the intensity of the helium (1s)−1 ionisation was measured (at hν = 28.0

eV). This allowed the β parameter for helium (which is well established) [71] to be

measured. A comparison between the measured β parameter and the known β

parameter of helium allowed the determination of the correction factor that was then

applied to each β plot. Plots of β as a function of photon energy thus obtained are

presented with the results, in the next section.

6.4 Results and Discussion

6.4.1 Overview

A PE spectrum recorded for the F + CH2I2 reaction, at an angle θ = 54◦44′ with

respect to the polarisation axis of the radiation is shown in Figure 6.1. This spectrum

was recorded with a photon energy of 21.22 eV, in the ionisation energy region from

10.3 to 12.3 eV and at a reagent mixing distance of 4 cm. The assignment of the

bands was made as in an earlier study of I and IF by PES [64]. The PE spectrum

shows four of the iodine atom bands, overlapped with vibrational components of the

IF+(X2Π3/2)← IF(X1Σ) and IF+(2Π1/2)← IF(X1Σ) bands.

CIS spectra were recorded for the first and fourth PE bands of iodine atoms, i.e., the

I+(3P2)← I(2P3/2) and the I+(1D2)← I(2P3/2) bands, as they are the most intense

and are not overlapped with IF features. CIS spectra were recorded for the first band,

the I+(3P2)← I(2P3/2) band, in the photon energy range 11.0 to 23.0 eV. This photon

energy range covers the third (I+(3P1)← I(2P3/2)), fourth (I+(1D2)← I(2P3/2)) and

fifth (I+(1S0)← I(2P3/2)) thresholds of iodine atoms as well as the (5s)−1 thresholds.

The second threshold of iodine atoms (I+(3P0)) is also within the CIS spectral region

recorded for the first band (at 11.251 eV). However, there is only 5 meV between the

beginning of the CIS spectra and the threshold, which is not enough to allow a study

133



6.4 Results and Discussion

10.5 10.8 11.1 11.4 11.7 12.0 12.3
0

200

400

600

800
IF+ (2

1/2)  IF (X1 )

IF+ (2
3/2)  IF (X1 )

I
+(1D2) I(2P3/2)

I
+(3P1) I(2P3/2)

I
+(3P0) I(2P3/2)

I
+(3P2) I(2P3/2)

In
te

ns
ity

 (a
rb

. u
ni

ts
)

Ionisation energy

Figure 6.1: PE spectrum of the reaction F + CH2I2, recorded at hν = 21.22 eV, over
the ionisation energy range 10.3 to 12.3 eV, and at an angle θ = 54◦44′ showing atomic
I and IF features

of Rydberg states converging to this threshold. As a result, series converging to the

I+(3P0) have not been observed in the present work. CIS spectra were also recorded

for the fourth band of iodine atoms, the I+(1D2)← I(2P3/2) band, over the photon

energy range 13 to 23 eV. This photon energy range only covers the fifth (5p)−1

threshold (I+(1S0)← I 2P3/2) and the (5s)−1 thresholds. CIS spectra recorded in the

photon energy region of the (5s)−1 photoionisations, from 20.0 to 23.0 eV, were not

analysed as the spectra were not of sufficient quality. The CIS spectra obtained

during this work are in good agreement with the spectra obtained by Berkowitz et
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al. [142], which were obtained from mass-analysed photoionisation of atomic iodine.

The assignments given by Berkowitz et al. are based on those given by Huffman et

al [60, 61] in a gas-phase optical absorption study. However, in the present work,

higher resolution was achieved and β parameter plots as a function of photon energy

are obtained.

6.4.2 Series converging to the I+(1S0) threshold

CIS spectra recorded in the photon energy range 12.9 to 14.1 eV show two Rydberg

series converging to the I+(1S0) threshold at 14.109 eV. The spectra were recorded for

two of the iodine atom PE bands, the first one, I+(3P2)← I(2P3/2) and the fourth

one, I+(1D2)← I(2P3/2). These spectra were also recorded at two different angles

with respect to the polarisation axis of the radiation, θ = 0◦ and θ = 54◦44′ and are

shown in Figures 6.2 and 6.3. Figure 6.2(a) shows the relative cross sections of the

I+(3P2)← I(2P3/2) band at an angle of θ = 0◦ while Figure 6.2(b) was recorded at an

angle of θ = 54◦44′. Figure 6.3 shows the spectra obtained for the fourth band of

iodine atoms, the I+(1D2)← I(2P3/2) band. Figure 6.3(a) was recorded at an angle

θ = 0◦ while Figure 6.3(b) was recorded at an angle θ = 54◦44′. All the spectra show

a similar trend with two clearly distinguishable Rydberg series converging to the

I+(1S0) threshold, one of which is much broader than the other. It is worth noting

that the shapes of the resonances vary between the first and fourth PE bands of

iodine atoms while resonances are very similar for CIS spectra recorded for the same

PE band at the two different angles. According to Tables 6.1 and 6.2, the same

transitions are allowed from the ground state I...5s25p5(2P3/2) to the excited states

I∗...5s25p4(1S0) ns or nd whether the ionic state after autoionisation is the

I+...5s25p4(3P2) or the I+...5s25p4(1D2) state. From these Tables, one can see that

three series are allowed to converge to the I+(1S0) threshold, one ns and two nd

series. Since only two series are observed and the quantum defects obtained for them
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correspond to the assignment of one ns and and one nd series [159], it is assumed

that the splitting between the nd[2]5/2,3/2 state is too small to be resolved in this

work. This would explain why only two series are observed experimentally, the

ns[0]1/2 and the nd[2]5/2,3/2 series. The nd series is expected to be broad as nd series

are usually broader than ns series, with a pronounced tail towards the high energy

side, as is common in other halogens, rare gases and other elements except for the

atoms of the first row [160]. In contrast, ns series are sharp and symmetric. The

series observed in the present work closely resemble those obtained by Benzaid et.

al. [158] for bromine atoms and those obtained by Wu et. al. [161] for xenon. Fano

fitting was used to find the position and fitting parameters of each resonance

separately. The fitting parameters include the shape parameter, q, the natural width,

Γ and the correlation index, ρ2. From equation 6.3.3, the effective quantum number,

n∗ and principal quantum number, n were derived for each Rydberg state. The

results thus obtained are shown in Tables 6.3 and 6.4. Also included in these tables is

the value of the product Γn∗3, which is called the reduced linewidth and should be

constant throughout a series [37]. However, a slow increase of this parameter

throughout the series is observed, as can be seen in the tables. Table 6.3 presents the

values obtained for resonances seen in the first band CIS , I+(3P2)←I(2P3/2), while

Table 6.4 presents the values obtained for the fourth band CIS, I+(1D2)←I(2P3/2).

Shown as examples, are the fits obtained for series converging to the I+(1S0)

threshold at an angle θ = 0◦. The fit of each resonance was carried out independently

and then the individual fits were put together to show the full progression. Figure 6.4

shows the separate fits for the two series obtained for resonances in the CIS spectra

recorded for the first PE band of iodine atoms in the photon energy region 13.0 to

14.0 eV, the I+(3P2)←I(2P3/2) band. Figure 6.4(a) shows fitting of the nd resonances

while Figure 6.4(b) shows ns resonances. Similarly, Figure 6.5(a) shows the fitting of

the nd resonances recorded in the CIS spectra for the fourth PE band of iodine atoms

in the photon energy region 13.0 to 14.0 eV, the I+(1D2)← I(2P3/2) band, while

Figure 6.5(b) shows the ns resonances.
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The position of the resonances at the two angles and for the two different bands are

in good agreement, within experimental error (see Tables 6.3 and 6.4). The fitting

parameters show a regular pattern, as well as the n∗ values, which indicates a good

reliability of the fits. From these values, the I+(1S0)← I(2P3/2) threshold and the

quantum defect can be obtained for each observed series (equation 6.3.3). The results

are shown in Table 6.5. The derived I+(1S0)← I(2P3/2) ionisation energies are in

good agreement with the value obtained by Berkowitz [142] of 14.109 eV within

experimental error. Radler et al. [159] showed that the quantum defect of Xe was ∼ 4

for ns series and ∼ 2.3 for nd series and investigations of resonances in atomic

chlorine and bromine have shown to give in general the same quantum defects as

their rare gas neighbours [162]. Berkowitz also found [142] quantum defects for iodine

atoms of about 0 (modulo 1) for ns series and of about 0.3 (modulo 1) for nd series.

(In some cases, the quantum defect, δ, is written modulo 1, in which case δ is given

by the non-integral part of (n− n∗) [154]). This is consistent with the previous

assignment for the ns[0]1/2 and nd[2]5/2,3/2 series, as quantum defects found for this

threshold are approximately 2.30 for the broad nd[2]5/2,3/2 series and approximately

3.75 for the sharper ns[0]1/2 series. The agreement of the results obtained for the two

different bands and angles is in general excellent.

More information on the series can be obtained by looking at the asymmetry

parameter, β, plotted as a function of photon energy. Beta plots were obtained from

the ratio of the experimental intensities in CIS spectra at the two different angles,

θ = 0◦ and θ = 54◦44′. They were determined in this photon energy range from CIS

spectra recorded for both the first and the fourth iodine bands, and are presented in

Figure 6.6. Figure 6.6(a) shows the beta plot of the first, I+(3P2)← I(2P3/2), band of

iodine atoms whereas Figure 6.6(b) shows the beta plot of the fourth, I+(1D2)←
I(2P3/2) band of iodine atoms. They are different from CIS spectra as the resonances

have similar shapes for the two bands and are symmetric. However, the values of the

beta parameter are different in Figure 6.6(a) and 6.6(b); the beta parameter for the
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first band of iodine atoms has a mean value of approximately -0.3. It shows broad

resonances with values changing from -0.4 to -0.1 and sharp resonances going to -0.5

(see Figure 6.6(a)). The beta parameter for the fourth band of iodine atoms has a

mean value of -0.6 across the photon energy range with dips at the resonances going

to -0.85. The position of the resonances obtained from the Fano fits are marked on

the spectra. Only the nd[2]5/2,3/2 series is seen in the beta plots.
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Figure 6.2: CIS spectra recorded over the photon energy region 12.9 to 14.1 eV, showing
autoionising resonances converging to the I+(1S0) threshold at 14.109 eV, recorded for
the I+(3P2) ← I(2P3/2) band of iodine atoms. Figure 6.2(a) was recorded at an angle
θ = 0◦ whereas Figure 6.2(b) was recorded at an angle θ = 54◦44′.
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Figure 6.3: CIS spectra recorded over the photon energy region 12.9 to 14.1 eV, showing
autoionising resonances converging to the I+(1S0) threshold at 14.109 eV, recorded for
the I+(1D2) ← I(2P3/2) band of iodine atoms. Figure 6.3(a) was recorded at an angle
θ = 0◦ whereas Figure 6.3(b) was recorded at an angle θ = 54◦44′.
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Figure 6.4: Fano fits of the resonances converging to the I+(1S0) threshold at 14.109
eV, recorded for the I+(3P2)← I(2P3/2) band of iodine atoms at an angle θ = 0◦. Figure
6.4(a) shows nd resonances while Figure 6.4(b) shows ns resonances. The experimental
spectrum is shown in Figure 6.2(a).

141



6.4 Results and Discussion

(a)

13.0 13.2 13.4 13.6 13.8 14.0

200

400

600

In
te

ns
ity

 (a
rb

. u
ni

ts
)

Photon energy

(b)

13.0 13.2 13.4 13.6 13.8 14.0

200

400

600

In
te

ns
ity

 (a
rb

. u
ni

ts
)

Photon energy

Figure 6.5: Fano fits of the resonances converging to the I+(1S0) threshold at 14.109
eV, recorded for the I+(1D2)←I(2P3/2) band of iodine atoms at an angle θ = 0◦. Figure
6.5(a) shows nd resonances while Figure 6.5(b) shows ns resonances. The experimental
spectrum is shown in Figure 6.3(a).
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Er (eV) n∗ n q Γ (meV) ρ2 (×102) Γ× n∗3

1. ns[0]1/2 series

θ = 0◦

13.262 ± 0.0010 4.01 ± 0.01 8 -1.58 ± 0.41 10.0 ± 1.4 5.4 ± 0.1 0.64 ± 0.09
13.572 ± 0.0008 5.03 ± 0.01 9 -2.01 ± 0.80 5.1 ± 1.5 2.4 ± 0.1 0.66 ± 0.19
13.741 ± 0.0031 6.08 ± 0.04 10 -1.11 ± 0.90 13.0 ± 5.3 4.7 ± 1.0 2.92 ± 1.18
13.837 ± 0.0028 7.08 ± 0.06 11 -2.10 ± 1.98 9.9 ± 4.2 2.2 ± 1.1 3.53 ± 1.49
13.902 ± 0.0014 8.11 ± 0.07 12 -1.56 ± 1.23 5.8 ± 1.9 2.7 ± 0.7 3.11 ± 1.03

θ = 54◦44’

13.258 ± 0.0008 4.00 ± 0.01 8 -1.75 ± 0.35 8.5 ± 1.4 5.0 ± 0.1 0.54 ± 0.09
13.576 ± 0.0023 5.05 ± 0.02 9 -0.64 ± 0.55 8.6 ± 3.2 9.1 ± 0.8 1.12 ± 0.41
13.736 ± 0.0013 6.04 ± 0.03 10 -1.78 ± 0.72 7.0 ± 1.3 2.8 ± 0.3 1.55 ± 0.58
not seen
13.900 ± 0.0010 8.06 ± 0.06 12 -2.21 ± 1.41 4.5 ± 2.3 1.2 ± 0.3 2.37 ± 1.20
13.951 ± 0.0013 9.29 ± 0.10 13 -0.89 ± 0.72 1.5 ± 3.1 5.3 ± 4.9 1.18 ± 2.52

2. nd[2]5/2,3/2 series

θ = 0◦

13.059 ± 0.0005 3.60 ± 0.01 6 1.67 ± 0.09 24.2 ± 0.8 18.4 ± 0.2 1.13 ± 0.04
13.470 ± 0.0003 4.61 ± 0.01 7 1.76 ± 0.07 14.6 ± 0.5 15.5 ± 0.1 1.44 ± 0.05
13.683 ± 0.0003 5.65 ± 0.02 8 1.69 ± 0.12 8.1 ± 0.4 15.1 ± 0.3 1.46 ± 0.08
13.803 ± 0.0003 6.67 ± 0.03 9 1.89 ± 0.15 6.3 ± 0.5 9.8 ± 0.4 1.86 ± 0.15
13.880 ± 0.0005 7.71 ± 0.05 10 1.59 ± 0.27 6.0 ± 0.9 9.4 ± 0.1 2.75 ± 0.43
13.930 ± 0.0007 8.71 ± 0.08 11 1.22 ± 0.27 5.8 ± 1.1 9.2 ± 0.2 3.82 ± 0.77
13.963 ± 0.0009 9.65 ± 0.11 12 0.44 ± 0.16 7.4 ± 2.1 10.9 ± 0.1 6.66 ± 1.93

θ = 54◦44’

13.056 ± 0.0005 3.59 ± 0.01 6 2.30 ± 0.14 24.4 ± 0.9 12.0 ± 0.02 1.13 ± 0.04
13.468 ± 0.0003 4.61 ± 0.01 7 2.82 ± 0.18 12.2 ± 0.7 8.2 ± 0.02 1.19 ± 0.07
13.681 ± 0.0003 5.64 ± 0.02 8 2.69 ± 0.17 10.0 ± 0.5 7.6 ± 0.02 1.79 ± 0.09
13.803 ± 0.0003 6.66 ± 0.03 9 3.00 ± 0.42 6.9 ± 0.7 5.8 ± 0.08 2.04 ± 0.20
13.878 ± 0.0005 7.67 ± 0.05 10 2.09 ± 0.34 6.2 ± 0.9 6.4 ± 0.11 2.82 ± 0.42
13.929 ± 0.0008 8.70 ± 0.08 11 2.75 ± 0.82 6.3 ± 1.8 3.5 ± 0.3 4.13 ± 1.21
13.966 ± 0.0016 9.74 ± 0.12 12 2.84 ± 1.52 7.4 ± 1.5 2.3 ± 0.6 6.83 ± 3.48
13.990 ± 0.0015 10.70 ± 0.16 13 1.81 ± 1.01 6.5 ± 2.8 3.4 ± 0.6 7.98 ± 3.48

Table 6.3: Energy of resonances converging to the I+(1S0) threshold at 14.109 eV,
recorded for the first, I+(3P2) ←I(2P3/2), band of iodine atoms. Also shown, are the
effective and principal quantum numbers, n∗ and n, the fitting parameters, q, Γ, ρ and
the ratio Γn∗3 for each Rydberg state.
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Er (eV) n∗ n q Γ (meV) ρ2 (×102) Γ× n∗3

1. ns[0]1/2 series

θ = 0◦

13.262 ± 0.0009 4.01 ± 0.01 8 -1.08 ± 0.17 13.8 ± 1.3 27.0 ± 0.1 0.89 ± 0.09
13.573 ± 0.0006 5.04 ± 0.03 9 -1.05 ± 0.17 7.6 ± 1.0 18.8 ± 0.1 0.97 ± 0.13
13.741 ± 0.0005 6.08 ± 0.05 10 -0.77 ± 0.13 5.5 ± 1.0 14.9 ± 0.09 1.23 ± 0.23
13.841 ± 0.0010 7.13 ± 0.09 11 -0.69 ± 0.35 5.1 ± 1.7 13.0 ± 0.4 1.84 ± 0.62
13.902 ± 0.0005 8.11 ± 0.13 12 -2.98 ± 4.62 1.1 ± 4.4 2.0 ± 3.9 0.61 ± 2.34

θ = 54◦44’

13.261 ± 0.0004 4.00 ± 0.01 8 -1.19 ± 0.09 10.2 ± 0.4 26.3 ± 0.05 0.66 ± 0.05
13.575 ± 0.0005 5.05 ± 0.01 9 -0.92 ± 0.12 6.8 ± 0.7 23.2 ± 0.04 0.88 ± 0.09
13.744 ± 0.0008 6.10 ± 0.03 10 -0.77 ± 0.23 5.4 ± 1.3 16.4 ± 0.3 1.24 ± 0.29
13.839 ± 0.0012 7.10 ± 0.04 11 -2.99 ± 1.62 7.6 ± 2.4 2.1 ± 0.4 2.71 ± 0.87
13.905 ± 0.0008 8.17 ± 0.07 12 -0.68 ± 0.22 5.3 ± 1.4 13.8 ± 0.2 2.89 ± 0.79

2. nd[2]5/2,3/2 series

θ = 0◦

13.060 ± 0.0009 3.60 ± 0.01 6 -0.52 ± 0.05 26.1 ± 1.8 54.7 ± 0.02 1.22 ± 0.09
13.473 ± 0.0005 4.63 ± 0.01 7 -0.29 ± 0.03 14.8 ± 1.1 53.8 ± 0.02 1.46 ± 0.11
13.684 ± 0.0003 5.66 ± 0.02 8 -0.32 ± 0.03 9.3 ± 0.8 44.8 ± 0.02 1.69 ± 0.15
13.804 ± 0.0004 6.68 ± 0.03 9 -0.56 ± 0.09 5.6 ± 0.8 32.0 ± 0.08 1.68 ± 0.25
13.879 ± 0.0006 7.69 ± 0.05 10 -0.70 ± 0.17 5.8 ± 1.3 22.7 ± 0.3 2.63 ± 0.61
13.931 ± 0.0013 8.73 ± 0.08 11 -0.64 ± 0.34 5.9 ± 2.2 11.6 ± 0.4 3.96 ± 1.47

θ = 54◦44’

13.060 ± 0.0009 3.60 ± 0.01 6 -1.93 ± 0.19 24.9 ± 1.4 20.0 ± 0.07 1.16 ± 0.07
13.472 ± 0.0004 4.62 ± 0.01 7 -1.42 ± 0.12 8.9 ± 0.8 21.2 ± 0.07 0.88 ± 0.08
13.685 ± 0.0004 5.66 ± 0.02 8 -1.43 ± 0.12 8.9 ± 0.8 17.7 ± 0.06 1.61 ± 0.14
13.806 ± 0.0004 6.70 ± 0.04 9 -1.56 ± 0.17 6.8 ± 0.7 12.3 ± 0.07 2.05 ± 0.23
13.880 ± 0.0014 7.71 ± 0.06 10 -1.70 ± 0.71 8.4 ± 2.3 7.0 ± 0.6 3.85 ± 1.08
13.930 ± 0.0011 8.72 ± 0.08 11 -4.09 ± 1.97 10.5 ± 2.9 1.5 ± 0.2 6.97 ± 1.96

Table 6.4: Energy of resonances converging to the I+(1S0) threshold at 14.109 eV,
recorded for the fourth, I+(1D2) ← I(2P3/2), band of iodine atoms. Also shown, are
the effective and principal quantum numbers, n∗ and n, the fitting parameters, q, Γ, ρ
and the ratio Γn∗3 for each Rydberg state.
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E∞ (eV) ∆(E) to δ
ref [142](meV)

θ = 0◦ 1st band 14.1114 ± 0.0027 2.4 3.79 ± 0.10
ns[0]1/2 4th band 14.1121 ± 0.0039 3.1 3.77 ± 0.15
series θ = 54◦44 1st band 14.1122 ± 0.0086 3.2 3.77 ± 0.36

4th band 14.1111 ± 0.0042 2.1 3.65 ± 0.15

θ = 0◦ 1st band 14.1116 ± 0.0021 2.6 2.35 ± 0.06
nd[2]5/2,3/2 4th band 14.1116 ± 0.0013 2.6 2.24 ± 0.03

series θ = 54◦44 1st band 14.1128 ± 0.0010 3.8 2.34 ± 0.30
4th band 14.1137 ± 0.0029 4.7 2.27 ± 0.07

Table 6.5: Ionisation energies and quantum defects obtained from the fit of series
converging to the I+(1S0) threshold at 14.109 eV. Also shown, is the difference in meV
from the value given in ref [142] (14.109 eV).
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Figure 6.6: Beta plots recorded over the photon energy region 12.9 to 14.1 eV. Spectrum
6.6(a) was recorded for the I+(3P2)← I(2P3/2) band of iodine atoms whereas 6.6(b) was
recorded for the I+(1D2)← I(2P3/2) band of iodine atoms. The resonance positions in
the CIS spectra have been marked on for reference
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6.4.3 Series converging to the I+(3P1) threshold

Autoionising series converging to the I+(3P1)← I(2P3/2) threshold at 11.3298 eV were

only recorded for the first PE band, I+(3P2)← I(2P3/2), of iodine atoms and are

presented in Figure 6.7. Figure 6.7(a) corresponds to spectra recorded at an angle

θ = 0◦ with respect to the polarisation axis of the radiation and Figure 6.7(b)

corresponds to spectra recorded at an angle θ = 54◦44′. The resonances are similar in

shape at the two angles, even though the relative intensities of the features are

different. Of the nine series allowed to converge to the I+(3P1) threshold (Table 6.1),

only three appear in the experimental spectra, one ns and two nd series. Two of

them were assigned from the work of Berkowitz et al. [142] from mass-analysed

photoionisation spectra obtained from atomic iodine (one ns and one nd series), while

the third one was assigned from the work of Sarma et. al., in an absorption study of

atomic iodine [143] and from the more recent work of Gu et al. [146] where

autoionisation in I and I2 were observed by two photon ionisation, time of flight

spectroscopy and mass spectrometry. Unlike series converging to the I+(1S0)←
I(2P3/2) threshold, the observed series converging to the I+(3P1)← I(2P3/2) threshold

overlap. Also, the intensity of the members of the series do not have regular patterns.

This can be the result of interchannel coupling or coupling with other members of the

series. This irregular intensity pattern was previously observed by Benzaid et.

al. [158] on their study of bromine atoms and similar series were observed in their

work, converging to the Br+(3P1,0). The fitting of the resonances was much harder for

series converging to the I+(3P1) threshold than to the I+(1S0) threshold. Even though

the fitting was still made separately for each resonance, it was necessary to look at the

series as a whole while fitting individual resonances, and thus fitting of each resonance

was carried out several times with slightly different parameters in order to make sure

the whole series could be fitted. The results obtained are presented in Table 6.6 with

the derived effective and principal quantum number, n∗ and n and fitting parameters,
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q, Γ, ρ and Γn∗3. The trends in the fitting parameters throughout a series are less

obvious than for series converging to the I+(1S0) threshold and some of the errors are

much bigger. However, it was still possible to obtain reliable results for the ns[1]3/2

series and the nd[1]3/2,1/2 series. No trends were found in the fitting parameters of the

nd[2]5/2,3/2 series and only the resonance positions are given in Table 6.6 for this

series. The results in Table 6.6 were then used to find the ionisation energy and

quantum defect for each series converging to the I+(3P1)← I(2P3/2) threshold and

these are presented in Table 6.7. The ionisation energies obtained are in good

agreement with the value in reference [60, 61] of 11.3298 eV, within experimental

error. The quantum defects are greater than the ones obtained for the I+(1S0)←
I(2P3/2) threshold; ∼ 4 instead of 3.7 for the ns[1]3/2 series and ∼ 2.6 instead of 2.3

for the nd series. The agreement between the series for the ionisation energy and

quantum defects is also very good, which shows the reliability of the results. The

asymmetry parameter plot in this energy region has no clear structure, as shown in

Figure 6.8. It has a mean value of -0.3. The resonance positions from the CIS spectra

are marked on the beta plot but none of them can be clearly seen in Figure 6.8.
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Figure 6.7: CIS spectra recorded over the photon energy region 11.0 to 11.35 eV, for the
I+(3P2) ← I(2P3/2) band of iodine atoms, showing autoionising resonances converging
to the I+(3P1) threshold at 11.3298 eV. Spectrum 6.7(a) was recorded at an angle
θ = 0◦ whereas spectrum 6.7(b) was recorded at an angle θ = 54◦44′
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Er (eV) n∗ n q Γ (meV) ρ2 (×102) Γ× n∗3

1. ns[1]3/2 series

θ = 0◦

11.052 ± 0.0019 6.99 ± 0.03 11 -2.49 ± 1.86 8.2 ± 4.4 12.0 ± 3.0 2.82 ± 1.51
11.116 ± 0.0003 7.97 ± 0.06 12 -1.60 ± 0.26 5.6 ± 0.5 39.6 ± 20.2 2.86 ± 0.27
11.159 ± 0.0006 8.93 ± 0.08 13 -2.83 ± 1.54 4.9 ± 2.5 11.4 ± 2.0 3.53 ± 1.79
11.192 ± 0.0034 9.93 ± 0.17 14 -2.75 ± 22.18 11.9 ± 5.4 9.4 ± 9.5 11.68 ± 5.33
11.215 ± 0.0036 10.89 ± 0.23 15 -3.24 ± 8.63 9.4 ± 3.5 13.3 ± 29.7 12.11 ± 4.60
11.233 ± 0.0006 11.87 ± 0.19 16 -1.65 ± 1.32 2.2 ± 1.2 12.3 ± 3.4 3.70 ± 2.04

θ = 54◦44’

11.052 ± 0.0006 7.00 ± 0.04 11 -1.66 ± 0.66 3.0 ± 1.2 28.9 ± 2.0 1.01 ± 0.41
11.115 ± 0.0006 7.96 ± 0.06 12 -2.37 ± 0.70 7.0 ± 1.3 13.7 ± 0.4 3.53 ± 0.64
11.159 ± 0.0024 8.93 ± 0.10 13 -3.47 ± 3.57 11.0 ± 3.5 36.6 ± 144 7.88 ± 2.55
11.190 ± 0.0026 9.87 ± 0.14 14 -7.71 ± 36.43 4.8 ± 8.1 0.3 ± 5.7 4.60 ± 7.76
11.216 ± 0.0049 10.93 ± 0.28 15 -1.67 ± 5.18 7.8 ± 3.5 20.70 ± 46.6 10.22 ± 4.61
11.232 ± 0.0167 11.77 ± 1.17 16 -4.49 ± 50.4 16.3 ± 29.9 5.80 ± 38.9 26.57 ± 49.39

2. nd[1]3/2,1/2 series

θ = 0◦

11.101 ± 0.0016 7.72 ± 0.06 10 2.31 ± 0.96 18.5 ± 1.6 49.7 ± 8.0 8.54 ± 1.07
11.148 ± 0.0008 8.64 ± 0.07 11 1.41 ± 0.42 8.3 ± 1.6 63.3 ± 7.5 5.35 ± 1.08
11.182 ± 0.0008 9.61 ± 0.10 12 4.07 ± 0.85 15.3 ± 2.7 42.7 ± 7.3 13.56 ± 2.42
11.207 ± 0.0008 10.54 ± 0.14 13 4.17 ± 1.10 13.4 ± 2.7 46.8 ± 22.0 15.76 ± 3.26
11.227 ± 0.0028 11.51 ± 0.24 14 7.65 ± 33.02 11.3 ± 2.8 13.7 ± 0.87 17.28 ± 5.93
11.241 ± 0.0018 12.40 ± 0.25 15 11.39 ± 39.24 8.2 ± 4.7 1.0 ± 9.1 15.61 ± 9.05
11.254 ± 0.0005 13.36 ± 0.27 16 13.74 ± 19.65 3.9 ± 1.4 0.3 ± 15.5 9.31 ± 3.33
11.263 ± 0.0004 14.27 ± 0.33 17 7.19 ± 7.82 1.8 ± 0.8 0.7 ± 20.2 5.65 ± 2.16

θ = 54◦44’

11.102 ± 0.0203 7.73 ± 0.37 10 3.19 ± 72.08 6.5 ± 20.9 10.9 ± 78 3.01 ± 9.67
11.149 ± 0.0008 8.68 ± 0.07 11 2.74 ± 0.81 10.2 ± 1.2 33.4 ± 0.6 6.67 ± 0.80
11.181 ± 0.0020 9.58 ± 0.12 12 2.88 ± 3.04 9.7 ± 1.0 12.6 ± 11.2 8.52 ± 8.53
11.207 ± 0.0007 10.55 ± 0.14 13 3.73 ± 1.19 9.7 ± 2.0 17.5 ± 0.8 11.35 ± 0.26
11.226 ± 0.0008 11.45 ± 0.17 14 3.68 ± 1.21 9.0 ± 2.6 18.0 ± 3.4 13.49 ± 3.93
11.241 ± 0.0010 12.38 ± 0.23 15 4.64 ± 3.69 7.2 ± 3.3 7.1 ± 2.6 13.69 ± 6.31
11.253 ± 0.0030 13.32 ± 0.39 16 8.09 ± 27.93 9.6 ± 7.8 1.8 ± 32.5 22.72 ± 18.57
11.265 ± 0.0231 14.48 ± 3.61 17 1.29 ± 8.67 2.5 ± 27.1 10.8 ± 49 7.58 ± 82.48
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Er (eV) n∗ n

3. nd[2]5/2,3/2 series

θ = 0◦

11.109 ± 0.0003 7.85 ± 0.05 10
11.153 ± 0.0011 8.77 ± 0.08 11 line shape fit carried
11.185 ± 0.0009 9.70 ± 0.11 12 out but the data are
11.211 ± 0.0102 10.68 ± 0.51 13 too poor to give
11.227 ± 0.0019 11.53 ± 0.20 14 reasonable parameters
11.244 ± 0.0026 12.57 ± 0.30 15 (q,Γ, ρ2) for this series
11.254 ± 0.0004 13.40 ± 0.27 16

θ = 54◦44’

11.110 ± 0.0006 7.86 ± 0.05 10
11.153 ± 0.0109 8.78 ± 0.30 11 line shape fit carried
11.186 ± 0.0004 9.74 ± 0.10 12 out but the data are
11.210 ± 0.210 10.66 ± 1.09 13 too poor to give
11.230 ± 0.0082 11.69 ± 0.55 14 reasonable parameters
11.244 ± 0.0008 12.59 ± 0.23 15 (q,Γ, ρ2) for this series
11.254 ± 0.0039 13.39 ± 0.46 16

Table 6.6: Energy of resonances converging to the I+(3P1) threshold at 11.3298 eV,
recorded for the first, I+(3P2) ← I(2P3/2), band of iodine atoms. Also shown, are the
effective and principal quantum numbers, n∗ and n, the fitting parameters, q, Γ, ρ and
the ratio Γn∗3 for each Rydberg state.

E∞ (eV) ∆(E) to δ
ref [60, 61](meV)

ns[1]3/2 θ = 0◦ 11.3293 ± 0.0007 0.5 4.34 ± 0.10
series θ = 54◦44 11.3287 ± 0.0030 1.1 4.35 ± 0.37

nd[1]3/2,1/2 θ = 0◦ 11.3271 ± 0.0010 2.7 2.64 ± 0.18
series θ = 54◦44 11.3271 ± 0.0020 2.7 2.76 ± 0.36

nd[2]5/2,3/2 θ = 0◦ 11.3274 ± 0.0014 2.4 2.79 ± 0.24
series θ = 54◦44 11.3270 ± 0.0017 2.8 2.51 ± 0.28

Table 6.7: Ionisation energies and quantum defects obtained from the fit of series
converging to the I+(3P1) threshold at 11.3298 eV. Also shown, is the difference in
meV from the value in references [60, 61] of 11.3298 eV.
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Figure 6.8: Beta plot recorded over the photon energy region 11.00 to 11.33 eV, for
the I+(3P2)← I(2P3/2) PE band. The resonance positions from CIS spectra have been
marked on for reference.
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6.4.4 Series converging to the I+(1D2) threshold

As with the series converging to the I+(3P1) threshold, series converging to the

I+(1D2) threshold at 12.1532 eV were recorded for only one PE band, the I+(3P2)←
I(2P3/2) band of iodine atoms. The spectra obtained are shown in Figure 6.9. Figure

6.9(a) was recorded at an angle θ = 0◦ with respect to the polarisation axis of the

radiation while Figure 6.9(b) was recorded at an angle θ = 54◦44′. Again, the shape

of the resonances is similar at the two angles but the relative intensities are different.

Four series are observed experimentally, out of the twelve that are allowed to converge

to this threshold (Table 6.1), two ns and two nd series. Table 6.1 shows that there

are only two accessible ns series for this threshold, the ns[2]5/2,3/2 series. According

to Minnhagen’s work [144], the spin-orbit splitting between these two ns series is only

38.12 cm−1 (about 5 meV) at n = 6. In this work, the splitting between the two ns

series is 20 meV at n = 9, which is much higher than expected. The (1D2)6s[2]3/2

resonance observed by Minnhagen is at an energy of 68587.87 cm−1 (8.50 eV), which

is below the first ionisation energy of atomic iodine. As a result, the value of the

splitting for n = 6 could not be verified in this work. In an unperturbed system, the

splitting between the two components of a series is expected to go down as n gets

higher. However, as iodine is an heavy atom, perturbations via spin-orbit interactions

are expected to occur. This can change the splitting between the two components of

the series and make it greater for n = 9 than for n = 6. The initial assignment of

Berkowitz [142] of these two series is therefore retained as two distinct ns series,

ns[2]5/2 and ns[2]3/2. According to Minnhagen’s work, the ns[2]3/2 series is lower in

energy. Regarding the nd series, calculations showed that the broad series observed in

the single photon ionisation spectrum of atomic chlorine is in fact a superposition of

the I+(1D2) nd
2P and 2D series [163, 164]. The narrow series was identified as

I+(1D2) nd
2S. These studies [163,164] also confirmed the assignment of the ns series

as I+(1D2) ns
2D, which is consistent with the assignment previously made (see Table
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6.1). If the same behaviour is observed in atomic iodine, one expects the broad nd

series to be a superposition of the (1D2) nd
2P and (1D2) nd

2D series. The sharp nd

series would then correspond to (1D2) nd
2S1/2 series, which corresponds to the nd

[1, 0]1/2 series (see Table 6.1). Once again, the series observed in the present work

closely resemble those observed for bromine atoms in reference [158].

The resonances were fitted with Fano profiles to obtain the resonance positions and

fitting parameteres. The results thus obtained are shown in Table 6.8. The fitting of

the Rydberg series converging to the I+(1D2) threshold was complicated due to

overlapping of the resonances. As can be seen in Table 6.8, the errors in some

parameters are large and it was not possible to fit the second nd series. The

resonance positions given for this series were obtained by taking the peak maxima.

Care was taken to do so in a consistent manner.

The ionisation energies obtained from the resonance energies for each Rydberg series

converging to the I+(1D2) threshold are presented in Table 6.9 with the derived

quantum defects of the series. The results are in good agreement with previous

results of Berkowitz [142]. The ionisation energies obtained agree with the reference

value of 12.1532 eV [142] within experimental errors. The quantum defects are

similar to the ones obtained for series converging to the 3P1 threshold, i.e, ∼ 4.1 for

ns series and ∼ 2.6 for nd series. Once again, the results are consistent with the four

series converging to the 3P1 threshold. This shows that the fitting results are reliable,

even though the errors are bigger than for the previous thresholds. The beta plot

obtained for this photon energy region is shown in Figure 6.10. It has a mean value of

-0.2 with dips going to -0.75. One series is strongly visible on the beta plot, the first

nd series. Some components of the second nd series and of the first ns series are also

visible, although much weaker.
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Er (eV) n∗ n q Γ (meV) ρ2 (×102) Γ× n∗3

1. ns[2]5/2 series

θ = 0◦

11.636 ± 0.0012 5.13 ± 0.02 9 -3.27 ± 0.76 17.6 ± 3.3 5.4 ± 2.1 2.37 ± 0.44
11.787 ± 0.0007 6.10 ± 0.03 10 -8.75 ± 3.46 13.8 ± 2.0 1.3 ± 1.8 3.12 ± 0.45
11.883 ± 0.0018 7.10 ± 0.05 11 -5.73 ± 3.35 27.4 ± 2.6 68.7 ± 24.3 9.83 ± 0.94
11.943 ± 0.0014 8.04 ± 0.06 12 -4.46 ± 2.61 18.8 ± 3.1 31.2 ± 3.4 9.75 ± 1.64
11.988 ± 0.0012 9.07 ± 0.09 13 -1.02 ± 0.34 11.3 ± 1.6 55.9 ± 2.9 8.43 ± 1.20
12.018 ± 0.0016 10.04 ± 0.12 14 -0.68 ± 0.57 9.5 ± 3.5 56.0 ± 3.8 9.63 ± 3.57
12.040 ± 0.0020 10.97 ± 0.17 15 -0.39 ± 0.55 8.0 ± 1.8 46.4 ± 1.4 10.62 ± 2.51
12.056 ± 0.0034 11.86 ± 0.27 16 -0.21 ± 0.69 10.6 ± 2.5 36.5 ± 1.9 17.68 ± 4.37

θ = 54◦44’

11.635 ± 0.0015 5.12 ± 0.07 9 -1.53 ± 4.31 28.7 ± 19.3 25.8 ± 50.5 3.87 ± 2.60
11.789 ± 0.0006 6.11 ± 0.02 10 -3.81 ± 1.02 9.8 ± 1.5 5.9 ± 0.3 2.25 ± 0.35
11.883 ± 0.0002 7.10 ± 0.04 11 -3.61 ± 0.41 9.6 ± 0.8 9.2 ± 0.7 3.44 ± 0.28
11.944 ± 0.0025 8.07 ± 0.08 12 -1.92 ± 3.57 5.3 ± 4.1 11.3 ± 12.3 2.82 ± 2.18
11.987 ± 0.005 9.05 ± 0.08 13 -2.43 ± 0.74 6.8 ± 1.6 20.8 ± 0.5 5.09 ± 1.23
12.018 ± 0.0005 10.05 ± 0.11 14 -0.92 ± 0.22 5.7 ± 0.8 41.9 ± 0.2 5.78 ± 0.87
12.040 ± 0.0018 10.97 ± 0.17 15 -1.12 ± 1.11 5.3 ± 2.9 14.2 ± 2.8 7.05 ± 3.83

2. ns[2]3/2 series

θ = 0◦

11.616 ± 0.0020 5.03 ± 0.17 9 -0.39 ± 0.36 10.2 ± 3.6 15.6 ± 0.6 1.30 ± 0.46
11.778 ± 0.0058 6.02 ± 0.05 10 -6.95 ± 52.48 7.7 ± 7.9 1.1 ± 78.2 1.69 ± 1.75
11.873 ± 0.0006 6.97 ± 0.04 11 -1.22 ± 0.98 1.5 ± 0.9 12.6 ± 1.2 0.50 ± 0.31
11.939 ± 0.0006 7.97 ± 0.06 12 -2.15 ± 0.93 4.9 ± 1.0 4.6 ± 0.4 2.49 ± 0.49
11.985 ± 0.0009 9.00 ± 0.08 13 -1.66 ± 0.74 6.0 ± 3.4 18.6 ± 1.4 4.40 ± 2.48
12.017 ± 0.0019 10.00 ± 0.13 14 -1.16 ± 0.92 10.5 ± 3.6 48.1 ± 0.8 10.47 ± 3.62
12.039 ± 0.004 10.91 ± 0.14 15 -0.92 ± 0.23 5.9 ± 0.5 29.7 ± 0.2 7.72 ± 0.69

θ = 54◦44’

11.612 ± 0.0005 5.01 ± 0.01 9 -0.53 ± 0.12 6.3 ± 1.6 33.3 ± 0.1 0.80 ± 0.21
11.774 ± 0.0004 5.99 ± 0.02 10 -1.24 ± 0.27 6.3 ± 1.4 17.3 ± 0.1 1.35 ± 0.31
11.876 ± 0.0038 7.00 ± 0.06 11 -1.33 ± 39.9 1.3 ± 3.5 18.6 ± 20.3 0.45 ± 12.08
11.939 ± 0.0011 7.97 ± 0.06 12 -0.81 ± 0.46 6.2 ± 4.5 20.6 ± 2.0 3.13 ± 2.27
11.983 ± 0.0006 8.94 ± 0.08 13 -0.86 ± 0.44 2.5 ± 1.5 15.2 ± 0.9 1.81 ± 1.09
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Er (eV) n∗ n q Γ (meV) ρ2 (×102) Γ× n∗3

3. nd 2S1/2 series

θ = 0◦

11.500 ± 0.0008 4.56 ± 0.01 7 3.76 ± 0.75 19.5 ± 2.2 101.6 ± 35.1 1.85 ± 0.24
11.713 ± 0.0008 5.56 ± 0.02 8 2.57 ± 0.56 10.7 ± 2.8 39.3 ± 5.9 1.84 ± 0.48
11.834 ± 0.0004 6.53 ± 0.03 9 1.75 ± 0.27 8.9 ± 0.7 70.5 ± 0.8 2.47 ± 0.20
11.908 ± 0.0007 7.44 ± 0.05 10 0.78 ± 0.27 9.8 ± 1.9 89.7 ± 0.1 4.05 ± 0.79
11.962 ± 0.0004 8.43 ± 0.07 11 2.16 ± 0.62 7.6 ± 0.4 41.5 ± 0.4 4.59 ± 0.27
11.999 ± 0.0008 9.38 ± 0.09 12 2.14 ± 1.04 9.3 ± 0.9 67.9 ± 1.2 7.70 ± 0.78
12.029 ± 0.0012 10.47 ± 0.14 13 6.26 ± 3.70 12.2 ± 3.5 6.2 ± 1.6 14.01 ± 4.09
12.047 ± 0.0350 11.34 ± 2.53 14 6.21 ± 147 16.8 ± 35.0 10.6 ± 154 24.49 ± 46.80
12.068 ± 0.0006 12.63 ± 0.23 15 0.91 ± 0.38 3.1 ± 1.1 10.6 ± 0.4 6.27 ± 2.23

θ = 54◦44’

11.509 ± 0.0013 4.59 ± 0.01 7 2.83 ± 1.56 10.1 ± 2.4 7.2 ± 1.1 0.98 ± 0.23
11.714 ± 0.0011 5.56 ± 0.02 8 2.07 ± 0.66 13.9 ± 4.9 93.7 ± 54.1 2.40 ± 0.84
11.836 ± 0.0006 6.55 ± 0.03 9 1.86 ± 0.39 10.8 ± 0.8 73.3 ± 8.4 3.04 ± 0.24
11.908 ± 0.0017 7.45 ± 0.05 10 0.57 ± 0.58 7.5 ± 2.2 79.8 ± 2.7 3.12 ± 0.91
11.965 ± 0.0018 8.50 ± 0.08 11 1.06 ± 1.29 5.3 ± 7.0 7.9 ± 1.6 3.25 ± 4.33
12.002 ± 0.0025 9.49 ± 0.12 12 3.04 ± 2.39 11.6 ± 7.8 6.1 ± 8.0 9.95 ± 6.73
12.029 ± 0.0023 10.48 ± 0.16 13 7.49 ± 14.92 14.5 ± 4.4 22.8 ± 39.3 16.76 ± 5.16

4. nd 2P + 2D

θ = 0◦

11.559 ± 0.0012 4.78 ± 0.01 7
11.744 ± 0.0010 5.77 ± 0.02 8 the data are too poor to give
11.854 ± 0.0010 6.74 ± 0.03 9 reasonable parameters (q,Γ, ρ2)
11.925 ± 0.0011 7.72 ± 0.05 10 for this series, resonance
11.973 ± 0.0006 8.69 ± 0.07 11 positions taken as band maxima
12.009 ± 0.0006 9.71 ± 0.10 12

θ = 54◦44’

11.565 ± 0.0010 4.81 ± 0.01 7
11.748 ± 0.0010 5.79 ± 0.02 8 the data are too poor to give
11.859 ± 0.0008 6.68 ± 0.04 9 reasonable parameters (q,Γ, ρ2)
11.928 ± 0.0008 7.77 ± 0.05 10 for this series, resonance
11.976 ± 0.0006 8.76 ± 0.08 11 positions taken as band maxima
12.011 ± 0.0006 9.78 ± 0.11 12

Table 6.8: Energies of Rydberg states which are parts of series converging to the I+(1D2)
threshold at 12.153 eV, recorded for the first, I+(3P2)←I(2P3/2), band of iodine atom.
Also shown, are n∗, n and q.
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E∞ (eV) ∆(E) to δ

ref [142](meV)

ns[2]5/2 θ = 0◦ 12.1514 ± 0.0016 1.8 4.03 ± 0.13

series θ = 54◦44 12.1507 ± 0.0007 2.5 3.90 ± 0.06

ns[2]3/2 θ = 0◦ 12.1539 ± 0.0022 0.7 4.24 ± 0.16

series θ = 54◦44 12.1522 ± 0.0028 1.0 4.13 ± 0.17

nd 2S1/2 θ = 0◦ 12.1520 ± 0.0028 1.2 2.62 ± 0.15

series θ = 54◦44 12.1523 ± 0.0030 0.9 2.63 ± 0.14

nd 2P + 2D θ = 0◦ 12.1521 ± 0.0013 1.2 2.36 ± 0.07

series θ = 54◦44 12.1528 ± 0.0011 0.4 2.25 ± 0.06

Table 6.9: Ionisation energies obtained from the fits with their errors, as well as the

difference from the reference value [142] and the quantum defect of the series converging

to the I+(1D2) threshold at 12.1532 eV
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(a)

(b)

Figure 6.9: CIS spectra recorded over the photon energy region 11.4 to 12.2 eV, for the
I+(3P2) ← I(2P3/2) band of iodine atoms, showing autoionising resonances converging
to the I+(1D2) threshold at 12.153 eV. Spectrum 6.9(a) was recorded at an angle θ = 0◦

whereas spectrum 6.9(b) was recorded at an angle θ = 54◦44′
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Figure 6.10: Beta plot recorded over the photon energy region 11.4 to 12.3 eV, for the

I+(3P2)← I(2P3/2) PE band. The resonance positions from the CIS spectra have been

marked on for reference.
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6.4.5 (5s)−1 ionisations

CIS spectra were also recorded in the photon energy region of the (5s)−1 thresholds

(3P2,1,0,
1P1), for both PE bands of iodine atoms, the I+(3P2)← I(2P3/2) band and

the I+(1D2)← I(2P3/2) band. The values of the (5s)−1 thresholds, I+..5s15p5 3P2,1,0

and 1P1, have been obtained experimentally by resonant I∗..4d95s25p6 2D5/2

excitation in atomic iodine, produced by laser-induced dissociation of molecular

iodine, by Nahon et. al. [165]. The PE spectrum recorded on this resonance show few

lines corresponding to the 5s15p5 configuration, associated with the 3P2,1,0 and 1P1

ionic states. They are shown in Table 6.10 and compared with values obtained from

electronic absorption results by Minnhagen [144]. The CIS spectra obtained in this

work in the (5s)−1 threshold region (17.5 to 22.5 eV) are not good enough for analysis

with Fano fitting as the signal to noise ratio is quite poor. However, Meyer et.

at. [166] studied the autoionisation of the 5s− np resonances of atomic iodine by

photoelectron spectroscopy in the same photon energy region. The results he

obtained by monitoring CIS spectra of the I+..5s25p4 3P2,
3P0,1 and 1D2 ← I2P3/2

bands are shown in Figure 6.11. Figure 6.12 shows CIS spectra recorded for the

I+..5s25p4 3P2 and 1D2 ← I2P3/2 bands, in the present work, in the same energy

range. Even though it is not explicitly stated in ref [166], the first 3P threshold seen

in Figures 6.11 and 6.12 corresponds to the I+5s15p5 3P2 threshold while the second

one corresponds to the I+5s15p5 3P1,0 threshold. Meyer et al. [166] assigned some of

the resonances converging to the I+..5s15p5 3P and 1P thresholds by comparison with

Xe. However, Xe has a much simpler structure as it has only one main (5s)−1

threshold at 23.4 eV [166]. Meyer et al. also made a theoretical study of the (5s)−1

ionisations of atomic iodine but the complexity of the experimental spectra only

allowed few resonances to be assigned. The I∗..5s15p5(3P2) 6p and 7p components

were assigned to resonances at 18.25 eV and 19.43 eV and are also seen in the present

work. The I∗..5s15p5(3P1,0) 6p component was tentatively assigned to the resonance
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at 18.63 eV. Higher members of the series are situated in regions where many lines

are found so only tentative assignments were made. Most of the lines converging to

the 1P1 threshold are thought to be satellites for which the core configuration is

I∗..5s25p35d nd. Assignment of the lines converging to the 1P1 threshold are only

tentative. The agreement between Meyer’s work and the present work in this photon

energy range is in general very good. The positions of the resonances, marked on the

spectrum according to Meyer’s work, are shown in Figure 6.12. In order to pursue

this work further on the (5s)−1 ionisations of atomic iodine, the spectra should be

recorded again with better statistics, in order to improve the signal to noise ratio and

allow a more definite assignment of the features.

Electron configuration Energy from Energy from

Minnhagen [144] (eV) Nahon [165] (eV)

I+ 5s15p5 3P2 20.61 20.80

I+ 5s15p5 3P1 20.89

I+ 5s15p5 3P0 21.04 21.30

I+ 5s15p5 1P1 22.35 22.29

Table 6.10: Energy levels of the (5s)−1 ionisations in atomic iodine
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6.4 Results and Discussion

Figure 6.11: CIS spectra of I+5s25p4 3P2,
3 P0,1 and 1D2 ← I2P3/2 bands of atomic

iodine in the region 5s− np resonances and 5s−1 thresholds, as obtained by Meyer et.

al. [166].
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Figure 6.12: CIS spectra obtained in the present work of the I+5s25p4 3P2 and 1D2 ←
I2P3/2 bands of atomic iodine in the region of the 5s − np resonances and (5s)−1

thresholds (17.5 to 22.5 eV). Even though no analysis of these spectra were carried

out, the main series identified in the work of Meyer et al. [166] have been marked on

for comparison.
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6.5 Angular distribution

6.5.1 Overview

An overview of the beta parameter plot determined over the whole photon energy

range is presented in Figure 6.13. Figure 6.13(a) shows the beta plot determined for

the first, I+(3P2)← I(2P3/2), PE band of iodine atoms in the photon energy range 11

to 23 eV while Figure 6.13(b) shows the beta plots determined for the fourth,

I+(1D2)← I(2P3/2), PE band of iodine atoms in the photon energy range 12.5 to 23

eV. As can be seen from the spectra, the beta parameter plots are very different for

each PE band. In the first band, the asymmetry parameter has a constant mean value

of about -0.3 and shows some oscillations between 11 and 18 eV. The oscillations are

not regular in intensity nor frequency but the mean value of the beta parameter is

constant throughout the PE band. On the other hand, the asymmetry parameter for

the fourth band of iodine atoms has very few oscillations but increases regularly. It

rises from -0.6 at 12.5 eV to 1.6 at 23 eV. The fact that the beta plots for the two

bands are different can be explained with the Cooper Zare formula (see Chapter 2):

β =
l(l − 1)R2

l−1 + (l + 1)(l + 2)R2
l+1 − 6(l + 1)Rl+1Rl−1cos(δl+1 − δl−1)

(2l + 1)[lR2
l−1 + (l + 1)R2

l+1]
(6.5.1)

The first term in this equation is zero since (l − 1) = 0 for an electron initially in a p

orbital. The remaining two terms are the contribution from the d wave and the cosine

interference term. The Xe 5p→ εd partial photoionisation cross section varies

smoothly with the photon energy as can be seen in reference [167]. On increasing the

photoelectron energy from zero, the Xe 5p→ εd cross-section goes down. If a similar

behaviour is observed in atomic iodine, the interference term in the first PE band of

iodine atoms should just balance the d wave contribution since the mean beta value is
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constant throughout the PE band. The interference term of the fourth band should

be stronger than for the first band since the beta parameter goes up throughout the

PE band. However, the Cooper Zare model does not consider the exchange between

the ion core and the escaping electron and is thus most accurate for a closed shell

system (see Chapter 2). The halogens atoms are a stepping stone between closed shell

and open shell systems and a departure from the Cooper Zare model is thus expected.

Also, since the JK coupling scheme is more appropriate for atomic iodine, an

investigation of the parity favoured/unfavoured ionisation channels might provide

more information on the value of the beta parameter. Photoionisation can be

accompanied by a transfer of angular momentum between the neutral atom and the

atomic ion including the spin of the photoelectron. The photoelectron ejection can

thus be schematically represented as [46]:

X(J0π0) + hν(jhν = 1, πhν = −1)→ X+(Jcπc) + e−1[lsj, πe = (−1)l] (6.5.2)

where X(J0π0) and X+(Jcπc) represent the atom and resultant ion, with total

angular momentum J and parity π. The angular momentum transferred between the

molecule and the ion and photoelectron, jt, is defined by:

~jt = ~jhν −~l = ~Jc + ~s− ~J0 (6.5.3)

where ~J0 + ~jhν = ~Jc + ~s+~l. The conservation of parity π also implies:

πhνπ0 = πcπe (6.5.4)

which, in the electric dipole approximation reduces to
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jt l odd β l even β

0 1 2

1 1 -1 0 0

2 1

2 1 1/5 2 -1

3 4/5

3 3 -1 2 2/7

4 5/7

4 3 3/9 4 -1

5 6/9

Table 6.11: The asymmetry parameter β for different values of the angular momentum

transfer jt [168]

πcπ0 = (−1)l+1 (6.5.5)

The parity transfer, πt is defined as the difference in parities between the neutral and

ionic states. If πt matches jt (both odd or both even), then the partial cross section is

parity favoured. When πt and jt are mismatched (one odd, the other even) then the

partial cross section is parity unfavoured and the asymmetry parameter, βunf is -1;

hence the angular distribution is energy independent. Table 6.11 shows values of the

asymmetry parameter β at different values of the angular momentum transfer jt

obtained from the work of Dill and Fano [47] by Chang [168].

In general, the asymmetry parameter is given as a weighted average of the various

β(jt):
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β = ΣJcs

(

Σfav
jt
σ(jt)favβ(jt)fav − Σunf

jt
σ(jt)unf

σ

)

(6.5.6)

The results shown in Table 6.11 can be used to obtain values of β(jt) for specific

ionisation channels and thus help the understanding of the experimental spectra. As

an example, the case of xenon is considered:

hν +Xe(5s25p6)1S → Xe+(5s25p5)2P1/2,3/2 + e−1 (6.5.7)

For the 2P1/2 ion, ~jt = ~Jc +~s - ~J0 = ~1/2 + ~1/2 - ~0 = 0, 1 and πcπ0 = odd. From

equation 6.5.5, l must be even. For l even, it is not possible to have a value of jt = 0;

jt is restricted to |l − 1| (see Table 6.11). Table 6.11 also shows that for jt = 1, l can

have two values, 0 or 2 with values of β(jt) of 0 or 1 respectively. πt is odd, which

matches jt and hence, the partial cross section is parity favoured.

For the 2P3/2 ion, ~jt = ~3/2 + ~1/2 - ~0 = 0, 1, 2. πcπ0 = odd and l must be even (jt =

0 is not possible). Table 6.11 shows that for jt = 1, l can have two values, 0 or 2 with

values of β(jt) of 0 or 1 respectively. Since πt is odd, the partial cross section is parity

favoured for jt = 1. However, for jt = 2, l = 2, β(jt) = -1; the partial cross section is

parity unfavoured. The beta parameter for transition to the Xe+ 2P3/2 ion, will

therefore contain both parity favoured and parity unfavoured partial cross sections.

Now, looking at the case of iodine atoms for direct ionisation from the ground state

I(5s25p5) 2P3/2 to the ground ionic state I+(5s25p4) 3P2:

hν + I(5s25p5)2P3/2 → I+(5s25p4)3P2 + e−1 (6.5.8)

In this transition, ~jt = ~2 + ~1/2 - ~3/2 = 0, 1, 2, 3, 4. πcπ0 = odd, l must be even. πt is
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also odd (jt = 0 is not possible).

For jt = 1, l = 0 or 2, β(jt) = 0 or 1 respectively (6.5.9)

For jt = 2, l = 2, β(jt) = −1, parity unfavoured (6.5.10)

For jt = 3, l = 2 or 4, β(jt) = 2/7 or 5/7 respectively (6.5.11)

For jt = 4, l = 4, β(jt) = −1, parity unfavoured (6.5.12)

(6.5.13)

When jt is odd, it matches with the parity transfer πt and the partial cross section is

parity favoured. In contrast, when jt is even, the partial cross section is parity

unfavoured and beta becomes -1. In the present work, the beta parameter was

determined for the first and fourth PE band of iodine atoms, i.e. the I+(3P2)←
I(2P3/2) and I+(1D2)← I(2P3/2) bands of iodine atoms. However, in this method of

analysis, only the J quantum number is of importance so that the same results apply

for transitions to the first PE band and to the fourth PE band. The beta parameter

for iodine atoms for these two PE bands will therefore be a weighted average of parity

favoured and parity unfavoured partial cross sections. This can be seen in Figure

6.13. In Figure 6.13 (a), recorded for the first PE band of iodine atoms, the general

background of the beta parameter is approximately - 0.25, so both the parity

favoured and unfavoured jt terms are clearly playing a part. In Figure 6.13 (b),

recorded for the fourth band of iodine atoms, the beta parameter starts at -0.6 at 13

eV but slowly increases to 1.5 at 23 eV. This shows that the weight of the different

β(jt) terms vary with photon energy. The parity unfavoured β(jt) contributions are

stronger near threshold and are slowly giving way to the parity favoured β(jt). In

both figures, the beta parameter shows sharp excursions at resonances.

One must therefore look at the autoionisation process, i.e. the decay from the
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resonance state to the ionic state:

I∗(5s25p4, nd)→ I+(5s25p4)3P2 + e−1 (6.5.14)

This process does not involve a photon, as a result, equation 6.5.5 modifies to:

πcπ0 = (−1)l (6.5.15)

From the excited neutral state I∗(5s25p4, nd), i.e. I∗(1D2, nd), it is possible to obtain

the following states: 2S1/2,
2P1/2,3/2,

2D3/2,5/2,
2F5/2,7/2 and 2G7/2,9/2.

Taking as example a decay from a state with J = 3/2; ~jt = ~2 + ~1/2− ~3/2 = 1, 2, 3, 4.

πcπ0 = even, l must be even and πt is even. These jt values are the same to those of

direct ionisation. Autoionisation from one of those states will therefore enhance the

role of a channel that was already present in direct ionisation.

However, decay from a state with J = 5/2 will have ~jt = ~2 + ~1/2− ~5/2 = 0, 1, 2, 3, 4,

5. πcπ0 = even, l even and πt even. This gives rise to one new channel with jt = 5.

Similarly, decay from states with J = 7/2 or 9/2 will have access to channels that

were not available in direct ionisation.

This illustrates that autoionisation may enhance the role of weak channels in direct

ionisation, i.e. weak terms in equation 6.5.6 but can also give rise to extra angular

angular momentum transfer, jt, which are not present in direct ionisation [46].

Inspection of the resonances in the beta parameter plots in the following section will

thus take into account these considerations.
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(a)

(b)

Figure 6.13: Overview of the beta parameter plots determined over the whole photon

energy range. Spectrum 6.13(a) shows the beta parameter plot for the I+(3P2) ←
I(2P3/2) PE band of iodine atoms, in the photon energy range 11 to 23 eV. Spectrum

6.13(b) shows the beta parameter plot for the I+(1D2) ← I(2P3/2) PE band of iodine

atoms, in the photon energy range 12.5 to 23 eV.
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6.5.2 Scans to the I+ 1S0 threshold

The beta plots obtained in the photon energy region of series converging to the I+ 1S0

threshold are shown in Figure 6.6. Figure 6.6(a) shows the beta parameter plot

determined for the first, I+(3P2)← I(2P3/2), PE band of iodine atoms whereas Figure

6.6(b) shows the beta parameter plot determined for the fourth, I+(1D2)← I(2P3/2),

PE band of iodine atoms. The beta plot of the first PE band (Figure 6.6(a)) shows

two different structures, a large oscillation and sharp symmetric resonances. Only one

cycle of the large oscillation is observed on the portion of the beta plot shown in

Figure 6.6(a), going from -0.1 to -0.4. The second structure seen on the plot

corresponds to the symmetric resonances that appear at energies corresponding to

the nd[2]5/2,3/2 resonances in the CIS spectra. The position of the resonances

obtained from the Fano fits in this photon energy region are marked on the spectrum.

Resonance positions from CIS spectra of the fourth band are also marked on Figure

6.6(b), which also shows symmetric resonances in positions corresponding to the

nd[2]5/2,3/2 resonances. However, the beta parameter for the fourth band does not

oscillate and has a mean value of about -0.6. It is worth noting that the resonances

on both beta plots have similar shape, which was not the case in the CIS spectra.

The first resonance in Figure 6.6(a) has a minimum at -0.47 and a width of 22 meV.

The second one has very similar characteristics with a minimum at -0.48 and a width

of 21 meV. The following resonances have a minimum around -0.4 with width

decreasing from 15 meV to 7 meV. The resonances in Figure 6.6(b) decrease regularly

in intensity, with a minimum of -0.9 and a width of 33 meV for the first resonance

and a minimum of -0.65 with a width of 8 meV for the last observed resonance. The

fact that the resonances are more negative than the general background level shows

that the parity unfavoured terms are enhanced on resonances (see previous section).

This seems to be the case even more strongly for the beta parameter shown in Figure

6.6 (b) where the resonances have minima close to -1.
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Extensive angular distribution studies have been carried out on the noble gases,

including Xe [46, 161,167,169] in which the variation in β was compared with the

variation in σ. They showed that, in general, resonances are expected in the β plots

when autoionisation occurs. The shape of the resonances can vary from one resonance

to another, being symmetric or asymmetric. In most cases, the β parameter is mostly

positive, except at resonances, which usually have a minimum below 0. Similar

behaviour was observed by Caldwell and co-workers [155] who determined beta plots

for most halogen atoms and oxygen atoms. The asymmetry parameter was mostly

positive, except for wide resonances which can have a minimum below 0. Surprisingly,

the beta plot for iodine atom does not look like the one of bromine atom, even

though the cross sections are very similar between the two atoms. Also, the dips in β

in the present work are damped in comparison with those of Xe, where the minima

are close to -1. This is due to an increase of the exit channels accessible and of the

coupling possibilities in open shell atoms with respect to the noble gases. Also, the

fact that the beta parameter is always negative in the present work indicates that the

interference terms in atomic iodine are strong and that the parity unfavoured terms

play a significant role. This was not unexpected as iodine is a heavy atom, which

departs from the Russell-Saunders coupling and is best described in the JK coupling.

It is also the first halogen atom which has an inversion of the I+ 3P0,1 ← I 2P3/2 PE

bands, the I+ 3P1 ionic state being higher in energy than the I+ 3P0 ionic state.

6.5.3 Scans to the I+ 3P1 threshold

The beta plot obtained in the photon energy region of series converging to the I+ 3P1

threshold is shown in Figure 6.8. As can be seen on the spectrum, no structure is

observed in this photon energy region. The resonance positions have been marked on

the spectrum for reference but do not seem to be reproduced at all. This can either

mean that the autoionisation process does not affect the asymmetry parameter in this
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energy region or that the experimental resolution is not good enough to see any

structure. However, the beta parameter is negative as expected from the overview of

the beta plots, with a mean value of -0.3 and seems to oscillate gradually between 0

and -0.5. Similarly to the beta plot obtained for the energy region of series

converging to I+ 1S0 threshold, the beta plot in this energy region does not resemble

the one of bromine atom [158] in the same energy region, even though their cross

section plots are very similar.

6.5.4 Scans to the I+ 1D2 threshold

The beta plot obtained in the photon energy region of series converging to the I+ 1D2

threshold is shown in Figure 6.10. The asymmetry parameter in this photon energy

region does not oscillate and it has a mean value of -0.2. The observed resonances are

asymmetric, unlike the symmetric resonances observed in the photon energy region of

the I+ 1S0 threshold. Also, the resonances are going towards positive values, which

shows that in this case, it is the parity favoured terms that enhance the resonances,

unlike those converging to the I+ 1S0 threshold. The main series of resonances seen

on this plot correspond to the nd[3]5/2 series. The intensities of the resonances are

not regular, they increase from the first observed resonance, with principal quantum

number n = 8, which has a maximum at 0.7, to the third resonance (n = 10), which

has a maximum at 1.5 and regularly decrease for the following resonances. The width

of the resonances is also very irregular and difficult to determine. Some structure

seems to be seen in positions corresponding to one of the ns series. Unfortunately,

the signal-to-noise ratio is too poor to confirm this. Similarly, the broad second nd

series might be present as well but its features are too weak to be confirmed. The

beta parameter is still mostly negative, except at the maxima of the resonances.

Once again, the beta parameter plot does not resemble the one of bromine atom in

the same energy region. In light atoms, excitations that appear in the partial cross
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section can have stronger effects on the beta parameter [46, 161, 167,169]. Resonances

in the β parameter of iodine atoms were thus expected for both ns and nd series.

However, resonances were only observed for nd series and with attenuated amplitude.

Another striking feature of the asymmetry parameter of atomic iodine is that β is

nearly always negative in these plots. This clearly indicates that atomic iodine has

strong interference terms and that the parity unfavoured partial cross section play a

significant part in equation 6.5.6.

Since the beta parameter plot of iodine is clearly different from published beta plots

of bromine atoms or xenon, comparison with theoretical studies of iodine atoms are

needed. There have been two main theoretical studies of atomic iodine by

Hartree-Fock calculations. One was performed by Manson et. al. [170] and one by

Combet Farnoux et. al. [171]. The study by Manson et. al [170] was based on a

Hartree-Fock model with no correlation or relativistic effects included. The method of

Combet Farnoux et. al. [171] was similar but it improved the continuum

wavefunctions by allowing some final state interaction. Both studies obtain a very

similar plot for the beta parameter. Figure 6.14 shows the beta plot obtained by

Manson et. al. [170] for comparison with the beta parameter plots obtained in the

present work (see Figure 6.13). In this figure, the calculated asymmetry parameter

plots for the outer np5 subshells of iodine are shown. The solid lines correspond to

the beta parameter for the 3P , 1D and 1S ionic term levels calculated in the

Hartree–Fock approximation while the dashed line corresponds to β values calculated

in the Herman–Skillman central potential approximation. The energy region studied

in the present work is between 1 and 2 Rydbergs photoelectron energy (13.6 to 27.2

eV), which corresponds to a very small region on the plot shown in Figure 6.14.

Nevertheless, in the studies by Manson et. al. [170] and Combet Farnoux et. al. [171],

the beta parameter is always positive. The fact that the beta parameter in the

present work in very different from these studies shows again that correlation and

relativistic terms cannot be left out in β parameter calculations of iodine atoms and
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Figure 6.14: Calculated asymmetry parameter plots for the outer np5 subshells of iodine

by Manson et. al. [170]. Solid lines correspond to the beta parameters for the 3P , 1D

and 1S ionic terms levels calculated in the Hartree–Fock approximation; dashed line

correspond to Herman–Skillman central potential approximation for β. The horizontal

axis is the free electron energy in Rydbergs.

that other electronic structure calculations with improved models are needed.

6.6 Conclusion

In this chapter, the results obtained by Constant Ionic State (CIS) spectroscopy on

iodine atoms were presented. PE spectra recorded during this work showed bands for

the five iodine atom ionisations. CIS spectra were recorded for the first and fourth

band of iodine atoms, the I+(3P2)← I(2P3/2) and the I+(1D2)← I(2P3/2) bands, from
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11.0 to 23.0 eV photon energy. This photon energy range covered the third, fourth

and fifth thresholds of the (5p)−1 ionisations as well as the (5s)−1 thresholds. CIS

spectra recorded in the photon energy region of the (5s)−1 ionisations were not

analysed as the spectra were not of sufficient quality. CIS spectra recorded for the

(5p)−1 ionisations showed resonances converging to different thresholds, which

correspond to Rydberg states that are part of a series converging to each threshold,

followed by autoionisation to the selected ionic state. Two Rydberg series (one ns

and one nd) were assigned converging to the I+ 1S0 threshold. Three Rydberg series

(one ns and two nd) were assigned converging to the I+ 3P1 threshold while four

series (two ns and two nd) were assigned converging to the I+ 1D2 threshold. Each

Rydberg resonance was fitted using a Fano profile in order to find the position of the

resonance and fitting parameters, such as the linewidth and the shape parameter.

Each series was then fitted using the Rydberg formula to obtain the ionisation energy

and quantum defect of the series. The results obtained agree well with previous

work [60, 61, 142, 143] and are consistent for different series converging to the same

threshold. This supported the reliability of the fitting procedure. Beta parameter

plots of iodine atom were also derived for the first time and show very unexpected

behaviour. In contrast to the cross section plots, which are very similar between

iodine atoms and bromine atoms, the beta parameter plot of iodine does not resemble

that of bromine atoms. Also, the beta parameter plot of iodine atoms shows little

structure. Only a few nd resonances are seen in the beta parameter plot, and with

damped amplitudes. In these plots, β is almost always negative, in contrast to the β

plots of other halogens, Xe and the previous theoretical studies of iodine. This

difference is almost certainly due to neglect of correlation and relativistic effects in

the calculations. Indeed, iodine is a heavy halogen atom, its spectrum is thus

expected to be complicated. Detailed calculations of cross sections and beta

parameters as a function of photon energy, that include correlation and relativistic

effects, are thus needed for comparison with the experimental plots of the cross

sections and asymmetry parameter.
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Chapter 7

Difluorocarbene studied by TPES

This chapter presents a study of difluorocarbene, CF2, by Threshold Photoelectron

Spectroscopy (TPES). In this work, the experimental spectra have been compared

with results of ab-initio/Franck-Condon calculations on the first PE band of CF2.

The previous related work carried out on CF2 is presented in Section 7.1 while

Section 7.2 presents the experimental and computational details of the study. The

results are presented in Section 7.3: the experimental spectra are presented first,

followed by results of the ab–initio calculations carried out on CF2 and CF+
2 , the

computed Franck-Condon factors (FCF) and the simulated spectra of the first PE

band of CF2. Comparison is made between the experimental and simulated first PE

band of CF2, thus allowing assignment of the vibrational features, as is shown in the

last section of this chapter.
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7.1 Previous work on CF2

Difluorocarbene, CF2, is important in plasma processing and is produced in the

stratosphere by photodissociation of chlorofluorocarbons by radiation from the sun.

It has been studied in some detail spectroscopically in the ultraviolet [172–175],

microwave, [176, 177] and infrared regions [178–181]. Structural parameters of the

ground state, X1A1, and a number of excited states have been derived from electronic

emission [175], absorption spectroscopy [173,174], and single vibronic level (SVL)

fluorescence [172]. Several microwave studies have been reported which provide

precise rotational constants for the X1A1 state [176, 177].

Small reactive intermediates, such as CF2, play important roles in determining the

etching rate, selectivity and anisotropy of plasma-etching processes. The mechanisms

of CF2 production and destruction in fluorocarbon reactive ion-etching processes have

been investigated using techniques such as laser induced fluorescence [182],

broad-band UV absorption spectroscopy [183,184] and infrared diode laser

spectroscopy [185]. It has been found that the primary mechanism for CFx

production (where x = 1, 2 and 3) is neutralisation and fragmentation of CF+
x (x = 1,

2, 3 and 4) ions incident on the powered electrode and not direct electron-impact

induced fragmentation of the feedstock gas [186]. In order to understand, model and

ultimately control plasmas, spectroscopic methods such as those listed above are

needed to monitor reactive intermediates in plasmas. Rate-constant measurements

and reaction enthalpy determinations are required for relevant reactions involving

CF2 and CF+
2 .

The first adiabatic ionisation energy (AIE) of CF2 is important in contributing to the

determination of the enthalpy of ion - molecule reactions involving CF+
2 in plasmas.

Previous determinations of the first AIE of CF2 have included a study by vacuum

ultraviolet photoelectron spectroscopy (PES), which gave the first AIE as
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(11.42± 0.01) eV [14]. CF2 has also been studied by photoionisation mass

spectrometry (PIMS) [187], using radiation derived from a synchrotron source. This

study gave the first AIE as (11.445± 0.025) eV, while a study by electron impact

mass spectrometry, gave a value of (11.5± 0.4) eV [188]. The PES study [14] shows

the first band of CF2 to consist of regular structure, with at least fifteen components.

It was interpreted as a regular series in the deformation mode in the ionic state. The

vertical ionisation energy (VIE) was measured as (12.240± 0.005) eV. In the present

work, this band has been re-investigated at higher resolution using threshold

photoelectron spectroscopy (TPES). The objective is to obtain a higher resolution

spectrum of the first band of CF2. The spectrum obtained, supported by appropriate

ab-initio/Franck - Condon factor calculations, should allow the first AIE to be

determined more reliably than previously and to enable the vibrational structure in

the first band to be analysed more thoroughly.

7.2 Experimental and computational details

7.2.1 Experimental section

As all experiments carried out during this project, the experiments reported here

were undertaken on the Circularly Polarised Beamline (4.2R, Polar) at the Elettra

synchrotron radiation source (Trieste). The photoelectron spectrometer described in

Chapter 3 was used, which has been specifically designed to study reactive

intermediates with PE and CIS spectroscopy [16, 17, 49]. This spectrometer was

recently modified to allow TPE spectra to be obtained, as was explained in Chapter 3

and in reference [51]. In order to record TPE spectra, the photoelectron spectrometer

was tuned to detect near-zero energy (threshold) photoelectrons. The detection of

threshold electrons was optimised using the Ar+(2P3/2,
2 P1/2)← Ar(1S0)(3p

−1) TPE

179



7.2 Experimental and computational details

spectrum [51,140,141]. The spectral resolution obtained was typically about 5 meV

as estimated from the full-width at half maximum of the main (3p)−1Ar+(2P3/2)←
Ar(1S0) line. Conventional photoelectron (PE) spectra were also recorded as

described in earlier chapters. The procedures described in Chapter 3 were used to

normalise the spectra for the photon flux, the transmission function of the

spectrometer and to calibrate the photon energy scale of the TPE spectra. CF2 was

produced by a microwave discharge of flowing hexafluoropropene, C3F6, diluted with

argon. Preliminary experiments were carried out in Southampton in order to

determine the optimum pressures which maximise the intensity of the first CF2 band

in the PE spectra, as was explained in Chapter 3. The optimum partial pressures

were: ∆p(C3F6)=5×10−6 mbar and ∆p(Ar)=1×10−7 mbar. These partial pressures

were measured using an ionisation gauge connected to the main vacuum chamber and

are with respect to the background pressure in the vacuum chamber (3× 10−7 mbar).

7.2.2 Computational details

In order to compute potential energy functions for the ground neutral and ionic

states so that Franck-Condon factors could be calculated for the first PE band of

CF2, ab-initio calculations were performed by Dr E. Lee from the Southampton PES

group. These can be described as follows:

Ab initio calculations: For the X2A1 state of CF+
2 , geometry optimisation and

vibrational frequency calculations were carried out using the restricted spin CCSD(T)

method (RCCSD(T)) with augmented correlation-consistent polarised valence

(aug-cc-pVXZ or AVXZ) and core-valence (aug-cc-pCVXZ or ACVXZ) basis sets of

up to the quintuple-zeta (X= Q or 5) quality. The basic principles of these methods

have been described in Chapter 4. With the core-valence basis sets, all electrons were

correlated. For the X1A1 state of CF2, ab-initio total energies at different bond
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lengths and angles, the RCCSD(T)/aug-cc-pV5Z potential energy function (PEF),

and anharmonic vibrational wavefunctions, have been taken from a previous study on

CF2 [189], except for RCCSD(T)/aug-cc-pCV5Z results, which have been obtained in

the present study. The largest aug-cc-pCV5Z calculations have 543 contracted basis

functions. For the evaluation of the best theoretical geometrical parameters (re and

θe) and adiabatic ionisation energy (AIE), the 1/X3 formula was used to extrapolate

the computed RCCSD(T)/ACVQZ and RCCSD(T)/ ACV5Z values to the complete

basis set (CBS) limit [190]. Since the RCCSD(T)/ACVXZ (X=Q or 5) values were

used in the extrapolation, core correlation contributions have already been accounted

for. For the correction for zero-point vibrational energies (∆ZPE) in order to give

AIE0, available experimental fundamental vibrational frequencies for the X1A1 state

of CF2 were used [191–193]. For the X2A1 state of CF+
2 , the best theoretical zero

point energy (ZPE) was used, and it was estimated using the CBS value

extrapolation employing the 1/X3 formula, with the ZPEs evaluated using the

computed RCCSD(T)/AVQZ and RCCSD(T)/AV5Z harmonic vibrational

frequencies plus core correlation correction (the difference between the

RCCSD(T)/ACVQZ and RCCSD(T)/AVQZ values).

Potential energy functions, anharmonic vibrational wavefunctions and

Franck-Condon factor calculations: The PEF of the X2A1 state of CF+
2 was

fitted to 106 computed CASSCF/MRCI+D/AV5Z energies in the ranges of

0.9 ≤ r(CF ) ≤ 1.95 Å and 70.0 ≤ θ(FCF ) ≤ 160.08 Å. The multi-reference

CASSCF/MRCI method (including the Davidson correction, with a full valence

active space) has been used in energy scans for the fitting of the PEF of the X2A1

state of CF+
2 because multi-reference character becomes non-negligible in the region

with r ≥ 1.6 Å. Nevertheless, computed CI coefficients of the major electronic

configuration obtained from the MRCI calculation of the X2A1 state of CF+
2 in this

region have values larger than 0.778, and the sums of the squares of the computed CI

coefficients of all reference configurations, Σ(Cref)
2, have values larger than 0.959,
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indicating that the computed MRCI wavefunctions describe the electronic state

studied adequately. The root-mean-square (r.m.s) deviations of the fitted PEFs of the

X2A1 state of CF+
2 from computed ab-initio energies is 12.9 cm−1. Details of the

coordinates and polynomial employed for the PEFs, the rovibrational

Hamiltonian [123] and anharmonic vibrational wavefunctions used in the variational

calculations, and the Franck-Condon (FC) factor calculations which include

Duschinsky rotation and anharmonicity have been given in Chapter 4 and in

references [189, 194]. Nevertheless, some details of the harmonic basis functions used

in the calculation of the anharmonic vibrational wavefunctions of the X2A1 state of

CF+
2 are given here. The vibrational quantum numbers of the harmonic basis

functions of the symmetric stretching and bending modes employed in the calculation

of anharmonic wavefunctions have values of up to v1 = 12, v2 = 25 with the

restriction of (v1 + v2) ≤ 25.

For the FC factor calculations, the best computed geometry of the X2A1 state of

CF+
2 obtained at the CBS limit in the present study, the experimental geometry of

the X1A1 state of CF2 (re=1.2975 Å and θe = 104.81◦, derived from experimentally

derived Ae and Be values) [195] and the experimental AIE0 value of 11.362 eV (see

later) obtained from the TPES spectrum in the present study were used. In addition,

FC factors were calculated at Boltzmann vibrational temperatures of 0 K and 600 K.

The CF+
2 (X2A1) + e− ← CF2(X

1A1) photoelectron band has been simulated with

these computed FC factors. The method includes allowance for Duschinsky rotation

and anharmonicity. A Gaussian linewidth of 0.005 eV full-width-at-half-maximum

(FWHM) was used for each vibrational component in the spectral simulation, as the

experimental threshold photoelectron spectrum (TPES) has a resolution of ca. 0.005

eV FWHM. The MOLPRO suite of programs was employed for all ab initio

calculations carried out in the present investigation [196].
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7.3 Results and Discussion

7.3.1 Experimental spectra

The UV photoelectron spectrum of C3F6 shows a structured band in the region

10.4-11.9 eV and five broad bands in the ionisation energy region 14.0-17.0

eV [197,198]. Microwave discharge of flowing C3F6/Ar mixtures gives rise to

complete destruction of C3F6 with production of CF2 and C2F4. It is also known

from separate experiments that microwave discharge of flowing C2F4/Ar mixtures

gives CF2. In this work, the discharge conditions and partial pressures of C3F6 and

Ar were optimised to give the maximum yield of CF2. A photoelectron spectrum

obtained at hν = 21.0 eV from discharged C3F6/Ar in the ionisation region 10.0-13.2

eV showing the first bands of C2F4 [199] and CF2 [14] is shown in Figure 7.1.

Figure 7.2 shows the TPE spectrum of CF2 recorded in the photon region from 11.3

to 13.2 eV together with a PE spectrum recorded at hν=21.0 eV. Whilst the

observed relative intensities of vibrational components in a PE band in a conventional

PE spectrum are almost always governed by Franck-Condon factors between the

initial neutral and final ionic state, those observed by TPES are often dominated by

autoionisation [131,132]. This is primarily due to the high density of Rydberg states,

which are parts of series that converge on higher rovibronic ionic levels. These can

autoionise and produce electrons of low kinetic energy that are detected in TPES. As

a result, autoionisation processes can lead to non–Franck-Condon distributions as

well as the observation of ionic vibrational levels which are not observed in the

normal Franck-Condon distribution. Also, these autoionisation processes may lead to

observation of ionic states that cannot be observed by direct ionisation from the

ground state in conventional PES, as was explained in Chapter 2. The TPE spectrum

in Figure 7.2 shows a better resolution and a very different vibrational profile with
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Figure 7.1: UV photoelectron spectrum recorded at a photon energy of 21.0 eV of a

microwave discharge of a flowing mixture of hexafluoropropene, C3F6, in Ar. Spectra

obtained under these conditions show that all the C3F6 is destroyed and converted into

CF2 and C2F4.

respect to the Franck-Condon distribution of the PE spectrum.

In the TPE spectrum the lower vibrational bands are more intense and more clearly

resolved than in the PE spectrum where the lowest vibrational component that is

clearly observed is at about 11.6 eV (two additional lower-energy components were

observed in the original PES study [14]). In the earlier PES study of CF2, the

adiabatic and vertical ionisation energies were determined as 11.42± 0.01 eV and

12.240± 0.005 eV respectively. In the present study it is possible to measure the VIE

from the PE spectrum as 12.258± 0.002 eV and the lowest vibrational band observed

in the TPE spectrum is at 11.438± 0.004 eV. In both cases the shift with respect to

the previous study is up by 18 meV. From the experimental TPE spectrum, it is not
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Figure 7.2: TPE (upper) and PE (lower) spectra recorded for a flowing CF2 and Ar

mixture in the 11.3-13.2 eV photon energy region.

possible to establish if the component observed at 11.438 eV is really the lowest

vibrational component in the PE spectrum of CF2. This is because below 11.4 eV,

there is a contribution from the highest observed vibrational component of the first

PE band of C2F4, as can be seen in Figure 7.2. Also, the intensity of a lower

vibrational band of CF2, if present, would be very small compared to the noise level.

Indeed, in the TPE spectrum in Figure 7.2, it is possible to observe some structure

below 11.4 eV but the signal-to-noise is not sufficient to allow unambiguous

identification of weak C2F4 contributions and possible weak vibrational components

of CF2. For this reason the experimental TPE spectrum was compared with an

ab-initio/Franck-Condon computed vibrational envelope to see if the AIE of CF2

could be established.
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Figure 7.3 shows the experimental TPE spectrum compared with the simulated

CF+
2 (X2A1)← CF2(X

1A1) photoelectron spectrum at 0 K. The spectral simulation

used a Gaussian function of width 5 meV for each vibrational component, which is

comparable with the experimental resolution. The calculated adiabatic component is

placed at 11.367 eV. This was done by positioning the computed envelope so that the

structure in the higher components in the TPE spectrum matches well with the

computed structure, notably in the third, fourth, sixth and ninth components. The

11.36 eV component has a very small relative intensity and it is below the noise level

of the experimental TPE spectrum. The positions of all the observed vibrational

components are in excellent agreement with the computed components although the

TPE vibrational envelope is different from the computed envelope. This is because of

the non-Franck-Condon behaviour of threshold photoionisation. The shape of each

experimental vibrational component closely matches the shape of the corresponding

calculated vibrational component as can be seen from the comparison of the lowest

vibrational components shown in Figure 7.4. In the third, sixth and eleventh

experimental vibrational components (counting the 11.36 eV component, not shown

in Figure 7.4, as the first), it is possible to observe two features with the one at lower

ionisation energy more intense; the same pattern is observed in the calculated

vibrational components. The fourth, seventh and ninth experimental vibrational

components each show two features with the one at higher ionisation energy more

intense; the same pattern is observed in the calculated fourth and seventh vibrational

components while in the ninth component the two contributing features are

comparable in intensity. In the other calculated vibrational components in Figure 7.4,

the 5 meV band-width used is not good enough to allow separation of different

components and the same is true for the corresponding experimental vibrational

components which appear to be a single feature. The exception is the vibrational

component at ∼11.45 eV in Figure 7.4 which is a single vibrational component in the

calculated spectrum while it appears to have two components in the experimental

spectrum.

186



7.3 Results and Discussion

Figure 7.3: TPE spectrum recorded for a flowing CF2 and Ar mixture in the 11.3-13.2

eV photon energy region (upper). Simulated CF+
2 (X2A1)← CF2(X

1A1) photoelectron

spectrum for 0 K Boltzmann vibrational temperature (lower).

The simulated spectrum in Figure 7.4 was computed with a Boltzmann vibrational

temperature of 0 K. The calculation has been repeated using a Boltzmann

distribution at a temperature of 600 K and the result is shown in Figures 7.5 and 7.6.

The main differences with respect to the simulation at 0 K are at ionisation energies

above 12.8 eV and for the vibrational component in Figure 7.4 at ∼ 11.45 eV. This

band, in the calculation at 600 K, has a ”hot” band on the higher ionisation energy

side as can be seen in Figure 7.6. The shape of the 11.45 eV vibrational component in

the experimental TPE spectrum in Figure 7.4 is therefore explained considering the

contribution from the ”hot” band. The simulated spectrum at 600 K offers an even

better match with the experimental spectrum with respect to the simulated spectrum
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Figure 7.4: Expanded TPE spectrum of CF2 in the 11.4-12.2 eV photon energy re-

gion (upper). Simulated CF+
2 (X2A1) ← CF2(X

1A1) photoelectron spectrum for 0 K

Boltzmann vibrational temperature (lower).

at 0 K. Indeed, on comparing Figure 7.4 with Figure 7.6 it is possible to notice an

improvement of the agreement with the calculated spectrum at 600 K in particular

for the fourth, sixth and ninth vibrational components (counting the component at

11.36 eV as the first).

The vibrational components above 12.8 eV in the TPE experimental spectrum show

considerable intensity and a clear deviation from the computed Franck-Condon

relative intensities. This is probably due to strongly autoionising Rydberg states

converging to higher ionic limits of CF2. The simulation at 600 K shows some weak

extra structure above 12.8 eV, due to the contributions from ”hot” bands, with

respect to the simulation at 0 K (compare Figure 7.3 with Figure 7.5).
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Figure 7.5: TPE spectrum recorded for a flowing CF2 and Ar mixture in the 11.3-13.2

eV photon energy region (upper). Simulated CF+
2 (X2A1)← CF2(X

1A1) photoelectron

spectrum for 600 K Boltzmann vibrational temperature (lower).

The ionisation energies of the calculated vibrational components from the

ab-initio/Franck-Condon factor calculations are on average 5 meV higher than the

more intense experimental vibrational components in the 11.6-12.6 eV region. Hence,

by moving the computed bands in Figure 7.3 by 5 meV to match the more intense

experimental TPE vibrational component positions in the photon energy region

11.6-12.6 eV, the AIE is moved by 5 meV compared to the value obtained from the

simulation. This gives a value of 11.362± 0.005 eV for the AIE.
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Figure 7.6: Expanded TPE spectrum of CF2 in the 11.4 - 12.2 eV photon energy

region (upper). Simulated CF+
2 (X2A1)← CF2(X

1A1) photoelectron spectrum for 600

K Boltzmann vibrational temperature (lower).

7.3.2 Ab-initio results

The computed ab-initio results obtained in the present study for the X2A1 state of

CF+
2 are summarised in Table 7.1, and the corresponding results obtained for CF2

X1A1 are shown in Table 7.2. Previous MRSDCI/DZP results of Cai [200] (see

references therein for earlier, lower level, ab-initio results) on the X2A1 state of CF+
2

are also included in Table 7.1. Nevertheless, since the ab-initio calculations carried

out in the present work are of significantly higher level and also are more systematic

than previous work, the following discussion will be focussed on the results obtained

in the present work. From Table 7.1, the best computed geometrical parameters of

the X2A1 state of CF+
2 obtained at the CBS limit (including core correlation as

mentioned above) are re(CF)=1.2131± 0.0006 Å and θe(FCF)=124.59± 0.04◦. The
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associated uncertainties have been estimated by the differences between the CBS and

RCCSD(T)/ACV5Z values. These geometrical parameters are currently the most

reliable values, as no experimentally derived values are available at present.

Regarding computed harmonic vibrational frequencies of the X2A1 state of CF+
2

obtained in the present study from RCCSD(T) calculations, the largest difference

between values obtained using different basis sets is less than 6 cm−1. The difference

between the computed symmetric stretching harmonic frequencies obtained from

RCCSD(T)/AV5Z calculations and the CASSCF/MRCI/AV5Z PEF is about 9 cm−1,

which may be considered as the largest theoretical uncertainty associated with the

computed vibrational frequencies reported in this chapter. Before the vibrational

assignment of the TPES spectrum is considered, it should be noted that the only

available experimental vibrational frequency of the X2A1 state of CF+
2 is that of the

bending mode, 650± 40 cm−1, measured in the previously recorded UV photoelectron

spectrum [14]. This experimental ν ′2 value agrees very well with the corresponding

computed value of 651.7 cm−1 obtained from the MRCI PEF of the present study.

However, as will be shown below in the comparison between the simulated PE

spectrum and the experimental TPE spectrum, the observed vibrational structure in

the UV PE spectrum is not due to a single ν ′2 progression, but a number of

combination bands [14]. Nevertheless, the excellent agreement between the simulated

PE spectrum and the observed TPE spectrum, in terms of position and shape of the

individual vibrational components, indicates that the computed vibrational

frequencies reported here are very close to the true values.
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Method re θe ω IE

RCCSD(T)/aug-cc-pVQZ 1.2168 124.63 1374.6, 648.6, 1698.9 11.3865

RCCSD(T)/aug-cc-pV5Z 1.2160 124.58 1379.1, 649.7, 1701.7 11.4010

RCCSD(T)-aug-cc-CVQZ[a] 1.2143 124.67 1379.1, 651.2, 1704.6 11.3807

RCCSD(T)/aug-cc-CV5Z[a] 1.2137 124.63 11.3937

CAS/MRCI/aug-cc-pV5Z 1.2185 124.63

(as above)PEF 1.2185 124.52 1370.0, 653.2, -

(as above)PEFν ′s 1356.3, 651.7, -

CBS (ACVQZ, ACV5Z)[b] 1.2131 124.59 11.412 ± 0.018

∆ ZPE[c] +0.046

best theoretical IE
[d]
0 11.458 ± 0.020

MRSDCI/DZP[e] 1.222 124.5 1259, 656, 1599

photoion.MS[f ] 11.445 ± 0.025

HeI photoelectron spectrum[g] -, 650 ± 40, - 11.42 ± 0.01

TPES 11.362 ± 0.005

Table 7.1: Optimized geometrical parameter (re in Å and θe in degrees) and computed

vibrational frequencies ω1(a1), ω2(a1) and ω3(b2) in cm−1 of, and computed adiabatic

ionisation energies (IE in eV), to the X2A1 state of CF+
2 , obtained at different levels

of calculations.

[a] All electrons correlated; see text. [b] Extrapolation to the CBS, employing the 1/X3 formula and the RCCSD(T)

values calculated using the aug-cc-pCVQZ (ACVQZ) and aug-cc-pCV5Z (ACV5Z) basis sets. The estimated

uncertainty for IE is the difference between the best theoretical value and the ACV5Z value. [c] Contribution of

zero-point energies (ZPE) of the two states involved. For CF2, the experimental fundamental vibrational frequencies,

1225.08, 666.25 and 1114.44 cm−1 (gas phase values from NIST WebBook, [174, 191, 193]), were used, giving a ZPE

value of 0.1863 eV. For CF+

2
, the CBS(1/X3 ; AVQZ, AV5Z) ZPE value of 0.2315 eV and core(AVQZ, ACVQZ)

correction of +0.0008 eV give the best theoretical ZPE value of 0.2323 eV and a best estimated ∆(ZPE) value of 0.045

eV. [d] CBS+∆ZPE. [e] From ref. [200]. [f] Photoionisation mass spectrometry, from ref. [187]. [g] Ref. [14].
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RCCSD(T) Re[Å] θe[
◦] ω1 ω2 ω3

Aug-cc-pVQZ 1.3008 104.786 1242 [1231] 670 [668]

Aug-cc-pV5Z 1.2953 104.907 1247 [1234] 675 [672]

Aug-cc-pCVQZ 1.2981 104.846

exptl. [201] 1.2975 104.81 [1225.0793] 666.24922] [1114.4435]

Table 7.2: Computed geometrical parameters and harmonic vibrational frequencies

(fundamental values in cm−1) of the X1A1 of CF2 obtained at the RCCSD(T) level of

calculation using different basis sets. The RCCSD(T)/aug-cc-pV5Z potential energy

function (PEF) and anharmonic vibrational wavefunctions used have been taken from

the previous study on CF2 [189].

The best computed AIE obtained at the CBS limit in the present study is

11.412± 0.018 eV. Correction of zero point energies of the two states involved yields

the best computed AIE0 value of 11.46±0.02 eV. This value agrees very well with the

earlier experimental values of 11.445± 0.025 eV and 11.42± 0.01 eV obtained from

photoionisation mass spectrometry [187] and UV photoelectron spectroscopy [14],

respectively but less well with the AIE derived in this work of 11.362 eV.

7.3.3 Computed Franck-Condon factors and simulated

photoelectron spectrum

The computed FC factors (FCFs) of the CF+
2 (X2A1) + e− ← CF2(X

1A1)

photoionisation process obtained with Boltzmann vibrational temperatures of 0 and

600 K are shown in Figure 7.7 (upper and lower spectra in this Figure, respectively;

the computed FCF of the strongest vibrational component is set to 100 arbitrary

units in all parts of this figure). The computed FCFs of vibrational ”hot” bands
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arising from ionisations from the (0,1,0), (1,0,0), (0,2,0) and (1,1,0) levels of the

X1A1 state of CF2 obtained at 600 K are also shown in Figure 7.7 (middle spectrum).

It can be seen from this Figure that ”hot” band contributions to the whole simulated

spectrum are small. The most noticeable contributions of ”hot” bands are probably

in the low IE region, relative to ionisations from the (0,0,0) level of the X1A1 state,

as has already been discussed in the comparison between the simulated PE spectrum

and the experimental TPE spectrum.

Although the vibrational structure of the previously reported UV PE spectrum [14]

appears to consist of only one vibrational series, the FCFs computed in this work

show that a large number of combination bands are involved. The computed FCFs of

eight major vibrational series obtained at a Boltzmann vibrational temperature of 0

K, which contribute to the CF+
2 (X2A1) + e− ← CF2(X

1A1) ionisation process, are

shown in Figure 7.8. In practice, vibrational components with v′1 and/or v′2 having

values of up to at least 8 for both vibrational quantum numbers have non-negligible

contributions. It should be noted, however, that computed anharmonic wavefunctions

of vibrational levels of the X2A1 state of CF+
2 with relatively high quantum numbers

show contributions from several different basis functions. Consequently, vibrational

assignments of levels with v′1 and/or v′2, having values larger than 7, are tentative.

Nevertheless, it is clear that the (3,v′2,0) ← (0,0,0) series is the strongest vibrational

progression and the (3,3,0) ←(0,0,0) vibrational component has the largest computed

FC factor (see Figure 7.8).
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Figure 7.7: Computed Franck-Condon factors of the CF+
2 (X2A1) + e− ← CF2(X

1A1)

photoionisation process obtained with Boltzmann vibrational temperatures of 0 K (top

trace) and 600 K (bottom trace), and those of ”hot” bands arising from ionisations

from the (0,1,0), (1,0,0), (0,2,0) and (1,1,0) levels of the X1A1 state of CF2 (middle

trace).
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Figure 7.8: Computed Franck-Condon factors of eight major vibrational progressions at

0 K of the CF+
2 (X2A1)+e

− ←CF2(X
1A1) photoionisation process and their vibrational

assignments.
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In Figure 7.9, computed FCFs in the 11.5-12.9 eV IE region at a Boltzmann

vibrational temperature of 600 K and vibrational assignments of some of the

relatively strong vibrational components arising from the (0,0,0) level of the X1A1

state of CF2 are shown. In this IE region, some partially resolved components with a

doublet structure were observed in the TPE spectrum. Computed FCFs in this

region show that these doublet structures are due to (v′1, v
′
2 + 2, 0)← (0, 0, 0) and

(v′1 + 1, v′2, 0)← (0, 0, 0) ionisations, because 2ν ′2 has a magnitude close to ν ′1.

In Figure 7.10, computed FC factors and assignments of some vibrational components

in the adiabatic ionisation region are shown. It can be seen from the Figure that

there are a number of ”hot” band components, namely the (0, 1, 0)← (0, 1, 0),

(1, 0, 0)← (0, 2, 0) and (0, 2, 0)← (1, 0, 0) components at computed ionisation

energies of 11.359, 11.363 and 11.370 eV, respectively, which are very close to the

(0, 0, 0)← (0, 0, 0) component at 11.362 eV. However, in order to resolve the

vibrational structure in this congested region, a better experimental resolution than 5

meV FWHM is required.

An overview of the assignment of the main structure in the experimental TPE

spectrum in the photon energy region 11.3-12.2 eV is shown in Figure 7.11. As can be

seen, the main structure shown corresponds to (v′1, v
′
2, 0)← (0, 0, 0) combination

bands with v′ = 0, 1, 2 and 3. The doublet structure observed in some of these bands

arises because 2ν ′2 is approximately equal to ν ′1. On comparing Figure 7.11 with the

experimental TPE spectrum in the photon energy region 11.4-12.2 eV (Figure 7.6),

and using the information provided in the simulations in Figures 7.9 and 7.10, the

doublet structure observed in the experimental vibrational components can be

assigned. For example, in the first two observed components at 11.45 and 11.52 eV

the doublet structure can be assigned to the (0, 1, 0)← (0, 0, 0) and

(1, 0, 0)← (0, 1, 0) ionisations, and the (0, 2, 0)← (0, 0, 0) and (1, 2, 0)← (1, 0, 0),

respectively. Also, the doublet structure in the band at 11.77 eV can be assigned to
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Figure 7.9: Computed Franck-Condon factors of the CF+
2 (X2A1) + e− ← CF2(X

1A1)

photoionisation process in the 11.5-12.9 eV IE region, and vibrational assignments of

some vibrational components, which contribute to some of the doublet structures in

the observed threshold photoelectron spectrum (see text).
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Figure 7.10: Computed Franck-Condon factors of the CF+
2 (X2A1)+ e− ← CF2(X

1A1)

photoionisation process and assignments of some vibrational components in the AIE

region.

the ionisations (1, 3, 0)← (0, 0, 0) and (2, 1, 0)← (0, 0, 0).

Once the main assignments of the structure in the experimental TPE spectrum have

been established, values of the vibrational constants ν ′1 (sym. stretching mode) and

ν ′2 (sym. bending mode) in the ionic state can be derived. For ν ′1, ωe and ωeχe were

obtained as (1370± 20) and (7± 10) cm−1. The value for ωe, compares very well with

the value of 1370.0 cm−1 obtained from the CAS/MRCI/aug-cc-pV5Z PEF while the

fundamental separation (1356± 20) cm−1 also compares very well with the value of

1356.3 cm−1 derived from the CAS/MRCI/aug-cc-pV5Z PEF (see values listed in

Table 7.1). The agreement is not so good for ν ′2. The harmonic and fundamental
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values expected from the CAS/MRCI/aug-cc-pV5Z PEF are 653.2 and 651.7 cm−1

respectively. The corresponding ωe and ωeχe values obtained from the experimental

TPE spectrum are (635± 10) cm−1 and (0± 5) cm−1, giving the harmonic and

fundamental values as (635± 10) cm−1.

This work indicates that studies with TPE spectroscopy, supported by

ab-initio/Franck-Condon calculations, of other tri– and tetra–atomic reactive

intermediates, in which vibrational structure in more than one vibrational mode in

the first and higher PE bands is expected, is possible and this is planned for future

work. The results should lead to a more reliable determination of the AIE,

assignment of the observed vibrational structure and hence determination of

vibrational frequencies in the ionic state.

7.4 Conclusion

In this work, the first photoelectron band of difluorocarbene, CF2, has been recorded

with threshold photoelectron (TPE) spectroscopy. Extensive vibrational structure

was obtained for this band but the adiabatic component was not observed. Even

though the TPE vibrational envelope is non–Franck-Condon in nature, comparison of

the structure seen in the vibrational components with that expected from an

ab-initio/Franck-Condon simulation has allowed the upper state vibrational quantum

numbers associated with each observed vibrational component to be determined. The

position of the adiabatic component could then be determined. Also, the harmonic

and fundamental vibrational frequencies for ν ′1 and ν ′2 for the ionic state, CF+
2 (X2A1),

have been derived from the experimental TPE spectrum. These compare well with

those determined from the potential energy function for CF+
2 (X2A1) computed in this

work with high level electronic structure calculations. The adiabatic ionisation energy

of CF2 is recommended as 11.362± 0.005 eV.
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Figure 7.11: A simulated spectrum showing assignment of the main structure in the

low energy region (11.3-12.2 eV) in the first photoelectron band of CF2. The doublet

structure observed in some of the bands arises because 2ν ′2 is approximately equal to

ν ′1. More detail of the structure in the band at 11.36 eV is shown in Figure 7.10. The

main structure shown corresponds to (v′1, v
′
2, 0) ← (0, 0, 0) combination bands with

v′ = 0, 1, 2 and 3.
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Chapter 8

Study of SF2 and HO2 by TPES

SF2 and HO2 are both non linear triatomics that have received much attention

because of their respective roles in the semiconductor industry, and in the chemistry

of the atmosphere and combustion. Their first PE bands were investigated in the

present work using threshold photoelectron spectroscopy and the results are

presented in this chapter. The work carried out on SF2 is presented in sections 8.1 to

8.3. Previous experimental and theoretical work on SF2 is reviewed in section 8.1,

section 8.2 presents the experimental conditions used while the results are shown in

section 8.3. The preliminary work carried out on HO2 is presented in section 8.4 and

a conclusion for both experiments is presented in section 8.5.

8.1 Previous work on SF2

SFx reactive intermediates have received considerable attention both experimentally

and theoretically, motivated partly because of their importance in the semiconductor

industry [202], where they play a major role in plasma etching in SF6/O2 plasmas.
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The existence of SF2 was confirmed in 1969 by microwave spectroscopy [203] and by

mass spectrometry [204]. In a microwave study, Kirchhoff et al [205], determined the

force field for SF2 from the centrifugal distortion constants and derived the following

vibrational frequencies, ν1 = 840± 20 cm−1, ν2 = 357± 2 cm−1 and ν3 = 809± 10

cm−1. Endo et al. [206] obtained anharmonic potential constants from the microwave

spectrum of SF2 in the first excited vibrational states of the three normal modes and

determined the equilibrium geometry of its ground state (re = 1.58745 ± 0.00012 Å,

θe(F–S–F) = 98.048 ± 0.013◦). Deroche et. al. [207] performed an infrared

spectroscopy study in the gas phase and obtained the following vibrational

frequencies: ν1 = 838.5299± 0.0015 cm−1 and ν3 = 813.0413± 0.0005 cm−1. In these

studies, SF2 was obtained from the reaction of OCS with discharged SF6 [203],

CF4 [206] or F2 [207]. Glinsky et al. [208, 209] studied SF2 from the emission

spectrum recorded for the reaction of F2 with CS2 and found ground state vibrational

frequencies that compare well with those previously obtained, ν1 = 838± 2 cm−1,

ν2 = 355± 2 cm−1 and ν3 = 817± 6 cm−1. The He(I) photoelectron (PE) spectrum of

SF2 was recorded in 1978 by de Leeuw et al. [210]. In this study, SF2 was produced

by the reaction of OCS with discharged SF6 and CF4. Five PE bands were observed

in the He(I) PE spectrum and vibrational structure was seen only in the first PE

band. It has a regular progression in the symmetric stretching mode of the ion, with

an average separation of 935 cm−1 (116 meV) [210]. In this work [210], the PE

spectrum was compared with PE spectra of similar AB2 molecules and with results of

calculations of their vertical ionisation energies. The adiabatic and vertical first

ionisation energy, AIE and VIE, experimentally obtained are 10.08 eV and 10.31 eV.

In a resonance-enhanced multiphoton ionisation (REMPI) study, two Rydberg series

were observed and assigned by Johnson et al. [211]. In each series, structure in both

vibrational frequencies ν1 and ν2 were observed. In a second REMPI study by Li et

al. [212], eight Rydberg series were assigned, also showing structure in both

vibrational frequencies, ν1 and ν2. The band positions and quantum defects were

fitted, which gave a first adiabatic ionisation energy for SF2 of 10.021 eV.
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8.2 Experimental

Electronic structure calculations have also been performed on SF2. In 1976,

Thomson [213] carried out ab-initio calculations using a large Gaussian basis set.

Geometry optimisation was performed and one-electron properties were calculated.

In 1995, Irikura [214] carried out ab-initio calculations to determine the molecular

structure and the thermochemistry of the sulphur fluorides SFn (n = 1 - 5) and

sulphur fluoride cations SF+
n (n = 1 – 5) in the gas phase. An adiabatic ionisation

energy of 10.15± 0.19 eV and vibrational frequencies of ν1 = 840 cm−1, ν2 = 339

cm−1 and ν3 = 827 cm−1 for SF2 and ν1 = 956 cm−1, ν2 = 389 cm−1 and ν3 = 976

cm−1 for SF+
2 were obtained in this work [214]. More recently, Lee et al. [215]

simulated the He(I) photoelectron spectrum of SF2 via ab-initio calculations on SF2

and SF+
2 followed by Franck-Condon factor calculations which allowed for

anharmonicity in each state. The agreement with the experimental spectrum

obtained for the first PE band by de Leeuw et al. [210] was very good. The computed

vibration frequencies thus obtained are ν1 = 846.6 cm−1, ν2 = 357.0 cm−1 and

ν3 = 823.9 cm−1 for SF2 and of ν1 = 985.6 cm−1, ν2 = 413.4 cm−1 and ν3 = 1012.5

cm−1 for SF+
2 with an AIE of 10.075 eV [215]. In the present work, the first PE band

of SF2 has been reinvestigated by Threshold Photoelectron Spectroscopy (TPES).

The objective was to obtained a higher resolution spectrum of the first PE band of

SF2, and to determine the first adiabatic ionisation energy (AIE).

8.2 Experimental

The experiments reported here were undertaken on the Circularly Polarised Beamline

(4.2R, Polar) at the Elettra synchrotron radiation source using the photoelectron

spectrometer described in Chapter 3. PE and TPE spectra were recorded as

explained in Chapter 3 and the same procedures were used to normalise the spectra

for photon flux and the transmission function of the spectrometer. In the present
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work, SF2 was produced from the rapid reaction of F + OCS:

Primary reaction: F + OCS→SF + CO

Subsequent reaction: SF + SF → SF2 + S

Followed by: S + S + M → S2 + M

The rate constants of the primary reaction (k1) and of the subsequent reaction (k2)

are: k1 = 1.8× 10−11 cm3.molecule−1.s−1 at 25◦ C and k2 = 2.5× 10−11

cm3.molecule−1.s−1 at 25◦ C [66]. Preliminary PE experiments were carried out in

Southampton in order to determine the optimum partial pressures and reactant

mixing distance above the photon beam which maximise the intensity of the first SF2

PE band. The optimum partial pressures were: ∆p(Ar) = 5.40×10−7 mbar, ∆p(OCS)

= 3.50×10−6 mbar and ∆p(F2/He) = 4×10−6 mbar. The most intense spectra of the

SF2 features were obtained with a reactant mixing distance of about 8 cm from the

photon beam. Argon was introduced with the reagents to optimise the voltages when

recording TPE spectra, as was seen in Chapter 3. It should be noted that the X1A1

state of SF2 has the electronic configuration ...(8a1)
2(3b1)

2(5b2)
2(1a2)

2 [215].

8.3 Results and discussion

A photoelectron spectrum of the reaction F + OCS, recorded at a photon energy of

hν = 21.22 eV and a mixing distance of 8 cm, is shown in Figure 8.1. It shows a

progression in the symmetric stretching mode, ν1, of SF+
2 [210, 215] as well as

secondary products of the reaction, like S atoms, S2 and CO. S atom has its first

component at 10.36 eV (VIE) [36] while S2 has four bands in the energy region of

interest, at 9.41, 11.82, 12.33 and 13.20 eV (VIE) [216]. All these bands are seen and

assigned on the PE spectrum shown in Figure 8.1. There is very little excess OCS

and significantly more S2 than S atoms, which indicates that the S atoms have had
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time to recombine. However, the yield of SF2 is good and the vibrational progression

clearly visible, which should allow TPE spectra to be recorded without difficulties.

Figure 8.1: PE spectrum of the reaction F + OCS recorded at a photon energy of 21.22

eV and a mixing distance of 8 cm, which gives a low SF2:S2 ratio.

To record TPE spectra of the SF2 vibrational structure with a spectral resolution of

about 5 meV (as estimated from the full width at half maximum of the main (3p)−1

Ar+(2P3/2)←Ar(1S0) line), the penetrating-field analyser was tuned to detect

near-zero energy (threshold) photoelectrons. The detection of threshold electrons was

optimised using the (3p)−1 Ar+(2P3/2,1/2)←Ar(1S0) TPE spectrum as explained in

Chapter 3. A TPE spectrum of the F + OCS reaction, obtained in the photon energy

range 9.8 to 11.2 eV, is presented in Figure 8.2.
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Figure 8.2: TPE spectrum of the reaction F + OCS in the photon energy region 9.8

to 11.2 eV recorded with low a SF2:S2 ratio. The SF2 and S2 vibrational progressions

are shown on the spectrum.

The TPE spectrum shown in Figure 8.2 has a very different structure from the PE

spectrum shown in Figure 8.1. This is because TPE spectra are often dominated by

autoionisation processes, which can lead to non–Franck-Condon distributions as well

as the observation of ionic vibrational levels which are not observed in the normal

Franck-Condon distribution, as was explained in Chapter 2. The main SF2 features in

the TPE spectrum in Figure 8.2 have been assigned with the help of the PE spectrum

seen in Figure 8.1 and correspond to a progression in the symmetric stretching mode,
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ν1 of SF+
2 . Other features are also visible in the TPE spectra, like H2S, which arises

from the reaction of OCS with residual water absorbed on the inlet system (its VIE is

10.48 eV [217]) and S atoms. From the PE spectrum, it was expected that the energy

region of the SF+
2 ← SF2 vibrational progression would be clear from any

contamination, except S atoms. However, the TPE spectrum shown in Figure 8.2

contains many more features than just the ones associated with the SF+
2 ← SF2

vibrational progression. It is known from the PE spectrum that there is a significant

amount of S2 produced in the ionisation region. A TPE study of O2 by Ellis et

al. [218] showed that in TPE experiments, the vibrational structure associated with

the first O2 band extended between the first two bands. S2 has a very similar

spectrum to O2 as they have the same valence electronic configuration. The

vibrational splitting of the first band of S2 is 790 cm−1 (94.2 meV) [216] and the spin

orbit splitting is 470 cm−1 (58.3 meV). Assuming that the same autoionisation effect

occurs in S2 as in O2, some of the non-assigned structure in Figure 8.2 could be

attributed to S2. The spacings between the unassigned features have been measured

and correspond indeed to the expected vibrational splitting and spin-orbit splitting in

S2. These features were thus assigned to S2, as shown on the spectrum. The first

observed vibrational component of S2 on the TPE spectrum appears at 10.03 eV

(second order peaks prevent the observation of earlier vibrational components of S2).

Extrapolating from the PE spectrum showing the first S2 PE band, the first

vibrational component seen in the TPE spectrum has been assigned to the vibrational

quantum number v′ = 7, in the ionic state of the S+
2 (X2Πg, v

′)← S2(X
3Σ−

g , v
′′ = 0)

ionisation. The three sharp bands at 9.83, 9.93 and 10.00 eV observed in the TPE

spectrum in Figure 8.2 are second order bands, and were also observed in TPE

spectra recorded in the photon energy region 19.6 to 22.4 eV. The band at 10.00 eV

in Figure 8.2 corresponds to F atoms (F+(1D)← F(2P ) at hν = 20.007 eV) [36]

while the other two correspond to the CO (CO+(B2Σ+)← CO(X1Σ+) ionisation,

with two vibrational components at hν = 19.688 eV and hν = 19.896 eV [217]. Both

CO and F atoms are clearly seen in PE spectra recorded at hν = 21.22 eV.
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The unexpected contribution of S2 in the TPE spectrum in the energy region of the

first SF+
2 ← SF2 band prevented the assignment of the SF2 vibrational features to be

reliably made. For that reason, conditions where the SF2:S2 ratio is higher are needed.

The F + OCS reaction was therefore studied at different mixing distances (reaction

times) as well as at different partial pressures to try and find conditions where no S2

was seen. It was found that a short reactant mixing distance (0 cm) allowed the

observation of the reaction at an early stage where S atoms recombination is low and

not much S2 is produced. The optimum partial pressures at this short mixing

distance are: ∆p(OCS) = 2.80×10−6 mbar and ∆p(F2/He) = 6.00×10−6 mbar.

Figure 8.3: PE spectra of the reaction F + OCS obtained at a photon energy of hν =

21.22 eV and a mixing distance of 0 cm, which shows a high SF2:S2 ratio. The main

features are marked on the spectrum

This set of conditions will be called condition 2 (with a high SF2:S2 ratio) in
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comparison to the first set of conditions, condition 1 (with a low SF2:S2 ratio). A PE

spectrum obtained with these conditions (condition 2) is shown in Figure 8.3. It was

recorded at a photon energy hν= 21.22 eV and shows a high SF2:S2 ratio. The

difference in the SF2:S2 ratio between Figure 8.1 and Figure 8.3 is clearly visible. By

moving the reactant mixing distance forward, the reaction is now observed earlier and

significantly less S2 is formed. There is a some unreacted OCS and the yield of SF2 is

still good. A TPE spectra recorded under these conditions (high SF2:S2 ratio) is

shown in Figure 8.4, in the ionisation energy region 9.9 to 11.2 eV.

The TPE spectrum shown in Figure 8.4 shows a much clearer SF+
2 ← SF2 vibrational

progression than the TPE spectrum obtained with the first set of conditions (Figure

8.2), especially above 10.5 eV. Few secondary products of the reaction are still

observed, like S and SH; these are marked on the spectrum, as well as some second

order features. Unfortunately, it was not possible to fully remove the S2 contribution

and its first band vibrational progression is still seen on the TPE spectrum.

In order to see clearly the difference in the intensity of the SF2 and S2 features

between the two sets of conditions, a comparison of the TPE spectra is shown in

Figure 8.5. The TPE spectrum at the top of the Figure was obtained during the first

experiments, in 2007, with low SF2:S2 ratio. The TPE spectrum shown in the middle

of Figure 8.5 was obtained in 2009 with the second set of conditions (notably shorter

mixing distance), to try and minimise the S2 contribution in the spectra, and it has a

much higher SF2:S2 ratio. The lowest part of Figure 8.5 shows a second order TPE

spectrum recorded in order to estimate the contribution of second order peaks in the

TPE spectra recorded for SF2. The SF2 and S2 progressions are indicated at the top

of the Figure. The difference between the two sets of spectra is clearly visible. The S2

contribution in the second set of experiments is much smaller and the SF2 vibrational

progression much clearer, which permitted a more reliable assignment of the features

to be made. Unfortunately, the S2 contribution in this energy region prevented the
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Figure 8.4: TPE spectrum of SF2 recorded with the second set of conditions (high

SF2:S2 ratio), in the photon energy region 9.9 to 11.2 eV. The S+
2 ← S2 vibrational

progression is shown with black vertical lines while the SF+
2 ← SF2 vibrational pro-

gression is shown with red arrows. Second order peaks are indicated from the bottom

with black arrows.

observation of any additional structure in the SF+
2 ← SF2 vibrational progression, like

contribution from ”hot” bands, as seen in the simulated PE spectrum of SF2 in

reference [215], or a progression in a vibrational mode of SF+
2 other than the

symmetric stretching mode, ν1.

Nevertheless, vibrational components up to v’ = 7 have been observed for the

symmetric stretching mode of SF+
2 . In order to find the band position of each
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Figure 8.5: Comparison of TPE spectra of SF2 recorded under different experimental

conditions. The top part of the Figure shows the TPE spectrum obtained with the 1st

set of conditions (low SF2:S2 ratio). The middle TPE spectrum was obtained with the

2nd set of conditions (high SF2:S2 ratio). The lower spectrum shows a second order

TPE spectrum. SF+
2 ← SF2 and S+

2 ← S2 vibrational progressions are indicated on

top of the spectra.

component, the components were fitted using an asymmetric Gaussian function. This

procedure was carried out on all the TPE spectra (about 10) recorded with the

second set of conditions and the results were averaged; the results are shown in Table

8.1. The spacing ∆E between bands is also shown in the Table. Vibrational
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components with quantum numbers v’ = 4, 5, 6 and 7 are clearly observed, as is seen

in Figure 8.4, and hence, were easy to fit (the error in the band position is thus

small). Vibrational components with quantum numbers v’ = 1, 2 and 3 are very close

to other features, which made the fitting procedure much harder. Also, the v’ = 0

component is very weak in intensity, as can be seen in Figure 8.6, which shows a TPE

spectrum of the adiabatic ionisation energy region (10.0 to 10.25 eV) obtained with

the second set of conditions (high SF2:S2 ratio). This figure shows the two first

vibrational components of SF+
2 , four components of the S+

2 progression and five

second order peaks. It can thus be understood that the fitting of the features in this

energy region is approximate due to the number of peaks present.

Band position Spacing ∆E Comment

(eV) (cm−1)

v’=0 10.076 ± 0.002 very weak

v’=1 10.198 ± 0.003 984 ± 10 close to other peaks

v’=2 10.320 ± 0.004 976 ± 10 close to other peaks

v’=3 10.441 ± 0.003 976 ± 10 close to other peaks

v’=4 10.559 ± 0.002 976 ± 9 well defined

v’=5 10.680 ± 0.001 976 ± 8 well defined

v’=6 10.799 ± 0.002 958 ± 8 well defined

v’=7 10.919 ± 0.001 958 ± 8 well defined

Table 8.1: Band position of the SF+
2 vibrational progression in eV obtained by fitting

the experimental features. Also given in the table, are the spacings ∆E between the

features.

However, knowing the positions of the last four vibrational components (v’ = 4 to v’

= 7), and their spacings, allowed an approximate position of the first four vibrational

components to be determined by extrapolation. This permitted the fitting of the first

four components (v’ = 0 to v’ = 3) to be performed with reasonable accuracy, as can
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Figure 8.6: TPE spectrum of the adiabatic ionisation energy region of SF2 recorded

with the second set of conditions, showing the first two vibrational components of

SF+
2 ← SF2 (red) and some S+

2 ←S2 vibrational components (black), as well as second

order peaks (arrows)

be seen in Table 8.1.

ωe and ωeχe in the symmetric stretching mode of the ionic state of SF2 could then be

obtained from the spacing (∆E) between the vibrational components plotted against

(v’+1). This gives a straight line of slope -2 ωeχe and intercept equal to ωe, as was

explained in Chapter 2. The results are shown in Table 8.2, along with the measured

adiabatic and vertical ionisation energies (AIE and VIE). The results are also

compared in this table with previous experimental and theoretical results obtained by

de Leeuw et. al. [210] and Lee et. al. [215] respectively.
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This work ref [215] ref [210]

ωe (cm−1) 988 ± 7 985.6 935 ± 40

ωeχe (cm−1) 2 ± 1

AIE (eV) 10.076 ± 0.002 10.075 ± 0.011 10.08

VIE (eV) 10.320 ± 0.004 10.319 10.31

Table 8.2: Comparison of the results (AIE, VIE and vibrational constants) obtained

in the present work and in previous experimental [210] and theoretical [215] works for

the study of SF2.

The results obtained in the present work compare well with those of previous works,

especially with those obtained by Lee et. al. by ab initio/Franck–Condon factor

calculations [215] (the value of the AIE and VIE between the present work and

ref [215] differ only by 1 meV). The value of ωe obtained experimentally by de Leeuw

et. al. [210] is quite far from the values obtained in the present work and in ref [215]

but this discrepancy was discussed in reference [215], and it was concluded that the

agreement between theory and experiment was just within the combined

experimental and theoretical uncertainties. Lee et. al. [215] performed

state-of-the-art ab initio calculations on SF2 and SF+
2 . The fact that the results

obtained in the present work agree so well with those results [215] shows the

improvement in resolution obtained using the threshold photoelectron technique

compared to conventional PES. Even though all the TPE spectra were contaminated

by S2, reliable results could be obtained from the TPE study of SF2.
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8.4 Preliminary measurements on HO2

HO2 has been widely studied because of its importance in atmospheric and

combustion reactions [219–221]. Its He(I) PE spectrum was recorded in 1981 by Dyke

et. al. [222] and shows a vibrational progression in the O–O stretching mode (ν2) of

HO+
2 . HO2 was made in this work from the F + H2O2 reaction, where H2O2 was

prepared in the gas–phase by pumping on a concentrated aqueous H2O2 solution.

The first AIE derived from this work is 11.35 eV [222] and the vibrational frequency

obtained for the O–O stretching mode is 1560 cm−1 (0.19 eV). In the present work,

HO2 was studied by PE and TPE spectroscopy. It was also prepared for study from

reaction F + H2O2 [222]:

Primary reaction: F + H2O2 → HO2 + HF

Subsequent reaction: F + HO2 → O2 + HF

The rate constants of the primary reaction (k1) and of the subsequent reaction (k2)

are: k1 = 4.98× 10−11 cm3.molecule−1.s−1 at 25◦ C and k2 = 8.30× 10−11

cm3.molecule−1.s−1 at 25◦ C [223]. H2O2 was obtained by warming up a H2O2:urea

complex (Sigma Aldrich) mixed with sand (Sigma Aldrich) to about 35◦ C using a

heating mantle. H2O2 then reacts with F atoms to give HO2. A PE spectrum

obtained from this reaction at a photon energy hν = 21.22 eV is shown in Figure 8.7.

This is in good agreement with that recorded earlier [222].

In the PE spectrum shown in Figure 8.7, the HO+
2 (X3A′′)← HO2(X

2A′′) ionisation

is observed with a progression in the ν2 stretching mode of HO+
2 (the O-O symmetric

stretch). Also, the third component of the first band of HO2 is broader than the other

components and, as suggested in earlier work, this could be the start of the second

band of HO2, the HO+
2 (a1A′)← HO2(X

2A′′) ionisation [224–226]. Secondary

products of the reaction are also seen like a vibrational progression in the
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Figure 8.7: PE spectrum of HO2 obtained from the reaction F + H2O2 recorded at a

photon energy of 21.22 eV. The HO2 band labelled is the HO+
2 (X3A′′)← HO2(X

2A′′)

ionisation.

O+
2 (X2Πg, v

′ = 0)← O2(X
3Σ−

g , v
′′ = 0) ionisation, as was seen in the VUV PES study

of HO2 in reference [222]. Water was also seen. This arises from the heated solid

sample. The aim of the measurements performed in the present work was to obtain a

spectrum of the HO+
2 vibrational structure with better resolution than achieve

previously. For that reason, TPE measurements were carried out and the spectrum

obtained in the photon energy range 11.3 to 12.2 eV is presented in Figure 8.8.

The TPE spectrum of HO2 shows vibrational components in the stretching mode of

HO+
2 (the O-O symmetric stretch) at 11.35, 11.55 and 11.75 eV. Unfortunately, the
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Figure 8.8: TPE spectrum of HO2 obtained from the reaction F + H2O2 in the photon

energy region 11.3 to 12.2 eV

improvement in the resolution between the PE and TPE spectra is very small, which

prevents the observation of any underlying structure. The fourth component of the

HO+
2 vibrational progression did not have repeatable intensity and can therefore not

be assigned with certainty. The first component of O2 is seen at 12.07 eV and is part

of the first band of oxygen, O+
2 (X2Πg, v

′ = 0)←O2(X
3Σ−

g , v
′′ = 0). The doublet

structure corresponds to ionisation to the the spin-orbit states O+
2 (X2Π1/2g) and

O+
2 (X2Π3/2g) [227] in v′ = 0. The reason why the resolution is so poor in the TPE

spectrum shown in Figure 8.8, and in all the TPE spectra recorded during this set of

experiments, arises from a fluctuation of the temperature in the heated H2O2

precursor. Indeed, the heating mantle used during the experiments to warm up the
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H2O2:urea complex was not able to maintain a constant temperature (to within ±
0.1◦ C) of the heated complex. As a result, the TPE spectra obtained, all suffered

from fluctuations due to the temperature instability, which gave rise to a vapour

pressure fluctuation. This experiment thus needs to be carried out again with an

accurate temperature control on the heater system used for the H2O2:urea complex to

achieve a constant vapour pressure of H2O2. The aim is to resolve the underlying

structure in the HO2 first band and if possible obtain clear evidence of the second

band which is expected to have its first component in the 11.5–12.0 eV

region [224–226].

8.5 Conclusion

In this chapter, the results of TPE measurements on SF2 and HO2 were presented. In

the case of SF2, the first photoelectron band was recorded using TPE spectroscopy

with different experimental conditions (i.e. low and high SF2:S2 ratios). Vibrational

components from v’ = 0 to v’ = 7 in the symmetric stretching mode in the ionic state

were assigned, which permitted the experimental determination of the vibrational

frequency in the symmetric stretching mode, ν1, in the ground state of SF+
2 . The

harmonic frequency obtained compares well with the one obtained computationally

from the previous work of Lee et. al. [215]. The adiabatic and vertical ionisation

energies of SF2 determined in this work (11.076 ± 0.002 and 11.320 ± 0.004 eV) also

compare well with those obtained from previous works [210, 215]. The agreement

between the AIE and VIE values, and ωe in ν1, in the ionic state obtained in the

present work and with state-of-the-art ab initio calculations [215] is within 1 meV,

which shows the precision of the TPE technique. Unfortunately, the presence of an S2

vibrational progression prevented the observation of any additional structure in SF+
2 ,

and although better resolution was achieved with respect to previous experimental
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work [210], it was not possible to obtain more information from the spectra. For this

reason, another way to produce SF2 that does not produce any S2 is needed.

Similarly, an improved experimental protocol is needed to repeat the TPE

measurements on HO2, which would provide stable conditions, in the hope of

resolving the underlying structure.
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Chapter 9

Conclusions and future work

9.1 Conclusions

The aim of this project, as stated in the Introduction, was to study the

photoionisation behaviour of selected reactive species in the gas phase using

photoelectron spectroscopy at the Synchrotron Radiation Source of Elettra, Trieste.

In this thesis, work carried out on the reactive intermediates I, IF, CF2, SF2 and HO2

was presented. It was shown that successful studies of reactive intermediates could be

performed using several spectroscopic techniques, such as angle-resolved

photoelectron spectroscopy (PES), angle-resolved constant ionic state (CIS)

spectroscopy and threshold photoelectron spectroscopy (TPES). The characteristics

of the different techniques used, allowed different types of information to be obtained

for the selected reactive intermediates.

I and IF were studied by photoelectron spectroscopy, which led to the determination

of improved adiabatic and vertical ionisation energies (AIE) and (VIE) of the

IF+(X2Π3/2)← IF(X1Σ+) and IF+(2Π1/2)← IF(X1Σ+) ionisations and improved
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spectroscopic constants ωe, ωeχe, and re for the two IF ionic states X2Π3/2 and 2Π1/2

(see Chapter 5). Also, in this chapter, a source of iodine atoms was developed and

the relative intensities of I atom PE bands at fixed photon energy (21.22 eV) was

established. This source was then used in a study by angle-resolved constant ionic

state spectroscopy of iodine atoms (see Chapter 6). In this case, Rydberg series

converging to different thresholds of iodine atoms were assigned and analysed. The

quantum defect and ionisation energy of each series was obtained by fitting the

Rydberg states to the Rydberg series energy expression. The asymmetry parameter,

β, was determined as a function of photon energy for the first time for iodine atoms

and showed unexpected behaviour. This behaviour was attributed to the fact that

iodine is a heavy atom, where perturbations and strong relativistic and correlation

effects are expected.

Threshold photoelectron spectroscopy was used in the study of the triatomic reactive

intermediates CF2, SF2 and HO2 (Chapters 7 and 8). CF2 and SF2 showed extensive

vibrational structure in their first PE bands and their study by TPES allowed the

determination of vibrational frequencies and ionisation energies. The experimental

spectra of CF2 were compared with results of ab-initio/Franck-Condon simulations

which allowed a detailed assignment of the vibrational structure in the adiabatic

ionisation energy region and an improved determination of the first adiabatic

ionisation energy (see Chapter 8).

9.2 Future work

The success of the study of reactive intermediates by threshold photoelectron

spectroscopy, followed by comparison with results of ab-initio/Franck–Condon

simulations, opens new possibilities for the study of reactive intermediates. The

support of ab-initio/Franck-Condon factor calculations in the analysis of TPE spectra
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has proven very useful in the assignment of the vibrational components and in the

determination of the adiabatic ionisation energy. In the near future, it is therefore

planned to study other triatomics by TPES at the synchrotron radiation source of

Elettra, followed by ab-initio/Franck-Condon calculations. The main objective, as

described in the thesis, is to obtain higher resolution PE spectra of triatomic and

tetratomic reactive intermediates via TPES to allow extra vibrational structure to be

resolved (e.g. structure in more than one vibrational mode in a PE band) and extra

vibrational components to be observed in TPES through autoionisation effects. This

will allow extra information to be obtained on the ionic state investigated. In

particular, an attempt has already been made to study HOCl by TPES during this

project. PE spectra of HOCl were recorded in Southampton and showed vibrational

structure in the first two PE bands. Unfortunately, the method of preparation of

HOCl [228] proved unreliable and prevented the recording of TPE spectra at the

synchrotron radiation source of Elettra. Another way of preparing HOCl is currently

under test in the Southampton PES group, in the hope of observing this triatomic at

the next visit to Elettra. It is also planned to perform ab-initio/Franck-Condon

simulations on HOCl to support the experimental TPE spectra.

Similarly, improvements in the preparation of HO2 are needed (as was described in

Chapter 8), that would give improved temperature stability of the heated H2O2:urea

complex in order to achieve a constant vapour pressure of H2O2. In this way, clear

evidence of the HO2 second band, which is expected to have its first component

overlapped with the first band should be obtained [226]. Also, the improvement in

resolution compared to conventional PES should allow clearer observation of the

vibrational structure in the first two PE bands.

Other small reactive intermediates such as HONO [229], ClNO [230] and CH3O2 [231]

are possibilities for future work. These reactive intermediates play important roles in

combustion and tropospheric chemistry [229, 231]. The CH3O2 radical is involved in
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reactions with nitric oxide to produce ozone in the troposphere while HONO is formed

from the reaction of OH and NO, which are abundant in the troposphere [229, 231].

However, despite their importance in the chemistry of the atmosphere, there has been

little experimental studies on these reaction intermediates. Their study by TPES

could therefore lead to the determination of reliable AIEs as well the observation of

vibrational structure in the ionic states. For example, the first three bands of ClNO

are very close in energy and unresolved in the PE spectra [230]. A TPE study should

allow resolution of the three bands. HONO can be made using a HONO reactor

(from the reaction of HCl with NaNO2) [232] and bled into the spectrometer through

the needle valve. CH3O2 can be prepared on the spectrometer from the reaction of

CH3 with O2, where CH3 is made from the F + CH4 reaction [231], while ClNO can

be made on a vacuum line by the direct reaction of NO and Cl2 [233]. The ClNO

produced can be brought to the spectrometer in a bulb.

It is also known that the reaction of alkenes with ozone form aldehydes or ketones via

carbonyl oxide intermediates, which are also called Criegee intermediates. Direct

observation of the gas phase Criegee intermediate has proven very difficult because of

its short lifetime. The first experimental observation of the Criegee intermediate was

made by Taatjes et. al. in 2008 [234] from a photoionisation efficiency spectrum of

the m/z = 46 signal observed in the Cl-initiated oxidation of dimethyl sulfoxide

(DMSO). In this study [234], a photoionisation mass spectrum was obtained of the

following reactions, using synchrotron radiation:

Primary reaction: Cl + (CH3)2SO → CH3S(O)CH2 + HCl

Subsequent reaction: CH3S(O)CH2 + O2 → CH2OO + CH3SO

The photoionisation efficiency (PIE) spectrum of the m/z = 46 product was recorded

and shows thioformaldehyde (CH2S) and the Criegee intermediate CH2OO

(formaldehyde oxide). This route of preparing the Criegee intermediate is a lot less

exothermic than preparing the Criegee intermediate via the ethylene plus ozone
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reaction. As a result, the Criegee intermediate prepared by the Cl + DMSO/O2 route

is expected to be less excited and hence longer–lived under these reaction conditions

than when produced from the ethylene plus ozone reaction. The main problem of this

experiment [234] is the overlapping of the Criegee intermediate and thioformaldehyde

in the PIE spectrum as they have same mass–to–charge ratio, although separate

onsets were observed in the m/z = 46 photoionisation efficiency spectrum at 9.4 and

10.0 eV. This problem would be avoided in a PES study of this reaction as these two

compounds have different ionisation energies. The AIE of CH2OO is 10.0 eV [234]

while the AIE of CH2S is 9.376 ± 0.003 eV [235]. As a result, studying this reaction

by UV PES at the synchrotron radiation source of Trieste could lead to the

observation of the Criegee intermediate, the determination of an improved adiabatic

ionisation energy and an investigation of the vibrational structure in the first PE

band.

As described, the spectrometer used in the project was modified to allow Threshold

Photoelectron Spectroscopy (TPES) studies to be performed. This modification was

inspired by the work of other groups performing similar TPES experiments [70, 236].

Nevertheless, other improvements in the capabilities of the spectrometer are still

possible and are currently under consideration. For example, it would be possible to

replace the single channel detector that is currently used with a position-sensitive,

multichannel device [237]. This would increase the spectral acquisition rate, which

would be an important advantage when working at the synchrotron radiation source

where time is limited. It would also be an advantage for working with reactive

intermediates, that are present in low partial pressures, and/or for working with

chemically aggressive species (as was the case during this project) that contaminate

the spectrometer, decreasing its performance. For these reasons, faster data

acquisition would be a major advantage.

Another improvement of the spectrometer would be the incorporation of an ion
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detector, such as a time-of-flight mass analyser. This would permit the identification

of all species in the ionisation region and also allow

Photoelectron-Photoion-COincidence (PEPICO) measurements to be performed. In

this way, the problem of overlapping PE bands produced by different species in the

ionisation region would be avoided. Ion-electron coincidence studies of reactive

intermediates in the gas phase with synchrotron radiation would then become

possible. Since the spectrometer is already equipped for the detection of threshold

electrons, Threshold Photoelectron-Photoion-COincidence (TPEPICO)

measurements could also be performed [238]. In any case, the existing apparatus can

allow further measurements on atmospherically important reactive intermediates to

be obtained, and these are planned.
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