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Abstract

The thesis comprises three essays, broadly concerned with the sources and consequences
of business cycle fluctuations. The first essay, in the tradition of the Real Business Cycle
literature started by Kydland and Prescott (1982), focuses on the propagation mechanism
of aggregate technology shocks. This paper extends the original framework, allowing for
curvature in the transformation frontier between consumption and investments, which has
been assumed linear by the preceding literature. In the second paper I take a less aggregate
approach and investigate how income fluctuations to relatively small groups of the popula-
tion, can lead to aggregate fluctuations. In this attempt to open the black box represented
by aggregate technology shocks, I ask whether changes in aggregate fluctuations and in
the labour composition, can be related and studied together within a unified structural
framework. The third essay studies optimal fiscal policy with a particular timing of events
that makes capital elastic in the short run. This feature is found to have important policy

implications.
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Chapter 1

Introduction

My doctoral dissertation, which comprises three separate essays, is broadly concerned with

the sources and consequences of business cycle fluctuations.

In the first paper in order of time, in the tradition of the Real Business Cycle literature
started by Kydland and Prescott (1982), I focus on the propagation mechanism of aggregate
technology shocks. The literature typically distinguishes between neutral shocks (that affect
all sectors of the economy) and investment specific technology shocks, which only affect the
investments sectors. This paper extends the original framework, allowing for curvature
in the transformation frontier, which has been assumed linear by the preceding literature.
It studies how this affects the relative price of investment goods, which is key for the
identification of investment shocks and for the co-movement of consumption and investment

goods.

In the second paper I take a less aggregate approach and investigate how income fluctua-
tions to relatively small groups of the population, can lead to aggregate fluctuations. In this
attempt to open the black box represented by aggregate technology shocks, I ask whether
changes in aggregate fluctuations and in the labor composition, can be related and studied

together within a unified structural framework. How successful can this framework be in



explaining at the same time cross-sectional changes and aggregate volatility changes, seems
a major test for this economy. And it may enable to derive targeted policy implications,

more effective and less expensive than aggregate fiscal and monetary policies.

The third paper has a normative connotation and studies optimal fiscal policy. With
Martin Gervais, we revisit the age-old question of whether and how governments should
respond to changes in economic activity. Perhaps the best way to understand the work
is to think about the reasons why previous attempts to address this question within the
neoclassical framework produced counterfactual results when capital taxation is a policy
instrument. Their main prescription involves running budget surpluses during recessions,
and budget deficits during expansions.! The paper shows how the particular timing assumed
in the neoclassical framework implies that capital is completely inelastic in the short run,
thereby leading to the mentioned policy prescription, which is clearly at odds with what we
observe. The paper considers an alternative timing of events that makes capital elastic in

the short run and studies the implication for optimal fiscal policy.

The rest of the thesis is organized as follows: chapters 1, 2 and 3 contain the three

mentioned papers. The last chapter derives some broad conclusions and possible extensions.

!See for instance Chari et al. (1994).



Chapter 2

The role of curvature in the
transformation frontier for

measuring technology shocks



Abstract

In the usual version of the neoclassical growth model used to identify neutral (N-Shock)
and investment shocks (I-Shock), a linear transformation frontier between consumption
and investment goods is assumed. This paper extends the original framework, allowing
for curvature in the transformation frontier, and studies how this affects the relative price
of investment goods and hence the identification of investment shocks. A concave frontier
allows a substantial improvement in the prediction of the saving rate. Furthermore, a con-
cave frontier induces short-run aggregate effects of relative demand shifts, thereby fostering
the propagation of the shocks under consideration, which overall account for 86% of the
aggregate fluctuations. When I identify shocks with curvature, the N-shock appears to be
stationary while the I-shock is a unit root. This leads the N-shock to play a major role:

91% of the fluctuations explained are due to the N- shock.



2.1 Introduction

Recent work in the field of measuring the importance of technology shocks for the busi-
ness cycle is based on the neoclassical growth framework. Greenwood et al. (1988) showed
that shocks to the productivity of investment goods (I-shock) are an important source of
fluctuations, together with neutral productivity shocks that hit all sectors of the economy
(N-shock). This recognition engendered several studies of this mechanism, including Green-

wood et al. (2000), Cummins and Violante (2002) and Fisher (2006).

To identify the I-shock, these papers use the fact that, in the framework considered,
the relative price of investment goods only moves with I-shocks. More precisely, I-shocks
(V') are identified from the relative price equation between consumption and investment
goods, which, under the assumptions of this model - linear transformation frontier between
consumption and investments - is simply p = 1/V. This is a key identification assumption
because, without identifying investment shocks from the price equation, Justiniano et al.
(2008) find that the I-shock should be 4 times more volatile in order to match business
cycle fluctuations. The sharp contrast that comes from this price equation calls for further

investigation of its specification.

This paper investigates whether this oversimplified specification may bias the measuring
and the propagation of the shocks. Two signs of a potential misspecification further motivate
this investigation: i) the original model fails to replicate the saving rate and ii) the two
shocks identified through that framework are negatively correlated. It will be argued that

these two observations suggest that the transformation frontier should be concave.

The first sign of misspecification (fact i) is that, with the preferences commonly used,

the model’s prediction of the saving rate is very poor:' the fit of the predicted saving rate

'To increase co-movement Greenwood et al. (1988) have to rely on very low short-run wealth effects in
the labor supply, as recently emphasized by Jaimovich and Rebelo (2009)



on the actual time series, given the shocks identified, gives a very low R2. This suggests a
possible way to pin down the curvature in the transformation frontier: one that maximizes
the fit of the saving rate. To motivate this choice, it is important to notice that curvature in
the transformation frontier makes the relative price sensitive to any changes in the relative
demand of the two types of goods, which are summarized by changes in the saving rate.
Then, a better fit between the saving rate and the relative price should imply a better price
equation. Under a linear transformation frontier, the effect of relative demand changes in

the relative price is neglected and this may have important quantitative implications.

Of course, how well the model fits the saving rate would be an ideal way to test this
model. However, the fact that the moment is used to pin down the parameters does not
allow it to be used to test the model. Fortunately, fact ii leads to an alternative way to pin
down the degree of curvature. Furthermore, fact ii - that the two shocks identified assuming
a linear frontier are negatively correlated - is a direct sign of concavity in the transformation
frontier for the following reason: a concave frontier implies a positive relation between the
price and the N-shock. This is because an increase (decrease) in the N-shock, will increase
(decrease) the saving rate (i.e. the relative demand between investments and consumption)
because of households’ desire to smooth consumption; firms, due to the concave transforma-
tion frontier, will be induced to meet demand through an increase (decrease) in the relative

price.

Neglecting this channel, one would have to wrongly attribute the increase in the rela-
tive price that comes after a positive N-shock to a decrease in the I-shock: every time p
increases as a consequence of a positive N-shock the researcher armed with the simplified
price equation would impute the increase in p to a decrease in V. This would make the
two shocks appear negatively correlated. Indeed, identifying the shocks in the usual way
leads to negatively correlated shocks: after removing unit roots from the shocks, I find a

significant correlation between the two shocks of -19%. According to the reasoning above,



this negative correlation is the sign of a concave transformation frontier. It follows that one
possible way to estimate the curvature is to pick the curvature that makes the two shocks
appear independent, in order to avoid capturing as an I-shock the increase in the price due

to the N-shock.

Strikingly, the curvature under the two strategies is very close and leads to the same
implications. In particular, the fit of the saving rate under the second moment condition is
very close to the one obtained under the first strategy, where the parameters were picked

to maximize the fit of the predicted saving rate to that of the data.

The model is enhanced with curvature in the transformation frontier by adding only
one parameter to the original framework. This is convenient in that it allows the one-sector
characterization of the original framework to be preserved, and aggregate data to be used
to fully calibrate the model. Importantly, this specification does not affect the balanced
growth path predictions of the original framework. This is a virtue of this specification
because the original framework is capable of reconciling the downward trend observed in
the relative price and the increase in the relative production of investments goods, and
make these two facts consistent with a Balanced Growth Path, as shown by Greenwood

et al. (1997).2

To focus on the role of curvature, the model is kept as simple as possible. The real
frictions usually included by the recent literature, although important to improve the fit
to the data, are not considered in this paper. Indeed, adding capital adjustment costs
and capital utilization would not change the message of the paper as long as they do not
3

affect the relative price equation.® This is indeed the case for the usual way in which

2 Another advantage of the proposed specification is that, although making the price equation function of
both the shocks, it allows the shocks to be backed out analytically, given the parameters. This permits them
to be backed out without the use of a filter or by using a simulated method, thereby increasing precision
and saving on computing time.

3These frictions introduce inter-temporal adjustment costs. Instead, concavity in the transformation
frontier is a concept that is closer to the intra-temporal adjustment costs considered by Huffman and Wynne
1999. See Guerrieri et al. (2009) for an interpretation of I-shocks in a fully- fledged multi-sector model.



these frictions are modeled, for example Schmitt-Grohe and Uribe (2008), Justiniano et al.
(2008) and Justiniano et al. (2009) consider medium-scale models with several frictions
that do not affect the investment price equation. In fact, abandoning a linear frontier
is a necessary condition for affecting the price equation. Hence, while allowing for inter-
temporal adjustment costs permits improving the saving rate prediction of the model, it does

not affect the identification of the I-shock, which this paper argues has been mis-measured.

One finding of this paper is that the N-shock identified appears to be stationary, while
the investment shock is a unit root. In most of the previous studies the two shocks were
either considered both stationary, as in Greenwood et al. (2000), or both unit roots as in
Fisher (2006). This difference has important implications for the relative importance of the
two shocks. When the N-shock is stationary and the I-shock a unit root, the first plays a
major role in explaining aggregate fluctuations. This overthrows previous findings, where
the I-shock played the main role.* There is a simple intuition for this result: when there is a
permanent shock, productivity grows but so does expected wealth. Therefore, the expected
marginal utility of consumption decreases, lowering the boost in the saving rate and in
the labour supply. This implies that the households’ reactions to a permanent shock are
weaker than the reactions to a transitory shock. This explains why transitory shocks play

a stronger role in accounting for the business cycle.

Whether the Business Cycle is about stationary fluctuations around a deterministic
trend, or is due to a stochastic trend has been debated since the paper by Nelson and Plosser
(1982). The present finding may reconcile the two views in that both things happen; this
paper suggests that there is a stochastic trend due to the I-shock and stationary fluctuations

around it through the N-shock.

4This result is in line with the findings of Schmitt-Grohe and Uribe (2008), where investment shocks play
little role in aggregate fluctuations.



With these slight changes to the original framework, this simple model accounts for 86%
of the Business Cycle - substantially more than what is predicted by the usual framework.
For a comparison, the point estimation is above the 95% confidence interval extremum

considered by Fisher (2006).

The paper is organized as follows, the next section identifies and discusses the misspeci-
fication, Section 3 modifies the framework in order to allow for curvature in the transforma-
tion frontier, Section 4 reports the calibration, Section 5 reports the findings and section 6

concludes. Some technical details are relegated to the Appendix at the end of this chapter.

2.2 Identifying the Misspecification

Below follows a description of the standard growth model with investment-specific techno-
logical change like, for instance, the one adopted in Fisher (2006).

The representative household solves the following problem, taking prices as given:

0 ntlJrl/lx
;5t <1Og(0t) - Xl—i-l/l/>]

st ¢+ pikip1 = wing + peki(1 4+ 1 = 6).

max Fj
{ct,kip1,me}

These preferences are adopted for instance by Fuentes-Albero et al. (2009), as they point

out v is the Frisch elasticity of labour. Capital evolves according to the law of motion
Frr1 — k(1= 0) = ViAikin; (1 — s¢),
while non-durable consumption is
c = stAtk:fn%_e (2.1)

where s; is the fraction of physical production allocated to consumption. V; is the investment

shock, which only hits the production devoted to increasing the capital stock. It follows the



following process:
Vi = Voy,exp(uy) (2:2)
Uyt =  Polyt—1 + Evt- (23)

Ay is a neutral shock that hits both sectors in the same way and evolves according to the

following process:
Ay = Ay exp(uqr) (2.4)
Ugt = Palat—1 + Eat- (25)
Firms are competitive: given prices they solve the following static problem:

max Yy — wny — prkiry
kt,nt,st

s.t.
Yt = StAtkth%—G + pﬂ/}(l - st)Atkfn%_e. (26)
The first order conditions for the firm are as below:
9Atk‘f_1n%_9($t +pVi(l—s) = pery
(1 — O)Atkfn;e(st —i—pt‘/}(l — St)) = Wt
and
pe=1/V. (2.7)
The price equation (2.7) reflects the fact that a firm can choose where to allocate its inputs
with no costs. Hence, it will be indifferent between producing consumption or investment
goods if and only if (2.7) holds. This strong implication of the model is what is disputed in

the present paper. This assumption is innocuous for the growth analysis of the model as in

Greenwood et al. (1997) 5 for which the model was originally built, but it matters for the

®The modification introduced in section 2.3 leaves the balanced growth path unchanged and therefore it
maintains the same growth implications of the original framework as shown in Appendix 2, section 2.7.2.

10



business cycle analysis.

From (2.1), (2.7) and (2.6) s; = {* holds. Therefore aggregate production is
Yt = Atkfn%_e.

From this and (2.7), time series for A and V' are identified as follows

Yt
A, = 2.8
! k?ng_“ (28)
Vi = 1/p (2.9)

2.2.1 Correlation Between Shocks

To identify the neutral shock A, « is assumed equal to 1/3 and the results of this section
are robust to changes in this parameter. Data on the relative price of investment goods
are those constructed by Fisher (2006), who extended the analysis by Gordon (1990), and
successively by Cummins and Violante (2002). These data are available from 1947 IV to
2006 IV. 6, 7 In the first years of the sample, however, the shocks seem to exhibit properties
opposite to what the data shows later on. In the early years, the two variables appear
to be positively correlated, although the economy does not yet seem to be on a balanced
growth path: as Figure 2.1 shows, the capital output ratio exhibits an increasing trend
before stabilizing when the period considered starts. A positive correlation of the shocks
never occurs later in the sample. That initial period is therefore omitted from the analysis,
because it presumably captures mis-measurement due to the transition to the BGP, where
the model, calibrated trough the BGP properties of the data, fails to properly measure the
shocks. The transition and structural breaks after the Korean war mean that much of the

macro analysis starts after the Korea war.

51 thank Maxym Kryshko for giving me the relative price time series. The rest of the time series comes
from the Bureau of Economic Analysis (¢, ) and from the Bureau of Labor Statistics (n, pop).

"Given the emphasis on technological shocks, the fact that the data do not include the last years may
not be considered a disadvantage in that the last recession may be due to sources not considered in this
framework, thereby increasing the misspecification of the model and hence biasing the findings.

11



The analysis is therefore restricted to the sample that goes from 1957 IV to 2006 IV 8. ADF
and Phillips-Perron tests accept the hypothesis of a unit root for In(A) and for In(V). I

tllel efOIe eStlllla’tg tlle Iegl ession

corr[dIn(A),dIn(V)] = —.19. (2.11)

The two time series in the sample that goes from 1956 to 2006 seem to be strongly negatively
correlated.

Considering sub-samples of this sample gives the same result. Extending the sample a little
more, considering years before 1956 does not change the results. For example, starting from
1952 one still gets a significant negative correlation of the relative change of the shocks of
-15%. This however does not hold in the first years of the sample, where the two time
series appear to be highly positively correlated. This is in such a sharp contrast with what
happens in the rest of the sample (and in sub-samples of it), that it casts doubts on the
reliability of the model to measure the shocks over that early period of time®.

I conclude that the two time series for the shocks identified through the usual framework

appear to be negatively correlated.

2.2.2 Saving Rate

The other dimension where the misspecification is notable is that the model predicts counter-
factual savings rates. With a conventional calibration (that of section 2.4, but with the
parameter that governs curvature in the transformation frontier p = 0, which implies a
linear frontier), and the shocks identified from the data, let 5 be the time series of s predicted

by the model, and s the time series realized. At least with the utility function considered,

81956 is when the capital output ratio reached a level from which continued over time on a trend-less
path.
“Fisher (2006) argues that the quality bias in the NTPA data is stronger in the earlier part of the sample.

12



the two time series are so different from one another, that the R? = 1 —var(5— s)/var(s) is
even negative. This implies that the saving rate predicted by the model is countercyclical
with respect to the actual one, and therefore even the simple mean performs better, leaving

a smaller residual variance.

The two facts above - he tnegative correlation between the shocks and the counterfactual
saving rate - suggest that there is a misspecification in the model.
Section 2.3 describes a modification of the framework where a different specification for
the two sectors is modelled. Before that, an attempt is made to interpret the negative
correlation in (2.11) and the bad fit in the saving rate as being suggestive of curvature in

the transformation frontier.

2.2.3 The Case for Curvature in the Transformation Frontier

Since the model can be expressed in recursive form with state variables A, V, K, assume

that the true price equation is of the form

p=f(AV,K) (2.12)
and let the total production measured in consumption units be

y=y(A,V,K). (2.13)

Considering instead the price equation (2.7) and the aggregate resource constraint (2.6)
would wrongly impute all the increase(decrease) in the relative price to a decrease (increase)
in V, and all the variation in production not explained by & to A. If instead g—ﬁ > 0, increases
in p may be due to increases in A, and when this happens, also y increases through A. With
the misspecified policy functions, the increase in the price would be attributed to a decrease
in V, while instead only an increase in A occurred. This leads to the negative correlation
between A and V, which is not a pure negative correlation between the two shocks, but is

due to the misspecification of the model.
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The misspecification also leads to counter-factual saving rates: when there is an increase
in A, according to the true policy function (2.12) p grows. When this happens, the original
model identifies a decrease in V. Because the productivity of investments decreased, the
saving rate predicted by the model decreases. If, on the contrary, no I-Shock occurred,
the increase in A would imply an increase in the saving rate. Therefore, the counter-
factual saving rate predicted by the original model is a consequence of the misspecified
price equation.

It follows from these considerations that a model used to measure these shocks for the
business cycle should be specified in a way such that the time series for the shocks that it
predicts, appear to be independent and match as closely as possible the saving rate time
series. These are the two facts that will be targeted in the calibration of the model presented

in the next section.

2.3 The Modified Framework

Consider the following modification to the model: a generic firm produces
ye = Ackfnl %" + Vi Aking (1 — s)' P, (2.14)

where p € [0,1). s; measures the share of inputs allocated to the production of consumption
goods.

Therefore,

— 1—
o = AkinlT0s,

kevr —ke(1—0) = ViAkini (1 — s)' 7.

The firm can produce for both sectors, but the marginal productivity of producing for one

sector is decreasing. This makes the firm willing to produce for both the sectors, even if

peVi # 1.
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The firm’s problem is

maxAikint =%, " + pViAkini (1 — s;)' 7P — wn — rpk. (2.15)

k.n,s

When p > 0 the marginal productivity of consumption and of investment goods is de-
creasing'®, and therefore the firm will always choose to produce both types of goods. This
technology has constant returns to scale, and therefore the Euler theorem holds, so the
problem is consistent with perfect competition where the size and number of firms does not
matter and firms take prices as given.

The equilibrium conditions are reported in appendix 2.7.2 and are essentially unchanged
with respect to the usual framework, except for the resource constraints above and for the

price equation, which comes from the optimal choice of s;:

(s1)”"

Aoy (2.16)

pVi =

It can be noticed how when p = 0 the price equation (and the whole model) boils down
to the usual framework. This price equation shows that the change in the relative price is
not only due to a change in V;, but it also depends on the change in s;, i.e. on the change
in the relative demand for the two goods. This in turns depends on both the shocks and
on capital. The relative importance of one shock with respect to the other depends on the
parameter p. How the two shocks affect p is what in the preceding section was indicated to
be crucial for the two shocks to be uncorrelated. Since this depends on p, this parameter
will be pinned down to make the two shocks uncorrelated, and to improve the fit of the

saving rate.

0Tn this sense, p can be interpreted as an intra-temporal adjustment cost as in Huffman and Wynne
(1999)
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2.4 Calibration

The parameters of the model are 3, «, 9, Ao, Ya, Vo, Vv,0€a, T€v, P5 X5 Vs Pas Po-
The crucial parameter choice is p. As mentioned in the introduction, two strategies are
employed. The first is to pick p such that the shocks identified are uncorrelated.

In this model the shocks can be identified from the price equation (2.16) and (2.14) as

V::<1fs>p; (2.17)

Y
A = kanlfa [Slfp + 14 _ 1—p1°
t T pV(1—s)=7]

(2.18)

As becomes clear from observing the two equations above, to identify the shocks, it is first

necessary to identify s. From (2.16) and from the fact that

1-p
S c
= 2.19
pV(L—s)l=r  y—c (2.19)
which comes from the two resource constraints, one gets the convenient fact that
S c
= . 2.20
1-s wy—c ( )

This highlights the close relation of s with the consumption rate and it is used to identify
s from the data.

The strategy to calibrate p is the following: a guess for p very close to zero (as in the usual
framework) is made. V and A are identified through the above equations. The relevant
correlation between the two shocks is estimated as follows: !, if it is other than zero, p is
increased, otherwise p has been found. In order to implement this procedure, a value for «
has to be fixed in order to back out A. In this model 1 — « is equal to the labour share and

hence « is calibrated equal to 1/3.

Drelevant’ meaning that if the shocks are unit roots, the correlation of the first differences is run; if they

are stationary, the correlation of the levels is run; if one is stationary and the otherone is non-stationary,
only the non-stationary one is differentiated.
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This procedure leads to p = .028. This means that the marginal productivity of the two
goods is decreasing and this makes the price equation 2.17 deviate from the one used in the
main framework. As already noted, if p = 0, the price equation and the whole model boils
down to the original one.

Given these shocks, Ag, Ya, V0, Vv, O€as O€y, Pa, Po are picked by running an OLS regression
on the log of the shocks as identified above. The parameter values are Ag = 5.46, Vo = 1,
Yo = 1.Q(%74, oe4 = .00918, oey = .00498.

e is not significantly different from 1, which means zero growth in the neutral shock.
Therefore it is set equal to 1. This implies a growth rate of the I-shock of 0.74 %.

¢ is picked to match the average investment capital ratio, as inferred from the law of motion

for capital: assuming that the economy fluctuates around a balanced growth path

pl 1
§="— — (VgY)T? — 1 2.21
K (Vayw)? ( )

this gives a value of § = .0177.

From the Euler Equation for consumption, on a BGP one gets '

Ct+1 Pt
_ Ct Pt+1 _
6E<1+9y/(pK)—5> = 0.98. (2.22)

It remains to calibrate the parameters of the supply of labour: the critical one is v, which
represents the Frisch elasticity. As Prescott mentioned during his Nobel Prize Lecture, how
much of the business cycle can be explained by technology shocks depends crucially on
this parameter. The problem is that there is not a clear way to calibrate it; micro studies
suggest v = .2 but they may understate adjustments to the extensive margin. The quasi-
linear preferences of Hansen, where all the adjustment is on the extensive margin, imply

v = oo. Fuentes-Albero et al. (2009) estimate with Bayesian methods v = .3 with 95%

1

I
12(2.22) implies 8 = % if 4 is not restricted to be 1 and therefore E(%) = (Yayv) T .
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confidence interval [0.05 0.53]'3. The same choice is made here, and given the importance
of this parameter and the weak arguments to motivate a particular choice, some sensitivity
analysis will be carried out in the next section. Finally, y is chosen to match the observed

average labour supply n = .3.

The second strategy to pin down p is to maximize R? of the saving rate predicted by
the model given the shocks identified. This is done by setting a greed on p, and for each
value of p, doing the following: 1. given the other parameters, back out the two shocks time
series through 2.17 and 2.18; 2. Estimate the parameters of the shocks’ processes. 3. Solve

the model. 4. Simulate given the shocks identified, and compute the R?.

The value of p that gives the highest R? is 0.024. Strikingly, this value is very close to
that obtained with the other procedure. R? of 0.37 is a substantial increase in the portion of
variance of the saving rate explained by this model compared to the original framework!.
Figure 2.2 reports the actual and predicted saving rate time series. With this value of p, the
parameters of the shock process are essentially unchanged. The following tables summarize

the parameter values.

Table 2.1: Curvature Parameter p

15¢ strategy | 0.28
2nd strategy | 0.24

Table 2.2: Other Parameter Values

g a 0 YA W oeA oey Pa  Pv VX
98 .33 018 1 1.0074 .00918 .00498 .95 1 .3 180

13The modification made to the original framework does not have remarkable effects on the labour reaction
to the shocks. This makes their estimation valid even for the present framework.
1411 the original framework the variance explained is essentially zero.
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2.5 Results

This section describes the properties of the shocks identified. The main finding is that
the N-Shock is trend stationary, while the I-Shock is trend stochastic. The quality of the
shocks identified is tested by seeing how well the policy function for the relative price can
predict the actual time series of the relative price when the shocks identified are used as
inputs in the policy function. The model, if misspecified, could provide a wrong prediction,
given that the shocks have not been identified through that policy function. Successively, a
qualitative analysis of the propagation mechanism is carried out. In the last subsection the
model is confronted with the main business cycle facts, and compared with the performance
of the baseline framework. Under the preferred calibration, the model can predict 86% of

the aggregate fluctuations. 91% of the fluctuations explained are due to the N-shock.

2.5.1 The Shocks Identified

A relevant result is that while the investment shock is a unit root, the neutral one is trend
stationary. Under all the calibrations, ADF and Philip Perron tests, with various lags, reject
the hypothesis of a unit root for the neutral shock, with p-values that range between 1%
and 9%. Under the preferred calibration (v = .3 and p = .024) the autoregressive parameter
is pq = .95. As with the baseline framework, the process for the N-Shock does not show a
significant trend: all the growth is captured by the I-Shock.

This overthrows the previous findings, that the I-shock plays the main role in accounting for
the Business Cycle. Here the N-shock accounts for 91% of the total fluctuation explained.
As explained in the introduction, agents react more strongly to a transitory shock than to
a permanent one. Intuitively, agents realize that they have plenty of time to benefit from

a permanent shock, while they have to extract the potential benefits that arises from a
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positive transitory shock more quickly. This explains why transitory shocks play a stronger
role in accounting for the business cycle, and having the N-shock being transitory and the
I-shock permanent makes the N-Shock the most important one, overthrowing the results
found in the previous literature. It turns out that considering both the shocks, the model
accounts for 86% of the Business Cycle, much more than generally predicted in previous
studies: in Greenwood, Hercowitz, and Krusell (2000) the variance explained is around 70%;
in Fisher (2006) it is between 40% and 60%. To the overall higher output variance found
here, it contributes the new propagation mechanism implied by the presence of curvature
in the transformation frontier, which makes shifts in the relative demand for goods cause a
change in aggregate production. The mechanism is explained in the next subsection.

The stationarity of the N-shock is quite a relevant result for that branch of the quantitative
literature that uses long-run restriction based on the unit root assumption to identify the
shocks in a VAR model, such as Fisher (2006). According to the present model, only the
investment shock can be identified through its long run properties, since the neutral shock
is trend stationary. Whether the business cycle is about stationary fluctuations around a
deterministic trend or stochastic changes in the trend has been debated since the influential
paper by Nelson and Plosser (1982). The fact that one shock is trend stochastic and the
other one is trend stationary may reconcile the two views: there is a stochastic trend,
and also stationary fluctuations around that trend. Appendix 2.7.3 derives the equivalent
stationary conditions when there is a trend stochastic shock and a stationary one. The
transformed stationary model proves the existence of a Balanced Growth Path and allows
for a recursive formulation. In 2.7.2; the model is also detrended under the assumption that
both the shocks are trend stationary. From this it becomes clear that the model has the
same long-run implications as the original framework: the expected growth rates of all the
variables are unchanged.

A problem with the method, that uses fully specified theoretical models to identify the
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shocks, is that there is no proof that the shocks are close to the ”true” ones. It is argued
in this paper that the fit of the saving rate to the actual saving rate time series is a good
measure of the quality of the specification, and allowing for curvature in the transformation
frontier induces a clear improvement over this dimension. Another specification check can
be made by exploiting the fact that the identification of V' has not been done through the
policy function for the relative price. Therefore, this policy function can reproduce prices
that differ from the real ones when filled with the shock time series identified. Comparing
the prediction with the actual price series is a robustness check that has been carried out as
follows. The shocks identified are plugged into the computed policy function p = p(k, A, V)
and the predicted p is compared with the actual time series. If the model predicts a policy
function for the relative price that is incorrect, then this fitting exercise will suggest that
the model is misspecified. A good fit may be reassuring that the model is well-suited for
the question at hand: to quantify the two technology shocks.

In the usual framework, this checking exercise cannot be performed because the investment
shock is identified using the policy function for p. However, by tending p to zero this model
boils down to the original framework and the policy function would become p = 1/V and
therefore the fit would be total. Given that p is quite close to zero, a good fit should not
surprise. A good result therefore cannot be used to claim success. However a bad fit would
be a clear sign of a wrong policy function. It is interesting to compute the R? on the deflated
variables and for the ones in levels. The model performs surprisingly well: the predicted
prices in levels are so close to the actual ones that R = .9997 Some of the good fit depends
on the trend; removing it, the fit remains substantially high: R? = .79. Figures 2.3 and 2.4
show the predicted and actual time series in levels and in growth rates. From figure 2.3 it
is evident how most of the variance of the price time series is due to the trend. That is why

the R? in levels is so high and therefore less informative than the one in growth rates.
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2.5.2 Qualitative Results

The main differences of this model compared to the usual framework are due to the fact
that the price also depends on the neutral shock. This is at the heart of the identification

of different time series for the shocks and it has three important implications.

1. Perhaps surprisingly, the presence of curvature in the transformation frontier increases
the effects of the shocks.
This is explained as follows: after a neutral or I- shock, the consumption share s
decreases because agents find it optimal to increase investments. The decrease in
s implies that the marginal productivity of consumption goods (1 — p)A;k? ntl_est_ P
increases. The marginal productivity of investments, measured in consumption goods
peVi(1—p) Ak? ntl_g(l —s¢) " also has to increase, since the two marginal productivities
must be equal in equilibrium. This calls for an increase in p * V. Compared with the
original framework, the price reacts less to a change in the investment shock, making
the product p x V procycliclal. Unlike what happens in the original framework, the
fact that pxV increases even after an investment shock, makes aggregate productivity

increase. Therefore, the proposed mechanism increases the propagation of the shocks,

increasing the proportion of the business cycle explained by productivity shocks.

2. After a positive neutral shock A, households want to increase the investment rate;
because of the curvature in the transformation frontier. Firms, however, are reluctant
and the price has to increase to induce them to adjust supply and meet demand.
This highlights the fact that the change in the relative price of goods is not all due
to the I-shock and how it could be misleading to identify the investment shock in the
usual way.

The fact that p increases after an N-shock implies that consumption is more volatile to

a change in A with respect to the framework without curvature in the transformation
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frontier; the increase in the relative price induces agents to increase consumption with
respect to what they would do in the usual framework, where the investment price
does not depend on the N-shock. This is a feature typical of two-goods models with
imperfect input reallocation, which turned out to imply a high equity premium as has

been shown by Boldrin et al. (2001).

3. Unlike in the usual framework, here consumption increases after an I-shock. This
is because, due to the smaller (compared to the usual framework) decrease in the
price that follows the investment shock, pV increases, increasing GDP measured in
consumption goods. Given this increase in GDP, households, although increasing the
saving rate, can also increase consumption a little. This helps the matching of the
positive correlation of consumption and total production, which is hard to match in

the usual framework.

2.5.3 Accounting for the Business Cycle and Labour Supply Elasiticity

This section studies quantitatively the business cycle implications of this model. Since
results may depend on the labour supply elasticity, the exercise is carried out for p = .28

but for two different values of v. 1°

The model with v = 0.3

With this parametrization, the model accounts for 86% of aggregate fluctuations.

Labour fluctuations in the model account for 17% of the actual labour fluctuations. In-
vestment fluctuations are substantially what they are in the actual data: the variance is
96% of the data. These two facts imply that part of the aggregate fluctuations are due to
the change in the relative price and the saving rate as explained in paragraph 2.5.2: the

original propagation mechanism implies oscillations not accounted for by changes in labour,

15Putting p = .24 essentially does not affect the results.
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capital and TFP. What remains unexplained of the Business Cycle should be due to the
low volatility of hours. Consumption fluctuates 1.9 times more than in the data . To this,
it may contribute the low relative risk aversion parameter used. This choice was necessary
to have a balanced growth path with the adopted utility function.

The model matches the usual correlations observed to confront the model with the data
reasonably well: the correlation of consumption and GDP is .99 in the data and .98 in the
model. The correlation of Investments and GDP is .93 in the data and .95 in the model.
The model under-predicts the correlation of labour: .45 in the data and .25 in the model.

The following two tables summarize these results:

Table 2.3: Standard Deviation Explained by the Model

Output Consumption Investments Hours
86% 190% 96% 17%

Notes: Numbers are espressed in percentage terms of the actual data.

Table 2.4: Correlations with Output

Output Consumption Investments Hours
Data 1 .99 .93 .45
Model 1 .98 .95 .25

Although usually not considered, the correlations of the growth rates are reported; they
highlight dimensions in which this model (and the original one) performs poorly. This may

be useful for future research in that it addresses weaknesses of the framework.
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The fact that consumption fluctuates too much and investments fluctuate essentially what
they should, implies a lower correlation of consumption and investment goods. This becomes
evident when one observes the growth rates’correlation. -0.763, compared to the observed
one 0.25. This is a problem that this model shares with the usual framework. The decreasing
marginal productivity of the two goods should help mitigate the problem with respect to
the usual framework, but in practice, given the very small curvature in the transformation
frontier, the improvement with respect to the usual framework is very weak. In principle,
the decreasing marginal productivities in the production of the two goods induce the sectors
to covary to a certain extent -in order to maintain the consumption share, and therefore
the ratio of the two goods, as smooth as possible. However, the small curvature of the
transformation frontier implied by p = .28 is not enough for this purpose. Nevertheless, it
helps to increase the correlation between GDP and output, which is .48 in this model, .66
in the data and -.36 in the usual framework.

The fact that labour fluctuations are small suggests that increasing the Frisch elasticity may
improve the results. This is done in the next section, where a very elastic labour supply is
considered. As in Hansen (1985), this calibration captures the case of adjustments on the

extensive margin.

The model with v = 100

With such an elastic labour supply, the model predicts a variance of GDP 4 times higher
than the actual one. This is due to the labour volatility, which now varies 16 times more
than in the actual data. Also, the price prediction with the policy function is not as good as
before: the R? of the detrended data is .3. The only good news with this parametrization is
that now the correlation between consumption and investments is around 0, an improvement
with respect to before, especially if one compares this with the usual framework, where the

correlation is around -.9.
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The last experiment suggests that labour supply cannot be so elastic. Considering a value
of v somewhere in between the two values considered and a higher curvature in the trans-
formation frontier, p > .28 may help match the data. However, this would reduce the fit
that the model has in predicting the relative price, which is quite an important dimension
for the purpose of the paper: measuring technology shocks and their importance for the
Business Cycle. Nonetheless, this parametrization highlights the fact that other sources of
fluctuations and propagation mechanisms may also be relevant in explaining the Business
Cycle. The choice of a parametrization that shows the strengths and weaknesses of this

model characterizes the calibration method with respect to other estimation techniques.

2.6 Conclusions

Counter-factual saving rates and the presence of a negative correlation between the Neu-
tral and Investment-Specific Technology Shocks identified through the neoclassical Growth
model as implemented at first by Greenwood et al. (1988), and recently by several authors,
casts doubts on the specification of that model for the question at hand - to measure the

N-shock and the I-shock and to quantify their importance for the Business Cycle.

It is claimed that the absence of curvature in the transformation frontier between con-
sumption and investment goods is the cause of the two observed facts. The model is
enhanced with the above feature in a way that is convenient, in that it allows us to use
aggregate data, to fully calibrate a two-sector model, and not to alter the balanced growth
path prediction of the original framework, which is able to reconcile the decline in the rel-

ative price of investments with the relative increase in the production of investment goods.

The distinctive prediction of this model is that the relative price is now a function of both
the shocks, and not only of the investment one as in the original framework. This depends

on the curvature of the transformation frontier, which makes the relative price depend on
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the relative demand for the two goods, i.e. the saving rate, which in turn depends on both
the shocks. The degree of curvature in the transformation frontier is accounted for by only
one parameter, which is calibrated in two different ways. The first strategy is to maximize
the fit of the predicted time series of the saving rate with the observed one. Given that
in the present model the price depends on the relative demand for the two goods, i.e. the
saving rate, it is judged to be important to have a good prediction of the saving rate. The
second calibration strategy is to pick the parameter that generates uncorrelated time series
for the two shocks. The two strategies deliver very close parameters and business cycle

predictions, suggesting that the model is well-specified for the question at hand.

While the model shares the growth implications of the original framework, it has different
predictions of Business Cycle frequencies. It is relevant that, when identifying the shocks
through this framework, the neutral shock is stationary, and the investment one has a
stochastic trend. This fact implies that the N-shock plays the most important role in
accounting for aggregate fluctuations. This is due to the fact that a transitory shock induces

a stronger and more sudden reaction than a permanent one would.

A good feature of the proposed identification technique for the investment shock is that
the prediction can be tested using the policy function for the relative price to predict a
relative price time series, given the identified shocks, that then can be compared to the
actual price time series. Unlike in the original framework, the predicted prices can be
wrong'%, since the shocks have not been identified through that equation. A good fit like
the one obtained (R? = .99 for the price in levels and .79 in growth rates) is comforting as

evidence of a well-specified price equation.

In this model technology shocks together account for a higher share of aggregate fluc-
tuations than predicted by the original framework: in the preferred calibration, 86% of

aggregate fluctuations are explained by the two shocks considered. The presence of curva-

16 A5 they are, for instance, when the model is calibrated with an excessively elastic labor supply.
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ture in the transformation frontier makes any shift in the relative demand of goods cause a
change in aggregate production and in the relative price. This further propagation mecha-
nism, not present in the usual framework, is responsible for the larger portion of fluctuations
explained by the aggregate shocks. The fact that not all price variations are captured by

I-shocks, contributes to making this shock less important for the Business Cycle.!”.

The presence of curvature in the production frontier allows an improvement in the
prediction of the correlation between the growth rates of consumption and aggregate pro-
duction, a dimension where the original framework performs poorly. However, due to the
small degree of curvature, this correlation is still too low compared with the actual data.
This is also highlighted by the counter-factual negative correlation of the growth rates of
investment and consumption, where, due to the chosen parametrization, the improvement
with respect to the original framework is very small. A higher curvature would improve
over this dimension, but the aim of identifying uncorrelated shocks and a good prediction of
the saving rate, imposes discipline on the calibration, and the good fit of the price equation
suggests that the proposed parametrization is well suited to the question at hand, to mea-
sure technology shocks. The good and bad features highlighted by the calibration chosen,
suggest that future research should be carried out aiming to improve the present mechanism
in a way that would allow for a greater curvature in the production frontier, which would
allow consumption and investments to co-vary, while at the same time predicting the right
saving rate time series and essentially uncorrelated technology shocks. On this dimension,
the introduction of other frictions, such as inter-temporal adjustment costs, may be found

to be complementary to the present one and improve the fit of the model with the data.

1"The mechanism is explained in more detail in section 2.5.2
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2.7 Appendix
2.7.1 Data

The relative price time series is as in Fisher (2006).
Non-farm hours of work and population come from The Bureau of Labor Statistics.
Non-durable consumption, investments, capital stock comes from the Bureau of Economic

Analysis.

2.7.2 Balanced Growth Path with trend-stationary shocks

The equilibrium conditions are

C - —
tCJtrl = QBE { [1 + 0AL kY ng ] [S%AO + 1 Vipr (1= s041)’ P} /D1 — 5} p;:} (2.23)

(1-— O)Atk:fnt_@ [s,}_p +peVi(1 — st)lfp}

=¢&ny (2.24)
Ct

AkInl=0slP = ¢, (2.25)
ViAkInI =01 — 5)1 7P = kpyq — ke(1 = 0) (2.26)

(st)””
Vi = 2.27
btV (1 n St)_p ( )
Vi = Vo, exp(uu) (2.28)
Uyt =  Polbpt—1 + Eut (229)
Ay = Ay exp(uat) (2.30)
Ugt = Pallat—1 + Eat (231)

In a stationary environment (p, < 1, p, < 1) the model oscillates around the deterministic

growth path. In this case Equation 2.23 is consistent with a B.G.P if

(T4 pa) (L4 )’ = (1+ ) (2.32)

ps = 0, (14 )1+ NP) =L (2.33)
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Equation 2.24 is consistent with a B.G.P if

U+ pa) (T4 )’ = (14 pe) (2.34)

ps = 0, (T4 p)(1+pp) =1 (2.35)

Conditions (14 1q)(1 + p)?™' = (14 1) &(1 4 p1a)(1 + px)? = (1 + p) imply

(1 + pe)
1+ pp) = —2 2.36
U= (1) 1230
Equation 2.26 is consistent with a B.G.P if
(14 po) (14 pa) (1 + )’ = 1. (2.37)

This condition is already implied by (1 + pg)(1+ px)?~t = (1+pp) & (14 ) (14 pp) = 1.
Equation 2.25 is consistent with a B.G.P if 2.34 holds.

Finally, from 2.27 if (14 p,)(1+ pp) = 1 then pg = 0, consistently with the Euler equation
for consumption.

The above conditions summarize to

g = 0, (L pp) =1/(1+m), (2.38)
(Ut m) = [+ pa) (14 )] 77 (2.39)
(L +p) = (LFpa) ™o (L4 o) ™0 (2.40)
I+ pa = Yar 14w =" - (2.41)
Define the variable aét = (1fljz)t with x = {A,V, k, c,p} and rewriting the model with these

variables one gets a model with a globally stable steady state, which corresponds to the
balanced growth path for the original economy. The model has the same implication for
growth as the usual framework.

Detrending the variables in the way mentioned, the model is equivalent to the following:

o N Al a10—1 g~ N
C_p {1 YAk nY [s'l_p TpV(1— s')l_p] /p — 5} b (2.42)
c b

~!
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.0 .
(1—0)Ak n=% |s'=P + pV (1 — s)!=7

- = &n” (2.43)
C
N R
Ak nt 917 = ¢ (2.44)
~ o~ A0 ~1 .
VAE n' =01 — )1 = k vyy, — k(1 =) (2.45)

1

_ <Z;{/> 3 (2.46)

s 1

1+ <§>V> '
‘} = Vpexp(uy) (2.47)
u, = pyly + €, (2.48)
1;1 = Agexp(ug) (2.49)
U, = palg + €, (2.50)

where

1

B =B (VwYa) T

2.7.3 Balanced Growth Path with a trend-stationary and a trend-stochastic
shock

Identifying the shocks through this framework, the neutral shock appears to be stationary
(pa = .95), while the investment one has a stochastic trend (p, = 1). The equivalent sta-
tionary model when there is a trend-stochastic shock and a stationary one is derived below.

Consider the variables
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Substituting these variables into 2.23-2.31 one gets the following:
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Abstract

I document that while the composition of the labour force within groups defined by gender,
age and education has changed substantially over the last 40 years, the relative volatility
of hours within these groups has remained remarkably stable. Together, these facts suggest
that trends in the composition of the labour force may be reflected in aggregate volatility.
To investigate this conjecture, I develop a large-scale real business cycle model where agents
are distinguished by gender, age and education, which reproduces the aforementioned facts.
To solve the model, I develop a computational technique which consists of applying per-
turbation methods at several points over the transition path. This methodology breaks
the curse of dimensionality and enables to solve large scale models with accuracy over all
the relevant part of the state space. The model is then used to show, through counterfac-
tual simulations, that changes in the labour composition explain part of the high aggregate

volatility during the 70’s as well as the subsequent moderation.



3.1 Introduction

Aggregate output volatility increased during the 1970s, decreased during the 1980s and
1990s and it appears to be increasing in the most recent years. Meanwhile, several changes
characterized the composition of the labour force since the late 1960s, with substantial
increases in women’s participation rate, the fraction of highly educated workers and the
fraction of prime-age workers. I complement this empirical evidence by documenting stable
differences in aggregate hours volatility by gender, age and education. These volatility
differences and the changes in the labour composition imply a redistribution of workers
across groups of different volatility. The paper investigates whether this transformation

may have contributed to the mentioned changes in aggregate fluctuations.

The possible presence of omitted variables and simultaneous causality between these
groups and aggregate volatility calls for a structural approach aimed at isolating the ef-
fects of changes in the labour composition on aggregate volatility.! An example of reverse
causality is the fact that education tends to be countercyclical: poor labour market con-
ditions can lead to substitute labour with education. In turbulent times, when recessions
are frequent, one could therefore observe an increase in education. However, this positive
relation is due to the effect of aggregate volatility on educational choices, and not vice versa;
using regression analysis one may wrongly conclude that education tends to increase ag-
gregate volatility. Similarly, female labour force participation may be affected by aggregate

volatility.

These considerations motivate the following methodology. Following Attanasio and
Weber (1995), T create a syntectic panel by grouping the labour force by the mentioned

observables from the March supplement of the Current Population Survey (CPS). I docu-

! Jaimovich and Siu (2009) use panel data techniques to relate aggregate volatility changes to changes in
the population by age. While it seems convincing to assume that the age composition cannot respond to the
current business cycle, it may be incautious to extend their methodology to the other mentioned factors.



ment the changes in the share of each group and their cyclical volatility. I then build an
overlapping generations model with educational and marriage choices, similar to Heathcote

et al. (2010), but with stochastic productivity shocks.

One challenge was to find a solution method for this large model? which guarantees
sufficient precision over all the transition path that characterized the last 40 years. To
this aim, I have developed a technique which essentially consists of applying perturbation

methods at many points over the equilibrium path.

The model, calibrated to match the evolution of the labour composition and the relative

volatility across groups, is able to account for the mentioned changes in aggregate volatility.

Since the model replicates the mentioned facts, it is possible to run counterfactual
simulations aimed at isolating the role of demographic changes on aggregate volatility. If
the labour force composition remained trendless at the levels of the most recent years,
volatility would have been 5% lower in the early 1970s and 6.5% more volatile in the late
80s and 90s. By accounting for part of the high volatility of the early seventies and of the
slowdown in the 1980s, labour group reallocation accounts for about a quarter of the great

moderation.

The paper proceeds as follows. Section 3.2 offers a review of the literature that relates
aggregate volatility and the considered structural changes. In section 3.3, a first look at
the labour data will motivate the conjecture made in this paper, that the reallocation of
labour across groups plays an important role for cyclical volatility of hours, and thereby
of aggregate income. An accounting exercise to get a preliminary quantification of the
effects of labour allocation on aggregate volatility is conducted in section 3.3.4. Section 3.4
describes the methodology, section 3.5 sets up the model and section 3.6 parameterizes it.

Section 3.7 offers a brief description of the original computation technique designed for this

2805 variables, of which 324 state variables. The large number of variables comes for the fact that in this
model there are several groups of agents, distinguished by gender, age and education.



very large model. Section 3.8 tests the model, section 3.9 quantifies the effects of labour

reallocation on aggregate volatility and section 3.11 concludes.

3.2 Literature review

The large and sudden volatility decline from the mid 1980s, initially documented by Kim and
Nelson (1999) and McConnell and Perez-Quiros (2000), stimulated a debate on its causes.
Researchers were mainly divided between three explanations: some structural change, im-
proved macroeconomic policies and good luck. At present, in the aftermath of the crisis,
it becomes policy relevant to readdress this question and in general to understand whether
there is a reason for aggregate volatility changes beyond good luck: the answer has implica-
tions for the amount of aggregate volatility to expect in the future, which should be relevant
for the regulation of the financial sector. In the words of Peter A. Diamond, “Among the
issues being debated now is how much we should increase capital requirements for banks.
Selecting the proper size of the increase requires a balance between reducing the risk of a
future crisis and ensuring the effective functioning of financial firms in ordinary times ”,

see Diamond (2011). The trade-off highlighted by Peter A. Diamond depends on the actual

amount of aggregate risk and thereby on the risk of future crisis.

The present paper contributes to the structural change hypothesis, but it also confirms
what suggested by Bernanke (2004), that these explanations are jointly needed to explain
all of the changes in volatility over time. Of course, the less one needs to rely on shocks
identified as residuals, the more one can feel confident about his or her understanding of

changes in aggregate volatility.

The dynamic stochastic general equilibrium literature emphasized how the great moder-
ation is accounted for mainly by a reduction in the volatility of aggregate shocks, see Arias

et al. (2007) and Smets and Wouters (2007). The present framework allows to investigate



whether the observed redistribution of labour, from highly volatile to more stable groups,
can be held responsible for both the reduction in hours volatility and of measured aggregate

productivity shocks. 3

During the considered period of time, several studies, for example Katz and Autor (1999)
for the U.S, documented several ongoing changes in the labour composition (see Freeman
and F.Katz (1994) for a cross-country comparison). Davis and Kahn (2008) conjectured
that changes in volatility by sector, and the increasing share of services, may have con-
tributed to the great moderation. Similarly, Owyang et al. (2008) find that across states,
changes in volatility were related to the initial share of the durable sector and Carvalho
and Gabaix (2010) point at changes in the sectorial composition of output. Interestingly,
the latter paper accounts for the mentioned changes in aggregate output volatility through
firm level data and it may be seen as the dual of the present paper which focuses on house-
hold level data. The two studies, which have similar qualitative results, may help deriving
different and perhaps complementary policy implications: one pointing at the implications
of the changes in the composition of firms, and the present one, at changes by demographic
characteristics, observable through household level data. As already mentioned, Jaimovich
and Siu (2009) relate changes in aggregate volatility to the fact that, as a consequence of
the baby boom, prime age workers, less sensitive to the business cycle than young and old

workers, increased in their relative size.

For a more extended review that also focuses on other explanations of aggregate volatility
changes see Blanchard and Simon (2001), Stock and Watson (2002) and Stock and Watson

(2005).

3 Aggregate labour supply and labour productivity are in fact decomposed into the contribution of the
considered labour groups.



3.3 Stylized facts

This section documents the trend and cyclical volatility in hours by gender, age and ed-
ucation. The major empirical contribution is to show that while the composition of the
labour force changed substantially during the period considered, from 1967 to 2009, the
relative volatility across groups is different than one and remarkably stable over time. *
This evidence leads to conjecture that at least part of the high volatility in the early 1970s

and the subsequent reduction in cyclical volatility of hours worked can be accounted by the

reallocation of workers over the labour force as detailed below.

3.3.1 Gender

Figure 3.1 shows hours worked by women and men from 1967 to 2009. Data come from
the Current Population Survey, March supplement. As it is well known and shown in the
first two columns of table 3.1, employment of women increased relative to men: women
employment over total population moved from an average of 13.89 % between 1968 and
1983, to an average of 19.48 % in the second sub-sample.’. It is less well known however
that hours worked by men are more volatile than hours worked by women; after removing
the trend from each series using the Hodrick-Prescott (HP) filter, 6 the standard deviation
of hours is 1.44 % for women and 1.86 % for men. Furthermore, the relative volatility is
remarkably stable over time: it is 0.77 between 1967 and 2009; starting from a later date
well inside the second sub-sample, for example 1992, the relative volatility is even lower:
0.71. Figure 3.2 shows the evolution of the relative volatility of hours by women and men;

the figure confirms that this statistic remains stable over time.

4The sample starts in 1967 because before that date, CPS data do not seem comparable over time.

51984 is the reference year adopted by the literature as the beginning of the great moderation, see for
instance Stock and Watson (2002)

5T use a smoothing parameter of 6.28 as suggested by Ravn and Uhlig (2002). Using 10 as suggested by
Baxter and King (1999) does essentially not affect the results.



The relative increase of women hours and the fact that they are less volatile than the
one for men may have contributed to the observed reduction in aggregate hours volatility.
It is important to notice, however, that hours volatility for the two genders decreased
substantially in the great moderation period: the standard deviation was approximately
two times higher in the pre-moderation period (until 1983) relative to the period 1984-
2007. The part of the reduction in hours volatility that happened within the genders,
cannot be accounted for simply by the gender reallocation of the labour force. 7 In light
of this last consideration, it becomes perhaps even more remarkable how, although the
volatility of total hours by gender moves over time, the relative volatility remains stable.

The next table summarizes these facts.8

Table 3.1: Hours Volatility Gender

workers’ share 68-83 workers’ share 84-07 st. dev
Women 13.89 19.48 1.44
Men 20.89 22.30 1.86

Notes: numbers are expressed in percent terms. Workers’ share is the ratio of workers over total

population. St.deviation measures the standard deviation of the HP filtered hours with parameter 6.28

3.3.2 Age

Figure 3.4 shows hours worked by the young, prime age and older workers. The young are
individuals from 15 years old to 29, the prime age range is from 30 to 50, while the old are
aged 50 to 70. Jaimovich and Siu (2009) documented the increase in the relative size of the

prime age population, mainly as a consequence of the baby boom. As shown in table 2, in

"Hours volatility changes for each gender could however be explained by the reallocation of the labour
force by other observables: changes by education, age and possibly sector in favor of stable groups may
induce a moderation in hours by gender.

8Figure 3.3 plots employment over population by gender for the remaining G7 countries, where the
volatility of aggregate income had a similar pattern to the one of the U.S. Data are from OECD.stat, at
annual frequencies. As it is evident from the figure, similarly to what has been documented for the U.S.,
female employment grew more than for men.



the first sub-sample, 15% of the population were prime age workers, they increase to 22% in
the second sub-sample. Jaimovich and Siu (2009) relate this fact to the great moderation
because hours worked by prime age are less volatile. Indeed I find that the cyclical volatility
of hours is substantially lower for prime age workers and its volatility relative to the young
it even reduces over time over time as shown in figure 3.5. Hence the increase in their
relative size should contribute to the reduction in aggregate hours volatility. Furthermore,
the decrease in the share of prime age workers in the last decade could be responsible for
part of the observed volatility increase. It is however interesting to notice that, compared
to young and old, prime age hours had the largest reduction in volatility in the period from
1984 onward (see the last column of table 2). The fact that some of the moderation happens
within the prime age group implies that the redistribution of workers by age, although able
to account for a substantial part of the overall moderation in hours as shown by Jaimovich
and Siu (2009), cannot explain why hours volatility diminished within the prime age group.
This reduction could be explained by the redistribution within each age group, in terms of

the other considered observables. I refer to Jaimovich and Siu (2009) for a cross country

Table 3.2: Hours Volatility Age

st.dev(84—07)

workers’ share 68-83 workers’ share 84-07 st. dev St.dev(63—83)
Young 12.02 11.68 2.32 74.51
Prime age 15.23 21.82 1.36 61.87
Old 7.54 8.28 1.33 .69

Notes: numbers are expressed in percent terms. Workers’ share is the ratio of workers over total

population. St.deviation measures the standard deviation of the HP filtered hours with parameter 6.28

comparison of the age share dynamics.



3.3.3 Education

Figure 3.6 plots per capita hours worked by low and high education (at least four years of
college). The share of highly educated increased more rapidly than the one of less educated,
moving from an average of 5.8 % in the first sub-sample, to 11.4 % in the second one. The
cyclical volatility of highly educated is 1.16 %, lower than the one of low educated, 1.91 %.
The effect on aggregate hours volatility of this change in the composition are mitigated by
the fact that the cyclical volatility of hours worked by low education workers reduced in
the second sub-sample relatively more than the ones of high education workers. This can
be seen in the last column of table 3.3 and from figure 3.7 which shows how the relative
volatility of hours over time has a kink in the second sub-sample, it remains however true
over the whole sample that the relative volatility between the two groups is smaller than

one. ? Freeman and F.Katz (1994) confirm that the employment-population ratio of the

Table 3.3: Hours Volatility Education

st.dev(84—07)

workers’ share 68-83 workers’ share 84-07 st. dev St.dev(68=53)
Low 28.99 30.31 1.16 60.29
High 5.80 11.39 1.91 98.59

Notes: numbers are expressed in percent terms. Workers’ share is the ratio of workers over total

population. St.deviation measures the standard deviation of the HP filtered hours with parameter 6.28

less educated fell relative to that of more educated workers in many countries during the

1980s.

9Weights and classifications in the CPS data are such that data are essentially comparable over time. It
is known however that comparability does not hold in some cases; the observed kink may be partly due to
some reclassification that induced discrepancies in the way data are constructed over time.




3.3.4 An accounting exercise

In light of what found by Jaimovich and Siu (2009), on the importance of demographic
changes by age on aggregate volatility, and given the other facts introduced in the previous
section, it becomes natural to ask how much overall these compositional shifts matter for
aggregate volatility changes. As mentioned in the introduction, the extension of the analysis
of Jaimovich and Siu (2009) to other partitions of the labour force brings some method-
ological difficulties, mainly due to the potential endogeneity between the labor composition
and aggregate volatility. Therefore, before dueling with these methodological challenges it
would be nice to get a sense of how much changes by gender and education may contribute

on top of changes by age, already considered by Jaimovich and Siu (2009).

To this aim, I design an initial partial equilibrium exercise to account for the importance
of the mentioned factors. The exercise attempts at answering the following question: what
would have aggregate hours volatility be, had we not observed the mentioned compositional
shifts? I take the following approach: I assume that hours of each group moved as they did,
but around a counterfactual linear trend such that the average labour composition remains
unchanged over the entire sample. This creates some counterfactual hours for each group,
where their average composition remains constant, while their higher frequencies are left as

observed.

The advantage of this procedure is that it enables to maintain the observed reaction
of labour to the shocks. This isolates the role of labour reallocation, while maintaining

unchanged the short run elasticities of each labour group.

The next subsection details the procedure to estimate counterfactual labour and quan-

tifies the role of this counterfactual redistribution for volatility changes in aggregate hours.



Counterfactual hours

To generate counterfactual hours I take a procedure which is very close to the one adopted
by Jaimovich and Siu (2009) to quantify the role of the change in the distribution of the

population by age. Aggregate hours per capita can be written as follows

H = Zhi,tpi,ta (3.1)
i

where h;; is hours per employees in group ¢ at time ¢, and p; ; is employees of group 7 over

total population.

Counterfactual per capita hours are instead
Hy = Z hiiDit (3.2)
i

where p;; is counterfactual employees over population for group 4 at time ¢. To construct
p I remove a linear trend in the time series of p.19 Since aggregate labour participation
has increased over time for each group, I do not want to remove this positive long run
trend in aggregate hours per capita. Therefore I add to the de-trended data the same
aggregate trend. This creates some counterfactual hours for each group, where their average
composition remains constant, while their high frequencies are left as observed. I choose to
keep as the average composition level, the one from 1976-1978. This is convenient in that
it precedes what is typically considered to be the beginning of the great moderation, 1983-
1984. A second advantage is that this date comes after a period of volatility acceleration, the
early seventies, which include two official National Bureau of Economic Research recessions,
in 1969-1970 and 1973-1975. By isolating this period of time, it is also possible to measure

the role played by labour composition in this earlier period of relatively high volatility.

10T also tried to hp-filter the data with smoothing parameter equal to 6.25, which is the one suggested
for annual data by Ravn and Uhlig (2002). However I found the results quite sensitive to the smoothing
parameter. Although under some parameter values I could explain a larger portion of the observed volatility
reduction than what I do with linear trends (I account for a larger portion of the great moderation this
way ), the fact that the results depend on the parameter choice made me opt for the linear trend, which gives
weaker results.

10



One clarification is necessary at this point: overall I have 12 groups, however I am not
de-trending them one by one because this would remove all trends, even the ones that are
not due to gender, age or education. The aim is instead to identify the role of each of these

variables separately.

The effect of changes in labour composition

In what follows I quantify the role of redistribution by gender, age, education one by one.

Figure 3.22 shows realized and counterfactual hours worked by women and men. As
can be seen, the exercise consists of shifting upward the trend for men, and reducing the
trend for women; this leaves unchanged the average shares between the first and second
sub-sample. Figures 3.24, 3.26 show realized and counterfactual employment by age and

education.

Figures 3.23, 3.25 and 3.27 show observed and counterfactual aggregate hours by gender,
age and education. It can be noticed how for the last periods of the sample total hours are
larger in the counterfactual by gender, where men command a larger share of employment.
This is due to the fact that men work more hours per worker than women. Similarly, once
age trends are removed, counterfactual hours are lower in the last part of the sample. This
happens because the counterfactual reduces the share of prime age workers, who work more

hours per worker.

Following Jaimovich and Siu (2009), comparing the standard deviations of the growth
rates in the first sub-sample (1968-1983) and in the second one (1984-2007), ! one gets
a measure of the moderation in aggregate hours: between the two sub-samples, aggregate

hours volatility decreased by 46.21 log points.!? Had the shares by gender remained on aver-

1T end the second sub-sample before the last recession.
1246.21 = log(st.dev(hoursgrowther—s3)) — log(st.dev(hoursgrowthsa—oo))

11



age what they were in the first sub-sample, we would have observed a reduction in volatility
of 45.23 log points. Therefore, changes by gender account for (46.21 — 45.23)/46.21 or ap-
proximatively 2% of the moderation in aggregate hours. Changes by age, education and
sector account respectively for 5%, 13 and 10% of the moderation in aggregate hours.

Table 3.4 summarizes these results. From this simple exercise one may hazard that changes

Table 3.4: % explained of the moderation

Gender Age Education
2.1 5.2 9.7

in education are the most important contributors to the great moderation, followed by
changes in age and gender composition. Some words of caution are however necessary to
state that this numbers do not quantify the relative importance of each demographic change
considered. Changes in education, for instance, may reflect the optimal educational choices
of women once their participation rates started increasing. Changes by education would
then be a consequence of changes by gender and the exercise above would understate the
importance of gender composition for aggregate volatility. Similar examples may be con-
structed to over or understate the importance of each partition. Put differently, omitted

interactions may bias the results of the pervious accounting exercise. This said, the result

3The number for age is lower than the one obtained by Jaimovich and Siu (2009), who account for about
the 20 % of the moderation in hours. Two factors explain the difference. First, they split the population
in finer age groups. Considering bins of 5 years as they did, I get a slight increase in the portion of the
moderation that age can account for. Given the small difference, I choose not to consider finer bins because
later I will consider the interactions with the other partitions, and I need to keep the number of groups
small in order to maintain the samples representative. The second source of the discrepancy is that while
they consider counterfactual population shares, I focus on counterfactual employment shares. It turns out
that changes in the population shares are larger than changes in the employment shares. This is due to the
fact that the reduction in the young portion of the population is mitigated by an increase in their working
rate, and this depends mainly on the increased labour participation of women. It is debatable whether it is
preferable to focus on population or on employment changes; I focus on employment changes because this
allows me to analyze jointly changes in age and education with the ones by gender and sector, where the
relevant changes happened in labour, rather than in population shares. In defence of my approach it can
be argued that by focusing on employment instead of population shares, one also takes into account the
endogenous changes in participation rates, which seem to be important.

12



above seems to be sufficient to conjecture that compositional changes by gender and educa-
tion may also be important on top of the ones by age, thereby justifying the investigation
beyond the one considered by Jaimovich and Siu (2009). As already mentioned, however,
this extension brings some methodological difficulties analyzed in the next section, which

outlines the methodology.

3.4 The Methodology

Jaimovich and Siu (2009) used regression analysis based on an orthogonality assumption
between the age distribution and cyclical volatility. While it seems reasonable to assume
that the age composition is orthogonal to the business cycle because, abstracting from
migration, is a reflection of fertility decisions made several years before workers enter the
labour force, this condition would be hard to justify when studying the other partitions of
the labour force considered in this study. One needs a methodology that isolates the role
of changes in the labour composition on aggregate volatility, from reverse causality and
from other factors that may affect both the labour composition and aggregate volatility.
To this aim I follow a structural approach which consists of estimating a model of the
business cycle with the heterogenous labour groups considered. And then use the model
as a laboratory to run counterfactual experiments aimed at quantifying the importance of
the labour composition on aggregate volatility. An advantage of the model relative to the
accounting exercise of the section above is that it explicitly models the endogenous choices
of the several labour groups. To take the results seriously, however, the model has to be
considered reliable for the question at hand. This is done by testing the extent to which the

model can match the several facts that this model can predict and that concern this study.

13



3.5 The Model

In each period the economy is populated by a continuum of individuals, equally many males
and females and a new cohort of random size 2 x pg is born. The process for the size of the
new generation is recursive and such that the total amount of the population is a stochastic
stationary process.

Following Heathcote et al. (2010), the life cycle of an individual comprises 3 sequential
stages: education, matching and work. The first decision -high or low education- is made
by a newly born individual man or woman before entering the marriage market. At this
point, members of the opposite sex are randomly matched (no-one remains single). For
tractability, these two stages happen during the first period of life.

From the second period of life, the couple enters the working stage and jointly choose hours
of work of husband and wife, as well as consumption and savings, until they die.

In the next sub-sections, these three stages are described in more detail.

3.5.1 Education

In each period the newly born have to make a discrete choice between college (h) or lower
schooling (I). When they are born, they draw an idiosyncratic cost x of acquiring high

education from the distribution
K~ F9(k) = In(k) ~ N(k9,09) (3.3)

with g equal men (m) or female (f). This cost captures in reduced form the utility and
financial factors that make acquiring a college degree costly.  Individuals decisions are
made by comparing their education cost with the value gain upon entering the labour
market with high education: MY(h;w) — M9(l;w). M9(e;w) is the gender specific expected

life time utility of entering the marriage stage as a function of education e € {h,l} and all

14



the other relevant state variables represented by w. 4 They choose high education if
MI(h;w) — MI(l;w) > k. (3.4)
For each gender, the share of highly educated in the cohort just born is therefore

¢’ (w) = F7 (M9 (h;w) — M?(;w)) . (3.5)
3.5.2 Marriage

At this point, individuals are characterized by gender g and education e. Men and women
match according to the gender specific probability 77, (w)€ [0,1]. The expected values

upon entering the matching state for a woman of high and low education level are
M (i) = f @)V (b hiw) + 1l @)V (L i), (3.6)
M (50) = 7 @)V (b, lw) + 7 @)V (L s w), (3.7)

where V(e™, ef ,w) is the expected future life time utility of a household formed by a man
with education €™ and a woman with education ef/. Similar expressions can be derived for
M™(e,w):

M™(h;w) = 7' (W) V (hy byw) + 7t (w) V(B [ w), (3.8)

M™(lw) = 7f, W)V (I hyw) + 7 W)V (1, l;w). (3.9)

g

Enrollment rates ¢7(w) and matching probabilities 77,

(w), jointly determine the educa-
tion composition of newly formed households. For instance, the fraction of new households

formed by men with high education and women with low education is

¢ (@) (@) = (1= ¢f ()] (W) (3.10)
Since no individual will remain single

Tem (W) + mgm p (W) =1

M As it will be discussed in section 3.5.6, w contains all the shocks, the distribution of assets across
households, and the distribution of households by age and education of husband and wife.

15



for any €™ and similarly for women:
oW+l (W) =1 (3.11)
lef :

for any e/.
One can show that the cross-sectional Pearson correlation between education levels of hus-

band and wife, a measure of the degree of assortative matching is

_ (W), (W) — ¢ (w)gf (W)
Vi (w) (1 = ¢™(w)gf (w)(1 = ¢f ()

Following Heathcote et al. (2010), o is treated as a parameter through which the probability

(3.12)

function 7%, ;(w) is pinned down.
3.5.3 Work

Households are distinguished by the husband and wife education levels ¢, e/, their age j
and the amount of assets they have accumulated a. They choose consumption ¢ and assets

a’, and hours of work for each gender 19, in order to solve the following problem:
v (em, ef,j,a;w) = max u(c, ™, 1 + 1) + BCE [V (em, el j+ 1,a';w’)}
Subject to the budget constraint
Cad +ec=all+r)+wm,j,e™)™ +w(f,j,e™).

where r is the interest rate and w(g, 7, €9) the wage for each age, education and gender. Age

specific borrowing limits are also imposed to the households’ problem: '°

/
a > aj.

¢7 €]0,1] is the survival factor at age j, it will be parameterized so that people die for sure

at age J, i.e. ¢/ =0. [ is an exogenous time cost specific to women. '® The expectation

15 Age specific borrowing limits are imposed to avoid Ponzi schemes in the presence of age specific survival
factors.

16 Absent a more sophisticated theory of the household, the evolution of this parameter will help repro-
ducing the distribution of hours across gender. Its reduction over time captures in reduced form housework

16



is taken over W’ given w. The Value function V defines expected discounted utility as a
function of the household’s state variables. The value at the time of forming a household
is equivalent to the expected life time utility of a formed household of age 1 and with zero
assets

Viem eliw)=FE (V(em, el 1, O;w’)) ) (3.13)

where the expectation is taken over w’ given w.

3.5.4 Households Distribution and its Law of Motion

Denote page edu : {1, ..., J} x{h, 1} x{h,l} = R the mass of households by age and education

of husband and wife.

p;ge edu(L, ef) = T * ¢ % po is the mass of newly formed households composed
by men with high education level and women of education ef = {h,1}. p;ge,edu(l, lef) =
Wﬁf % (1 — ¢™) * po is the mass of newly formed households composed by men with low
education and women with education e/ = {h,l}. Let the mass of older households be

defined recursively as p;gevedu(j, emel) = Page,edu(s — 1,€™, ef)x I~
3.5.5 Firms

Competitive firms maximize profits using the following production function
1/6
y = AY? (ak9 +(1- a)L) , (3.14)

where A is a total factor productivity shocks, « is associated to the labour share of total
output and 6 measures the complementarity across capital and L, which is a composite of

several labour groups:

I 1/c
L= (Z(Zﬂu)”) . (3.15)

=1

production technology improvements and fall in child care costs which on top of the reducing gender wage
gap help explaining increases in women participation rates. See among others Greenwood et al. (2005) and
Attanasio et al. (2008)
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o measures the degree of complementarity across groups.!” z;’s are labour augmenting
techology shocks specific to each labour group, n; is hours worked by all individuals cat-
egorized in group ¢. There is a mapping between groups ¢ and individuals: each group ¢
is formed by agents of the same gender, age group and education level. The mapping is
represented by I dummy matrixes x;(g, e™, ef, j) which contain zeros and ones depending
whether the labour input of the agent belongs to group i. So for instance, group 1 is formed
by women, young and with low education. For a generical 1,

J
n; = ZZZZZQ (emaefaj) Page,edu (em7€f7j) Xi(gaemvefvj)' (316)
g

em of j=1

Calling ngge the number of age groups, the total number of groups I is equal to 2 x ngge * 2,

i.e. the two genders time the age groups times the 2 education levels.

The representative firm hires labour according to the following first order condition
I 0/oc—1

(1= a)Ay' = [ > (Amy)” 22nd ™t = w; (3.17)
=1

for every 4, where w; is the wage rate for group i.

Capital is demanded according to the following condition

Ao (’“)91 . (3.18)

Y

Where r is the gross interest rate of capital.

3.5.6 State Space

To make rational decisions agents need to know their type, '® and need to predict prices,

which depend on the shocks and on the distribution of assets and households across age and

171t is assumed here that all the groups have the same complementarity across them and with capital.
It would be interesting to extend this function to the one introduced by Krusell et al. (2000) as done by
Castro and Coen-Pirani (2008) to study hours cyclicality by skill and by Jaimovich et al. (2009) to study the
hours volatility by age (see also Johnson and Keane (2007)). However, this would make it harder to identify
the shocks analytically, thereby complicating the estimation procedure, and is left for future research. See
section 3.6 for a further discussion of this production function.

18A type is the idiosyncratic education shock for who is at the education stage, education for who is at
the marriage stage, age and education of husband and wife for households.
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education pair of husband and wife. The next sub-sections define the state space in more

detail.

Exogenous Processes

Let the logarithm of the productivity processes z;, the logarithm of TFP process A, the
logarithm of the mass of new born py be AR1 stochastic processes. Furthermore, the cost
of acquiring education £ € K and women housework [, € L; are deterministic processes
with an AR1 structure. Starting with initial values away from their steady states, these
two variables will help making hours by gender and education enrollment rates behave as
in the data.

Let G=Ax Zy x ...Z; x P° x IC x L, be the state space for these variables.

Households Distribution

Since the distribution pygeequ is a state variable, one needs to define its set. From how
Page,edu has been constructed in section 3.5.4, it follows that it depends on the series p8,
¢™ € [0,1] and ¢/ € [0,1] at the period of birth of each cohort which is alive. '? Page,edu
is therefore generated from the set M = PY7 [0,1]27. Let P be the set of all admissible

distributions page edn generated from the set M. The state space for this economy is
S={1,..,J} x {h1}* x K x G x P x K7D

The first three dimensions of the state space, {1,..J} x {h,l}? x K contain the household’s
state variables : age, education of husband and wife, and asset holdings which belong to
the set K = [mm <aj> ,6}. The second part of the state-space contains aggregate state

variables that affect households decisions through prices and expectations: the shocks, the

1947 has not been directly used to construct page cdn but it affects W‘:nm’e ;-
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distribution of households by age and education, and the distribution of assets across groups.

20, 21, 22
Collecting the aggregate state variables in the set
Q=G xPxKI- D
the state space can be rewritten as
S={1,..,J} x{h,1}? x K x Q,

which maps with what used in previous subsections, where I distinguished between individ-

ual state variables and w, element of ).

3.5.7 Equilibrium

Definition 1 A recursive competitive equilibrium is composed of discounted values M9 (e9;w),
decision rules for education e9(k;w), individual college enrollment rates q9(w), matching
probabilities Wzmﬁf (w) for each gender g, a value function at the time of forming a house-
hold V' (e™, ef;w), a value function for households V(e™, el j, a;w), a consumption policy
function c(e™, el j,a;w), labour policy functions 19(e™, ef, j,a;w') for each gender, and a
households’ distribution function p;ge’edu(em, ef, j;w') such that the following conditions are

satisfied:

1. The education decision rules e9(k;w) solve the individual problem (3.4) and ¢9(w) is

determined by (3.5).

20Since there is no idiosyncratic risk across households belonging to the same group (defined by age and
education of husband and wife), the state variable -individual assets holdings- is also part of the distribution
of assets across all groups. While this repetition is not necessary and is avoided in the code, it is used here
because it simplifies notation.

21The distribution of capital across groups only involves J — 1 age groups because at age 1 households
hold zero assets.

22The distribution of idiosyncratic shocks  affects enrollment rates ¢? through its parameters, which are
exogenous and constant. x is therefore omitted from this characterization of the state space, s is however
considered when dealing with individual educational choices.
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2. The matching probabilities 7%, :(w) satisfy (3.10)~(3.11) and are consistent with the
degree of assortative matching p* in (3.6.2). Moreover the pre-marriage discounted

utilities M' and M™ are defined by (3.6)—(3.7) and (3.8)~(3.9). The pre labour values

V' are defined by (3.13).

3. The decision rules for consumption, labour and assets ¢, o', 1" and I, and the value

function V' solve the household problem in 3.5.3.

4. Capital and labour inputs are allocated optimally; that is, they solve the firm problem

satisfying equations (3.17)—(3.18).
5. Labour markets clear. i.e. equation (3.16) holds.

6. The capital market clears:

J

k:ZZZZa(em,ef,j). (3.19)

g em of j=1

7. The goods market clears:

c+k —k(1—6)=y, (3.20)
where
J  ns
c= ZZZ Z cle™, el j,w) (3.21)
em of j=1js=1
and
J
E = Z Z Z dem, el j,w). (3.22)
em of j=1

8. The distribution of households evolves as stated in section 3.5.4.

3.6 Parametrization

It is useful to divide the parameters of this model into two categories: the production

function parameters and all the other parameters. It is possible to calibrate the parameters
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belonging to the latter group for which an extensive literature is available. On the other
hand, the presence of heterogeneous groups of workers makes the production side of this
economy non conventional. Furthermore, since this study is interested in the implications of
labour reallocation on aggregate volatility, it makes sense to allow for group specific shocks;
there would be very little hope in replicating the observed trends in the composition of
labour without having shocks that move wage premia across groups as observed in the
data.

In choosing a technology for production, I make the smallest possible deviation from the
Cobb-Douglas production function, typically assumed in the real business cycle literature,
and consider the constant elasticity of substitution production function defined by equations
(3.14)-(3.15) . This specification distinguishes between a labour augmenting (LA) and a
total factor productivity (TFP) shock. This will allow to match aggregate production given
capital and labour inputs, while identifying LA shocks through labour demand.?® Since
this technology is non conventional, some of its parameter values cannot be found in the
literature and need to be estimated, namely the complementarity across labour groups.

This is done in the next subsections.

3.6.1 Heterogeneous labour aggregator

The productivity shocks z; are identified through the labour demand equations for every
i (equation 3.17). In principle one could identify the I group shocks z; and the neutral
shock A by solving (3.14)—(3.17), then construct a likelihood function of these shocks and
maximize it with respect to the parameters. At least three difficulties arise: i. these equa-
tions are non linear simultaneous functions of all the shocks, therefore it is not obvious how
to back them out; ii. the shocks may not be exogenous to the right hand side variables; and

iii. there may be measurement error.

23By Euler theorem, also the capital demand equation will be satisfied with no need of an extra shock.
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Although one could use a simulated method to overcome point i., one can instead derive
analytical closed form solutions for the shocks as shown below. This will facilitate compu-

tation and will help dealing with endogeneity and measurement error.

Estimating the complementarity across labour groups o

First divide (3.17) for each i by the same equation for group 1.

o o—1
% n; w;
21 ni wy’

Multiplying by Z—; and taking logs one gets 24

log(zi) — log(z1) + log (:;) — 1/alog (w”> : (3.23)

winy

which gives I — 1 linear equations from which ¢ and the labour productivity processes can
be estimated directly, without knowing the other parameters of the production function. In
order to facilitate notation I define €; = log(z1) —log(z;), z = log (%) and z = log <%)

I assume that the vector of ¢;’s follows an AR1 process with trend:

€& =V +yt+ pe—1 + 1y, (3.24)
where 7 and 7 are vectors and p is a scalar. I rewrite (3.23) with the new notation

2zt = 1/ox + € + mey, (3.25)

where me; is an I — 1 vector of measurement errors. Since z; affects xy,the latter is not
orthogonal to €; +me;. However, through (3.24)—(3.25) one can derive the following expres-
sion:

ze=1/oxy + 40+t + p(z—1 — 1/oxi—1) + v + mey — pmey—1. (3.26)

ng
ni

24The multiplication by is done to work with wage income rather than wage rates. Since wage income

is directly measured by the CPS, this should attenuate measurement error.
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Because the shocks contain effects that may be correlated with the right hand side vari-
ables, I pick the parameters in order to match the following 2(I — 1) moment conditions:
Elz)_o(An)], Elz_o(Ant)] where n; = vy +me; — pme;—1 and A stands for first difference.?
I use those to estimate p and o through the generalized method of moments, for each value
of p and o, the vectors 7 and v are estimated with OLS.?6 The estimation above is inde-
pendent of the complementarity between labour and capital, 8, this parameter is calibrated
to —.25 in accordance to the literature that suggests a parameter value which induces more

collinearity than the Cobb-Douglas case, see for instance Choi and Rios-Rull (2009). The

next table summarizes the key estimated parameters. Sensitivity analysis over o does not

Table 3.5: Estimation Results

o P « 0
Value 0.85 0.80 0.18 -.25
St. Error 0.48 0.59 - -

seem to affect the results. Testing whether the over-identifying restrictions hold gives a

p-value of .86, this model is therefore not rejected by this test.

Identifying the labour productivity shocks

From the labour demand equation for group one, one can derive:

! 97w (S (zima)°
(1—a)Ay*~"? (Z(zmﬂ") = (2171( ) ) . (3.27)

o o—1
i=1 211

25This solves endogeneity of z, but strictly speaking, measurement error may still be biasing the estimation:
the second moment conditions are true under the assumption that me has autocorrelation equal to p,
otherwise me;—1 could influence z;—1. To deal with this I could instrument z;_».

26 Alternatively, one could pick o to match the mentioned moments and use Arellano and Bond to solve
(3.24) for v, v and p. Either way, the estimator for o is consistent.
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Since we have identified z;/z; through (3.23), it is convenient to rewrite the expression

above as follows

: 07wy (T Czimif )7
) =1\~ / <1
(1—a)Ay'—? Z(zml)" = ( — ) . (3.28)
i1 ™
Substituting this into the production function and solving for A gives
, Wi (E:f:1(zi“@/21)”> ,
A= |y’ - T /(ak?). (3.29)
1

As aresult, z; can be backed out from (3.28) and finally, z; for every i can be derived through
(3.23). With this information, it is now possible to run the counterfactual experiment

mentioned in the introduction.

3.6.2 Calibration of the other parameters of the model

The calibration strategy is to match data between 1999 and 2007 in steady state. The
extent to which the model can also replicate data from 1967 onward provides an interesting

challenge for this model which is used as a test for this framework.

Preferences

I choose the following utility specification for a generic household:

mlto™ 1—|—o'f
mIm Y _
L+om 1+of

u(e, 1™, 17) = In(c) — (’y (3.30)

These preferences are consistent with a balanced growth path. 1/09 for each gender g, is
the constant Frisch elasticity of labour supply. This choice is suggested by the fact that the
relative volatility between groups is stable over time. 2” This parameters are calibrated to

match average relative volatility between groups. To summarize, mean Frisch elasticity is

27Tt also makes the computation somewhat easier: non separable specifications either between labour and
consumption, would make the choice of labour a complex simultaneous system of equations. This way,
instead, the interdependence of each labour decision in households’ first order conditions is limited to the
joint presence of consumption.
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.88, which is within the range of micro-estimates. However, to match the fact that total
men hours are more volatile than the ones for women, men elasticity has to be lower than
the one of women. This parametrization contrasts micro estimates, which suggest that
labour supply for women is less elastic than for men. For the aim of this paper, is however
necessary to match the relative volatility between men and women hours. The inability to
reconcile micro estimates with the relative volatility between men and women hours is an

interesting puzzle which may be interesting to study further in future research.

The discount factor 8 is equal to .99 and the depreciation rate of capital is .07. With
these values, and given the parameters of the production function, the average capital

output ratio predicted by the model is 2.26, the interest rate 0.04 and the saving rate 0.14.

v9, k9; the parameters of the cost distribution of acquiring education - equation (3.3)-
are set to match the gender specific elasticity of the enrollment rate to the wage premium
and the steady state share of highly educated by gender between age 25 and 29 in the period
1999-2007, which is ¢f = 0.36, ¢ = 0.29. 28. Following Heathcote et al. (2010), the degree

of assortative matching in the marriage market, in equation , is set equal to .517.

Shocks

It is convenient to decompose the group specific shocks z; in (3.1) into gender, age and

education specific shocks so that
2 3 2
log(ze) = Y & Iy(i§) + > €0 Tage(i,5) + Y _ e85 Lequ (i, J) + w1, (3.31)
j=1 j=1 j=1

for all 7, t. where I.4,(i,7) = 1 if education in labour group 7 is equal to j and zeros otherwise.

Dummies by gender and age are defined the same way. v;; is a residual capturing what

#See also Heathcote et al. (2010)
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29, 30 The problem can be

cannot be accounted by a combination of the other shocks.
written in vectorial form:

log(zt) =Aer + vy (332)

where z; and v; are respectively the vector of I labour specific shocks and residuals at time
t, ; is the vector of the 7 group specific shocks by gender, age and education. Aisa I x 7
matrix that collects the group dummies introduced in equation (3.31). &, are identified by

minimizing the sum of squares of residuals v4:
Mine,vvy. (3.33)

This problem can be considered a factor model with factors €; and where the factor loading
matrix A is given.

Figure 3.11 shows how closely Ae; can replicate labour specific shocks z;. As it is evident
from the figure, the two are almost identical and hence in the simulations I will only include

Aey and abstract from 4. I assume an AR1 process for &¢:
Et =Y+ p XEr_1+ Ut (3.34)

Where p and u; are assumed to be diagonal matrixes.

Po, the share of new born by gender is simply modeled as an exogenous AR1 process with
parameters pp,, 0p,, the process is estimated over CPS data from the March supplement for
the proportion of people of age 20 over people from 20 to 60. This quite simplistic way to
model fertility has the purpose of generating variable fertility in order to match changes in

the population distribution by age.

2Residuals v;; come about from the fact that labour specific shocks z; for all the groups cannot be
accounted by only 7 shocks: 2 by gender, 2 by education and 3 by age.

39Being this exercise a mere decomposition, it does not affect the estimation of the complementarity across
the labour groups.
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Survival probabilities ¢7 for j = {1,...,40} come from the National Center for Health
statistics Vital statistics of the US, 1992. Since nowone can leave for more than 40 periods,

J = 0.

Labour trends

The fertility rate time series is such that the model replicates the evolution of population size
over time. Initial conditions for the deterministic AR1 processes for women housework Iy,
and the cost of acquiring education k are calibrated so that the model can replicate trends
in the labour composition over the last 45 years. To run simulations, as initial conditions
for the remaining state variables I take the values that solve the model for a steady state in

which the level for the shocks is the average in the first 5 years of the sample (1967-1971).

Figure 3.12 shows actual versus predicted labour shares by education; shares by educa-
tion are partly driven by the exogenous time series for the cost of acquiring education and
partly by the increased wage premium, which comes from labour shocks. Furthermore also
the marriage market plays a role: with positive assortative matching, the value of education
depends on the probability of matching with an educated partner, this component increases

over time as the share of educated increase .

Figure 3.13 shows actual versus predicted labour shares by gender; even in this case
the model does quite well at replicating the increase in the share of hours by women. This
pattern is mainly driven by the exogenous time series of women housework and partly by

the reduction in the gender wage gap.

Hours by age groups is plotted in figure 3.12. It is not to surprising that the model is
somewhat successful as the fertility rate time series is such that the model replicates the

age distribution observed in the data.
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3.7 Computation

The computation of this model presents some challenges that come from the fact that the
state space is quite large: 805 variables, of which 324 are state variables. Furthermore, the
model has to be simulated over a period of time characterized by transition. For this reason,
it is desirable to use a solution method that remains accurate over all the relevant part of the
state space. Large dynamic stochastic general equilibrium models can be effectively handled
by perturbation methods around the steady state when simulations remain fairly close to
the deterministic steady state. This is not the case here because the model is simulated from
starting conditions which are quite far from the steady state. To this aim I propose a new
methodology which essentially consists of applying repeated local approximations over the
entire transition path over the state space, from the initial conditions to the steady state.
In practice, since the transition path is unknown, it is first approximated through the policy
functions obtained by perturbation around the steady state. Then a new perturbation is
conducted in the proximity of the steady state and the new policy functions are used to
simulate the transition path again. This step is iterated until the approximation is made in
the proximity of the initial condition. This method is detailed in the appendix 3.12.1. In
practice, the maximum error with this method is several times smaller than the one with

2nd order perturbation.

3.8 Testing the model

Before carrying out the main experiment of the paper aimed at quantifying the importance of
labour composition shifts for aggregate fluctuations, some tests of the model are performed
in order to get a sense of how this model provides a satisfactory description of the economy,

at least for the dimensions that are relevant for this study.
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Being this framework a theory of aggregate volatility and having calibrated the model
so that it can match the observed changes in the labour composition, the obvious thing to
check is whether the model can replicate the observed trends in aggregate output volatility,

as well as the typical statistics analyzed by the real business cycle literature. 3!

The degree of success over this dimensions will help assess how reliable are the outcomes
of the counterfactual experiment aimed at quantifying the importance of labour reallocation

for aggregate volatility.

3.8.1 Aggregate volatility trend

Table 3.6 contains data and model standard deviations for the whole sample (67-09), the
pre-moderation period 67-83 and for the moderation period 84-00. Looking at the standard
deviation for the whole sample, it can be inferred that the model accounts for 1.09/1.69
or about 65 % of total volatility. Furthermore, columns 2 and 3 show that the model is
quite successful at replicating the volatility slow down between the first and second sub-
samples: in the data, volatility reduced by 31.1 log points (log(2.07) — log(1.51)), in the
counterfactual the reduction is of 29.4 log points. An alternative way to appreciate the
extent to which the model can replicate aggregate volatility over time is offered by figure
3.15 which shows the trend over time of aggregate output volatility. 32 This figure shows
how the model successfully predicts the initial increase (until around 1974) and subsequent
decrease in aggregate volatility. The model under-predicts the volatility rise of the last 10
years, perhaps justifying the effort made by the profession to find theories alternative to

the real business cycle to explain the most recent past episodes.

31Being able to replicate aggregate volatility changes with a neoclassical framework and with a reasonable
parametrizations is not obvious: Arias et al. (2007) show that a Real Business Cycle model with indivisible
labour (see Hansen (1985) for details) driven by productivity shocks can successfully account for the decline
in cyclical volatility of output.

32Qutput volatility is measured as the standard deviation over three consecutive periods. This statistic is
computed period by period to construct a time series. To highlight its trend the figure plots the HP-trend
with smoothing parameter 6.28
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Table 3.6: Standard deviation of output

67 — 09 67 — 83 84 — 00

Data 1.69 2.07 1.51
Model 1.09 1.38 1.03

Notes: Statistics are computed after having HP-

filtered the data with parameter 6.28.

3.8.2 Aggregate business cycle statistics

Tables 3.7 and 3.8 report respectively standard deviations and correlations with output
of consumption, investments and total hours. 33 Consistently with the data, the model
predicts that while consumption is less volatile than output, investments are way more
volatile. The model under-predicts the volatility of hours. The model matches correlations

rather well.

Table 3.7: Standard deviation relative to out-

put

Data Model
Output 1 1
Consumption 0.82 0.68
Investment 4.6 3.6
Hours 0.93 0.38

Notes: Statistics for Consumption and invest-
ment under the column -Data- are computed using
NIPA data.

These statistics remained fairly stable over the whole sample and cannot be held re-

sponsible for the changes in aggregate volatility, see for instance Arias et al. (2007).

33GStatistics are computed after having HP-filtered the data with parameter 6.28.
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Table 3.8: Correlation with output

Data Model
Output 1 1
Consumption 0.90 0.86
Investment 0.94 0.86
Hours 0.85 0.83

3.9 Counterfactual Experiment

In this model, long run trends in hours by gender, age and education come partly from the
dynamics of the wage gap by gender, age and education, and partly through the exogenous
long run trends in the amount of women housework, the fertility rate dynamics and the cost
of acquiring education. Counterfactual experiments consist of removing these latter exoge-
nous trends, while maintaining all the shocks as in the original simulation. This simulation
generates some counterfactual time-series in which the amount of labour reallocation across
groups is greatly curtailed. 3* It is then possible to see how total output volatility evolves
over time in comparison with the original simulation. This very exercise is carried out in
the next subsection 3.9.1. Subsequently, in subsection 3.9.2, these long-run trends are re-
moved one by one in an attempt to asses the relative importance of the labour reallocation

respectively by age, education and gender.

3.9.1 Removing all trends

In this first counterfactual experiment, fertility, educational costs and women housework

are kept at their steady state levels. Figures 3.16, 3.17, and 3.18 show hours shares by

34The part of these trends that comes from changes in wage gaps could be removed by changing the pro-
ductivity processes. This would however make the comparison with the original simulation less transparent.
The fact that some of the long run trends in labour shares remain in the counterfactual experiments make
the quantitative results conservative: being able to remove the remaining trends would foster the results
found in this paper.
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gender, age and education in the counterfactual and original simulations (in the original
simulation, trends in the amount of women housework, the fertility rate dynamics and the
cost of acquiring education, are obviously included). 3% As it can be seen from comparing
with the original simulation, most of the trend in these shares has been removed. Table 3.9
contains the standard deviation of output during the sub-samples of interest: the period
before the great moderation 1967-1983, and the period of the great moderation: 1984-2000.
For completeness, the table also reports the initial period of high turbulence, 1967-1977,

and the last period of the sample: 2001-2009.

Table 3.9: Standard deviation of output over time

67 — 77 67 — 83 84 — 00 01-109
Original simulation 1.48 1.39 0.93 0.53
Counterfactual simulation 1.41 1.33 0.99 0.54

Notes: numbers represent the standard deviation of the percent distance to the HP filter trend with HP

parameter 6.28.

As one can see from the table, volatility would have been about 5% lower during the
turbulent initial years of the sample and reduced much less in the counterfactual than in
the original simulation. The lower volatility in the earlier years depend upon the fact that
labour is distributed in favor of more stable groups in the counterfactual. 3¢ The lack of
trends in these labour shares explains the smaller drop in output volatility over time. The
fact that volatility in the original and counterfactual simulations converges as one moves to
the late part of the sample depends upon the fact that the shares in the counterfactual are

very similar to the ones of the latest part of the sample.

35Consistently with the original simulation, initial conditions are computed by solving the model at a
steady state where the shocks have the values observed at the beginning of the sample.

36This fact highlights how the labour composition not only explains the volatility slowdown over time,
but is also responsible for part of the very high volatility of the early seventies.
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To get a visual sense of how this mechanism is affecting volatility over time, figure 3.19
shows the trend of actual and counterfactual cyclical volatility measured as a 3 years roll
over standard deviation of output.?” As can be seen, counterfactual volatility would have
been lower in the early seventies, and higher in the 90s. To get a syntectic statistic that
quantifies the amount of the great moderation explained, we proceed as in section 3.8.1,
comparing the standard deviations in the first sub-sample (1968-1983) and in the second
one (1984-2000). Between the two sub-samples, aggregate output volatility decreased by
40 log points. Had the shares remained stable as in the counterfactual, we would have
observed a reduction in volatility of 29 log points. Therefore, changes by gender account

for (40-29)/40 or approximatively 26% of the moderation in output.

Last, figure 3.20 shows how labour reallocation played an important role for output
levels: in the counterfactual, not only the economy is more stable, but output levels are much
higher in the early part of the sample: this depends on the fact that, in the counterfactual
experiment, the labour distribution is roughly constant at the end of sample levels, with a

higher level of education and prime age workers.38

3.9.2 Removing trends one by one

Table 3.10 summarizes the various statistics as in table 3.9 in the previous sub-section.
Each line represents a counterfactual experiment where only one of the long run trends are

removed and substituted with their steady state values.

Table 3.11 column 1, reports the various contributions to the moderation and to the
high volatility in the early seventies. Age trends seem to be the most important, although

the other two are non negligible. Columns 2 to 4 report the evolution of output volatility;

3"The point estimate, say, in 1980, is the standard deviation of the relative deviation of output from
HP-trend between 1979 and 1981.

38See Marimon and Zilibotti (1998) for an analysis of the importance of reallocation on growth: they find
that sectoral effects account for more than 80% of the long-run differentials across countries and industries
in employment growth.
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Table 3.10: Standard deviation of output over time

67 — 77 67 — 83 84 — 00 01 —09
Original simulation 1.48 1.39 0.93 0.53
Age 1.46 1.36 0.99 0.52
Education 1.48 1.39 1.01 0.54
Gender 1.44 1.35 0.95 0.54

it is interesting to notice how removing trends by age would have implied lower output
volatility in the period 01-09. This is because in the counterfactual, the share of old does
not increase and the share of prime age does not decrease (see figure 3.17).

These results help to get a sense of the relative importance of each component, however
they have to be handled with caution. The fact that summing up the contribution of each
group does not obtain the result in the previous subsection (reported in the first row of the
table), shows how the contribution of each group cannot be disentangled from the others.
This is because changes in the labour composition by one group may have implications
for the other groups. An interesting case is the one where educational costs are removed,
figure 3.21 shows the implications for hours shares by the 3 groups: the gender gap at the
beginning of the sample would have been even wider. This is due to the presence of the
housework duty for women, which induces men to acquire more education and to work more

hours.
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Table 3.11: Standard Deviations

Great Counterf.-Actual Counterf.-Actual Counterf.-Actual
Moderation St.Dv. 69-76 St.Dv. 84-00 St.Dv. 01-09
All 26.3 A7 6.5 2.1
Gender 10.7 -2.9 1.6 -0.3
Age 19.6 -1.5 6.2 -2.4
Education 18.6 -0.2 8.0 3.3

Notes: numbers are expressed in percent terms. Great Moderation is a measure of the size of the volatility
reduction that is accounted for by changes in the composition of labour. Counterfactual-Actual St.Dv.

measures the percentage difference between output and counterfactual output volatility

3.10 Extensions

This study has focused on the business cycle implications of demographic changes by gender,
age and education. It would be interesting to investigate wether other partitions of the
labour force may show the two characteristics - compositional changes and stable volatility
differences. Changes by sector for instance, may have aggregate volatility implications. It
is well known that the service sector has expanded over time: figure 3.8 plots per capita
hours worked by sector: durables, non durables, services and public sector. The share of
employment over population in the service sector increased relative to the other sectors,
moving from an average of 21 % in the first sub-sample, to 29 % in the second one. As
reported in table 3.12, third column, the cyclical volatility of service hours is lower than for
the other groups. Figure 3.9 plots the relative volatility between hours in the service sector
and manufacturing; the relative volatility remains fairly stable over the entire sample and

significantly below one.

The last column of the table below shows how much of the moderation occurred within

groups; this is the part of the moderation that cannot be accounted for simply by the
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reallocation of workers across these four groups, but it may be explained by the interactions

with the other considered grouping variables.

Table 3.12: Hours Volatility Sector

st.dev(84—07)

workers’share 68-84 workers’share 84-07 st. dev St.dev(65—81)

Manufacturing 12.14 10.24 3.12 76.52
Services 20.61 29.07 1.10 65.33
Public Sect 2.03 2.38 2.79 48.75

Notes: numbers are expressed in percent terms. Workers’ share is the ratio of workers over total
population. St.deviation measures the standard deviation of the percent change of HP filtered hours

with HP parameter 6.28

Figure 3.28 show realized and counterfactual employment by sector. Figures 3.23, 3.25,
3.27 and 3.29 show observed and counterfactual aggregate hours by sector.
Following Jaimovich and Siu (2009), comparing the standard deviations of the growth rates
in the first sub-sample (1968-1983) and in the second one (1984-2007), one gets a measure of
the moderation in aggregate hours: changes by sector accounts for 21% of the moderation
in aggregate hours.
From this simple exercise one may hazard that sectorial changes are the most important
contributors to the great moderation, followed by changes in education, age and gender
composition. Some words of caution are however necessary to state that this numbers do
not quantify the relative importance of each demographic change considered. Suppose, as
it is the case, that women spend more hours working in the service sector than in other
sectors. An increase in women participation rate would then induce an increase in the
share of hours worked in the service sector. Changes by sector would then be a consequence
of changes by gender and the exercise above would understate the importance of gender

composition for aggregate volatility. This said, the result above seems to be sufficient to
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conjecture that compositional changes by sector may also be important on top of the ones

already considered. 3°

3.11 Conclusion

This paper documents that while the composition of the labour force by gender, age and
education has changed substantially over the last 40 years, the relative volatility within
these groups has remained remarkably stable. These facts lead to the conjecture of this
study: that changes in the composition of the labour force have a causal impact on the

evolution of aggregate volatility over time.

The endogenous interaction between these demographic changes and the possible pres-
ence of omitted variables and reverse causality between these groups and aggregate volatil-
ity make accounting exercises and regression analysis not reliable methods and motivate a
structural approach. To this aim, a general equilibrium model of the business cycle with
overlapping generations, educational and marriage choices is developed. The model is able
to replicate at the same time the observed demographic and aggregate volatility changes
and therefore, is a useful framework to quantify the role of demographic changes on aggre-
gate volatility. This is done by running counterfactual experiments aimed at removing the

demographic changes, while maintaining the shocks that generate the business cycle.

If the labour force composition remained stable over time at the levels of the most recent
years, volatility would have been 5 % lower than what was observed in the early 1970s and

6.5% more volatile in the late 80s and 90s. Therefore, the exercise shows how a part of the

398tock and Watson (2005) found that sector reallocation accounts for 8% of the moderation in the
U.S. They considered total production by sector and shifted average sector shares to what they were on
average in the first sub-sample, and then applied to these averages the growth rates observed in the second
sub-sample. Simply maintaining the observed growth rates implies that the service sector, by the end of
the sample, gains much of the share that was artificially removed, thereby understating the average share
redistribution. Furthermore, this exercise does not take into account the endogenous price changes that
follow such redistributions.
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high volatility of the early seventies and of the slowdown in the 1980s is accounted for by

the considered changes in the composition of labour.

The methodology adopted in this paper could be applied to other partitions of the labour
force, for instance, hours in the service sector are less volatile than in other sectors, and the

sharp and steady increase in this sector may have implications for aggregate volatility.

The presence of a causal relationship between the composition of the labour force and the
business cycle is relevant for policies that affect gender inequality, educational attainments
and social security (which affects the labour distribution by age). More generally, this paper
suggests that micro an macro policies can be related, and while it is often useful to study
them separately to maintain tractability, this my come at a cost. Furthermore, this causal
relationship may help improving the predictability of aggregate volatility, this is especially
true given the fact that trends in the composition of labour appear to be quite predictable.4”
For instance, with the ageing of the baby boom generation, the share of prime age workers

is bound to decline over time. Other things equal, this will increase aggregate volatility.

One challenge for this problem was to find a solution method for this large model which
guarantees sufficient precision over all the transition path that characterized the last 40
years. This has been done by developing a technique that can be applied to a wide range
of dynamic stochastic general equilibrium models, which essentially consists of applying

perturbation methods at many points over the equilibrium path.

To summarize, this paper introduces some facts on the relative volatility of hours by
demographic groups, develops a methodology that shows how these facts can help relating
the labour force composition to aggregate volatility, introduces a computational technique

able to solve large scale models with accuracy over a wide transition path.

40 At present, it becomes policy relevant to predict future aggregate volatility: how much should we increase
capital requirements for banks depends on the risk of future crisis.
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3.12 Appendix

3.12.1 Computational Algorithm

Following Schmitt-Grohe” and Uribe (2004) and Klein and Gomme (2011), the model can
be expressed as

Ei(f (@41, Y41, 0, y1)] = 0 (3.35)

where E, is the expectation operator given information at time ¢, x; is a vector of state
variables sorted so that all shocks enter at last, y; is a vector containing all other variables

of the model. #! Solutions to equation 3.35 which satisfy transversality conditions are

ye = g(zt,0) (3.39)

and

Tip1 = h(xg,0) + 0Nyt (3.40)

where, following Schmitt-Grohe " and Uribe (2004), o is a parameter that scales the variance
of n; = [0,u], where u; is a vector containing the shocks’innovations. An approximated
solution can be found by Taylor expanding equation 3.35 around the deterministic steady

state where x; = 441 = Z, y¢ = Y441 = ¥ such that

[ (@41, yer1, 2, y1) = 0. (3.41)
41To familiarize with the notation, consider the following simple model:
MaxFEy Z Btlog(ct)
t=0
subject to feasibility
kivr +ce = ke(1—68) + e k) (3.36)
and to the productivity process
As = pAi_1 + oug,ue ~ d(0,vary). (3.37)
The equilibrium conditions are the last two equations 3.36-3.37 and
1 1 a—1
— = BE; 1+ Aakis —96) ). (3.38)
Ct Ct+1

With z; = [k, A¢] and y: = ¢, the three equilibrium conditions 3.36-3.38 are easily casted into equation
3.35.
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This can be done, for instance, by applying the algorithm of Klein and Gomme (2011).
Taylor expansions of equation 3.41 are done around the steady state. This is because the
steady state is a point which is typically easy to find and where equation 3.41 holds and
equations 3.39-3.40 hold with o = 0. %2 If there is a point Z in the state space for « where

one knows the values 71 = ¢(z,0), ¥y = h(,0) and 71 = h(Z1,0) so that

f(aag\la/x\7@\) = 07

one could take the Taylor expansion there and have a solution well approximated around

that point. 43

The algorithm that I am going to introduce seeks to find points outside the steady state
and on the transition path from a given initial condition zy and for a given sequence of
shocks u;, with the aforementioned characteristics (that satisfy equation 3.41 as well as

equations 3.39-3.40 with o = 0). This is done by backward induction from the steady state.

Call
F(x,0,h,g9) = Ey (f[h(z,0) +on,g(h(x,0) + on,0),x,g9(z,0)]), (3.42)

Where E, is the expectation over n given the state variables . Pick € > 0 small. The

following algorithm aims at providing policies h,, g, with precision
|F(2,0, hg,g.)| <24

for any = on the equilibrium path.

1. Generate a sequence of shocks for T periods, which starts with the given sequence of

shocks u; and that converges to the steady state of the shocks’ processes.

42 A point x1,y1,z,y that satisfies equation 3.41 but not 3.39-3.40, is on a path that violates transversality
conditions.

43The solution is not perfect at Z because a solution of equation 3.41 doesn’t exactly solve 3.35 because
of the Jensen’s inequality. This is independent of whether T is the steady state or not.

4Note that o = 0, that is because the expectation operator in equation 3.42 is replaced by the assumption
of zero innovations.
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2. Taylor expand f (2ss, 9(Zss), Tss, §(Xss)) where x5, g(xss, 0) is the deterministic steady
state of the model, and obtain the the policy functions hss(x, o), gss(x, o). If those are

stable, then go to step 3 (for stability see for instance Blanchard and Kahn (1980)).

45

3. put E() = hss(+) and g(+) = gss(-)

4. Simulate from xy with these policy functions and with ¢ = 1 generating time series
{x}8, {y:}L. 1f the model does not converge to the steady state, increase T and go

back to step 1.
5. Put t ="1T.
6. Pick a point & = az(t — 1) + (1 — a)z(t) with « € (0, 1] such that |F(&,0,h,3)| < &.
7. if |F(#,0,h,§)| > 0, find 77 such that f (z1,71,%,7) = 0 where J; = §(%1,0).

8. Derive the functions h¢—14(:), gi—1,a(-) Taylor expanding f (x1,y1,2,y) around the

latter point (71,91, Z,7).

9. Put h(-) = hi—14(-) and g(-) = gt—1,a(-). if @ < 1 increase it to a number smaller
or equal to 1 and such that |F(z, OJL,@)] < € where  has been updated accordingly:
T = azx(t — 1)+ (1 — a)z(t). Go back to step 10. If « = 1, and t > 2 store
ho@—1)(*) = hi—1,a(-), put t = ¢t — 1 and go back to step 6. If @ = 1, and t = 2,

hpt—1)(-) = hi—1,a(-) and go to the next step.

10. Simulate the model from xy and with the given sequence of shocks u;, using at each

point ¢ = 0, ..., T the policies gy(;)(-; 1), hy(;)(-; 1) with the smallest |z, — z;|.

45This algorithm is described for stable models, it might be possible to extend it for models that are
locally unstable in some regions of the state space. In fact, it could be extended to models that do not have
a steady state provided that a point (Z1, 71,7, 7) such that f (z1,91,Z,7) = 0 is known.
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11. Tterate from point 5 until the time series {z¢,y;}¢ do not coincide with the ones of

the previous iteration. 46

Variations of this algorithm can be conceived; for instance, to increase speed one could
avoid going backward through all the points on the equilibrium path, but make larger jumps
from the steady state until zg. Furthermore, the researcher is free to choose the degree of
the Taylor expansion at each point, but there is not much gain from orders higher than 1;
this is because the Taylor expansion is always very close to the point of interest. I hence

used first order Taylor expansions.

To evaluate the accuracy of this algorithm, I test it on the model in the note at the
beginning of the section and with full depreciation, for which the analytical solution to the
equilibrium conditions, equations 3.36-3.38, is known. I then compare the true equilibrium
path {x},y; }Z with the one generated through this algorithm, {z}*, y;*}J and with the one
generated by a second order expansion around the steady state {z;**, yf**}g For an initial

condition quite far from the steady state, xo = [.2kss, —.5], with variance of the shock equal

to 0.007 47 the maximum error
Mazi[Max (|zf — 27 lyr — ;)] (3.43)

using second order approximation around the steady state is 0.0081. Using the proposed

algorithm, the maximum error

Maz[Maz (|z; — ;"[, [y, — y:"])]

46 Although I don’t have a proof that the algorithm converges to a time series {x:,y:}s, this has been
the case for any model I tried. It typically takes less than 5 iterations. The iteration procedure over the
equilibrium path is reminiscent of the Parametrized Expectation Approach (see Den Haan and Marcet (1990)
and Marcet and Lorenzoni (1999)): both algorithm break the curse of dimensionality by only approximating
the global policy function over the equilibrium path rather than over the entire state space. In practice
however, the Parametrized Expectation Approach may show some convergence problems that make its
implementation hard, especially for high-dimensional applications. See on this respect the improvements
made by Judd et al. (2009) (typically, this approach it is also less accurate because it interpolates across the
points).

4TThis is the typical calibration of a TFP shock in the real business cycle model. The other parameters
are 0 = .33, p = .99 and § = .99.
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is 6.4568e-004, which is 12.5 times smaller than taking the expansion only around the
steady state. Although this result seems impressive, in some sense this exercise understates
the improvement, this is because both methods make the same steady state error due to
the assumption of certainty equivalence and this underscores the improvement over the
transition path, far from the steady state. To isolate the error over the transition from
the one due to the Jensen’s inequality, I run the experiment for the deterministic case, for
which there is no error at the steady state and hence the only error would be due to a bad
approximation when far from the steady state. Using the proposed method, the maximum
error is 3.2116e-007. That is 2.5121e4-004 times smaller than the one made by second
order perturbation around the steady state. I conclude that this algorithm makes a terrific

improvement respect to perturbation around the steady state.

In this example the code takes a few seconds to run on a laptop. Solving the main model
of the paper in section 3.5 takes more time, I therefore avoid going backward between the
points on the equilibrium path, but make larger jumps (Taylor expand every point and
maintain « equal to one) from the steady state until zg. With these larger jumps, the
model can be solved in a laptop in 37 minutes and the approximated solution is 2.15 times

more accurate than local perturbation around the steady state in the sense of equation 3.43.
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3.13 Figures

Hours by Gender
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Figure 3.1: Hours by gender
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Figure 3.2: Hours volatility ratio by gender.

Notes: In each period ¢, the figure plots the ratio of the standard deviation of hours over a period of 18
years centered at year t. Confidence intervals are calculated assuming that the time series follows an AR 1

process.
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Figure 3.4: Hours by age.

Notes: young workers range from 15-29 years old. Prime age ranges from 30-50. Old are the ones above 50.
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Hours volatility ratio by gender
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Figure 3.5: Hours volatility ratio between prime age and young.

Notes: In each period t, the figure plots the ratio of the standard deviation of hours over a period of 18

years centered at year t.

Hours by Education
022

0z

0.18

0.18

0.14

hours

012

01
008
high
0.06

0.04

0.02 L L L L L L L L L
1960 1985 1970 1975 1950 1885 1990 1995 2000 2005 2010
year

Figure 3.6: Hours by education.

Notes: By high education it is meant at least four years of college.
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Figure 3.7: Hours volatility ratio by education groups.

Notes: a. In each period ¢, the figure plots the ratio of the standard deviation of hours over a period of 18

years centered at year t.
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Figure 3.9: Hours volatility ratio between services and manufacturing.

Notes: In each period ¢, the figure plots the ratio of the standard deviation of hours over a period of 18

years centered at year t.
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Figure 3.12: Data vs model labour shares by education
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Figure 3.13: Data vs model labour shares for by gender
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Figure 3.14: Data vs model labour shares for by age groups
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Ciclical volatility aggregate income
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Figure 3.15: Output volatility over time, data versus simulation
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Figure 3.16: Hours shares by gender, original versus counterfactual simulation
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Figure 3.17: Hours shares by age, original versus counterfactual simulation
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Figure 3.18:

Figure 3.19:
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Figure 3.20: Output, original versus counterfactual simulation
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Counterfactual employment shares by group
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Figure 3.26: Actual vs counterfactual employment without trend in education.

Notes: Counterfactuals are in dashed line.
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Figure 3.28: Actual vs counterfactual employment without trend in sector
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Chapter 4
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Abstract

This paper studies optimal Ramsey taxation in a version of the neoclassical growth model
in which investment becomes productive within the period, thereby making the supply of
capital elastic in the short run. Because taxing capital is distortionary in the short run,
the government’s ability/desire to raise revenues through capital income taxation in the
initial period or when the economy is hit with a bad shock is greatly curtailed. Our timing
assumption also leads to a tractable Ramsey problem without state-contingent debt, which

gives rise to debt-financed budget deficits during recessions.



4.1 Introduction

This paper studies optimal fiscal policy in a version of the neoclassical growth model in
which capital is elastically supplied even in the short run. This is accomplished by letting

investment in capital become productive within the period.

It is well understood that the conventional timing in the neoclassical growth model,
in which the size of the capital stock today is the result of past investment decisions,
implies that capital is inelastically supplied in the short run. It should be equally clear
that a by-product of this conventional timing assumption is at the heart of many well-
established results within the optimal taxation literature. A prominent example is the
well-known prescription to tax initial holdings of assets at confiscatory rates, a result that
Chamley (1986) and much of the subsequent literature tries to circumvent by imposing
bounds on tax rates: without these exogenous bounds, a first-best allocation obtains, an
obviously uninteresting problem. Tax rates over the business cycle are similarly dictated
by the conventional timing of the neoclassical growth model. Every period, the government
promises not to distort the return to investment while at the same time announcing that
recessions will be financed with unusually high taxes on capital income, and wvice versa
during booms. This strategy is clearly optimal as the government can avoid distorting
investment decisions ex ante while at the same time having the ability to exploit the fact
that since the stock of capital is fixed ex post, taxing/subsidizing its return represents a

non-distortionary way to absorb shocks.

This paper shows that changing the timing of events in the neoclassical growth model
in such a way as to make the supply of capital elastic in the short run drastically alters
the prescription that emanates from standard Ramsey problems. Our assumption that
investment in capital becomes productive within the period gives individuals an alternative

to supplying capital, namely consuming, which is not present under the conventional timing.
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Knowing that this alternative exists limits the ability and desire of the government to use
capital income taxes to finance government expenditures, either in the initial period or over

the business cycle.

One of our main results, as eluded to above, is that the solution to the Ramsey problem
features a unique non-trivial level of distortions. While the level of distortions depends on
individuals’ initial holdings of debt and capital, it does not rely on the presence of bounds
exogenously imposed on the Ramsey problem. As such, the trivial result that the solution
to the Ramsey problem without imposing exogenous bounds is time-consistent does not

hold in our environment.!

Next we offer a complete characterization of the behavior of tax rates in a stochastic
environment in which the government has access to state-contingent debt. Under a class of
utility function in which consumption and leisure are separable, we show that neither the
labor nor the capital income tax varies over time, and that the tax on capital is zero in
all but the initial period. Under Cobb-Douglas utility, both tax rates become pro-cyclical,
that is, they are low during recessions. In either case, the government uses state-contingent
government debt as a shock absorber, much like the ex post capital income tax is used
for that purpose in Chari et al. (1994). As a result, debt and the primary deficit move in
opposite directions, a result which Marcet and Scott (2009) showed was pervasive in models
in which the government has access to state contingent government debt. This leads us to

study a Ramsey problem under incomplete markets.

The Ramsey problem without state-contingent debt is quite tractable in our framework.
Technically, this tractability emanates from the fact that our first order conditions can be

expressed in terms of prices as a function of quantities. This allows us to write down a

!The conventional solution entails taxing the initial return on capital at confiscatory rates, and to finance
all future government expenditures through the return on that capital. This solution turns out to be highly
distortionary under our environment. The contrast in results across the two environments is reminiscent of
the Lucas (1980) vs Svensson (1985) timing issue in cash-in-advance models, as shown in Nicolini (1998).
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version of the Ramsey problem, known as the primal, in which the the government chooses
quantities subject to a sequence of implementability constraints which can be studied using
techniques developed in Marcet and Marimon (1995). The upshot of this problem is that

in this environment the government runs debt-financed primary deficits during recessions.

Our work complements that of Farhi (2005), who uses the conventional timing but
imposes that the government sets capital income tax rates one period ahead in order to
mitigate the free lunch associated with volatile ex post capital income tax rates. In our
model, the ability of agents to build and use capital within the period, makes capital elastic
enough to obtain less volatile capital taxes compared to Farhi (2005). In fact, unlike Farhi
(2005), the prescription of our model is to finance recessions with deficit, in line with the
empirical findings of Marcet and Scott (2009). In Farhi (2005), although taxes on capital are
set in advance, they are not distortive enough to prevent the government to run surpluses
during recessions. To the same end, Scott (2007) and Marcet and Scott (2009) rule out
capital income taxes altogether and show that the implications of their model without state
contingent debt is more consistent with the data than models with state contingent debt.
In particular, with incomplete markets government debt and the labor tax rate inherit a
unit root component which, as emphasized by Aiyagari et al. (2002) in a model without
capital, lends some support to Barro (1990)’s conjecture. Qualitatively, our simulations

confirm that these results hold even when the government sets capital tax rates optimally.

Before moving to the description of our economic environment, our central assumption
that investment becomes productive within the period deserves some comments. First, we
show in the appendix that this assumption can be viewed as the opposite from the equally
extreme conventional assumption that today’s investment only becomes productive in the
next period. Second, we view this assumption more as a way to introduce some elasticity to

the supply of capital rather than a way of improving the realism of the neoclassical growth
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model. There are countless issues for which the conventional timing assumption is either

desirable or, at least, innocuous.? Optimal taxation is just not one of those issues.

The rest of the paper is organized as follows. The next section presents our general
economic environment, which consists of the neoclassical growth model with an alternative
assumption. In Sections 4.3 and 4.4 we set up and analyze a deterministic and a stochastic
Ramsey problem, respectively. Section 4.5 is devoted to the analysis of a Ramsey problem

without state contingent debt. A brief conclusion is offered in Section 4.6.

4.2 General Economic Environment

The economic environment we consider is similar to that of Chari et al. (1994): a one-
sector stochastic neoclassical growth model. As emphasized in the introduction, the main
distinguishing feature of our model is that current investment in capital becomes productive
immediately. In this section, we introduce the general economic environment. We later
study special cases of this environment, starting with a deterministic version, followed by

stochastic versions with and without state-contingent government debt.

Time is discrete and lasts forever. Each period the economy experiences one of finitely
many events s; € S. We denote histories of events by s’ = (sg, s1,...,5;), where sq is
taken as given. As of date 0, the probability that a particular history s’ will be realized is

denoted 7(st).

Production The production technology is represented by a neoclassical production func-

tion with constant returns to scale in capital (k) and labor (1)

y(s') = f(k(s"),U(s"), 50) = A(sVk(s")U(s")' ™, (4.1)

2In fact, the first-best allocations under both timing assumptions are essentially indistinguishable.
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where A(s;) represents the state of technology in period ¢, y(s') denotes the aggregate (or
per capita) level of output, and k(s?) and I(s*) denote capital and labor used in production.
Output can be used either for private consumption (c(s')), public consumption (g(s')), or

as investment (i(s')). Feasibility thus requires that
c(s') +g(s") +i(s") = f(k(s"), 1(s"), 51). (4.2)

What distinguishes this paper from others in the literature is our law of motion for capital,

defined via

i(s') = k(s') + 0k(s') — k(s ). (4.3)

Noticed that since investment or capital becomes productive immediately, it is used in
production and depreciates within the period. In this way, the supply of capital is elastic

even in the short run.

The usual properties of the neoclassical model hols: the capital to labor ratio is inde-
pendent of scale, firms make zero profits in equilibrium, and factors are paid their marginal

products:

Fst) = Ju(k(s), 1(s"), 50) — 8 = f(s") — & (4.4)

(s = filk(s) ")) = (s, (45)

Households The economy is populated by a large number of identical individuals who
live for an infinite number of periods and are endowed with one unit of time every period.
Individuals’ preferences are ordered according to the following utility function

>N AU (e(sh), 1(sY)), (4.6)
=0 st
where c(s!) and I(s') represent consumption and hours worked at history s’. We assume

that the felicity function is increasing in consumption and leisure (1 — lst), strictly concave,
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twice continuously differentiable, and satisfies the Inada conditions for both consumption

and leisure.

Each period individuals face the budget constraint
o(s") +k(s") + D alsest|s")b(ser1]s") = w(s)(s") +7(s)k(s") + k(s +b(si|s"™1) (4.7)
St41

where w(s?) = [1 — 7%(s")]w(s?) and r(st) = [1 — 7%(s!)]#(s'), and where ‘hats’ denote pre-
tax prices. The fiscal policy instruments 7% and 7%, as well as government debt b(ss1]|s?)
will be discussed in detail below. Notice that capital and government debt are treated
rather symmetrically in budget constraint (4.7)—except of course for the fact that the size
of the capital stock and its return cannot depend on the state tomorrow. In other words,
the price of one unit of capital tomorrow is 1 — r(s?), much like the price of a bond which
pays one unit of consumption good tomorrow in state s;41 costs q(s;11]st). As we will see
later, the symmetry is even clearer without uncertainty or in the absence of state-contingent

government debt.

Letting p(s') denote the Lagrange multiplier on the budget constraint at history sf, the
first order necessary (and sufficient) conditions for a solution to the consumer’s problem are

given by (4.7) and

Bir(s"U.(s") = p(sh), (4.8)

Bir(sHU(s") = —w(s)p(sh), (4.9)

at all dates t and histories s’ for consumption and labor,

—p(s) (1=r(s)) + D _p(s™) =0, (4.10)

St41

at all dates t and histories st for capital,
= p(s")a(sels") +p(s™) =0, (4.11)
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at all dates t, histories s’, and all states s;y1 tomorrow for bond holdings, as well as the

transversality conditions
limp(s')k(s') = 0, (4.12)
m}_, p(st1)b(s141]st) = 0. (4.13)

Under complete markets, it is well knows that these first order conditions and the budget
constraint can be conveniently combined into a single present value constraint, as stated

next:

Proposition 1 Under complete markets, an allocation solves the consumer’s problem if
and only if it satisfies equations (4.7)—(4.13), or, equivalently, if and only if it satisfies the

implementability constrain 3

> Bi(s') [Ue(sh)e(s") + Un(s)i(s")] = Ao, (4.14)

t,st

where Ay = Uc(s0)[k—1+b_1], and k_1 and b_; are initial amounts of capital and government

debt held by individuals.

Proof. The proof is standard. [See for example Chari et al. (1994).] |

The Government The government’s role in this economy is to finance an exogenous
stream of government expenditures, g(s!). The fiscal policy instruments available to the
government consist of a proportional labor income tax 7% (s!); a proportional capital income
tax 7F(s!); and issuance of new government debt b(ssy1|st).* At date t, the government’s
budget constraint is as follows:

g(s") +b(sels'™") = D alseralsblsera]s’) + 7 (s )V (s)I(s") + 7" (") (s )k (s").  (4.15)

St+1

3To obtain the implementability constraint, multiply the budget constraint (4.7) by p(s'), add them up,
and use the first order conditions (4.8)—(4.11) to replace prices.

4 Although we use the term capital income tax throughout the paper, the tax can just as well be thought
of as applying to interest on government debt simply by defining these prices appropriately. We chose the
current formulation as it is simpler.
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The government thus has to finance government expenditures as well as debt issued yes-
terday that promised to pay in the event that s; would occur today. In addition to taxing
capital and labor income, the government can raise revenues by issuing new (state contin-

gent) debt.

4.3 Deterministic Ramsey Problem

Before analyzing the general stochastic model introduced in the previous section, it will
prove instructive to study a deterministic version of the model first. The intuition from this

simpler model will in some sense carry over to the more complicated stochastic environment.

Accordingly, we set up a standard Ramsey problem for a deterministic version of the
model. As is well known, there is an equivalence between choosing fiscal policy instruments
directly and choosing allocations among an appropriately restricted set of allocations.®
The government’s problem consists of maximizing the utility of the representative indi-
vidual (4.6) subject to the implementability constraint (4.14) and feasibility (4.2).% If we

denote A the Lagrange multiplier on the implementability constraint, we can then define

the pseudo-welfare function W by
VV(Ct7 lt, )\) = U(Ct, lt) + A (UCtCt + Ultlt)

The Lagrangian associated with the Ramsey problem, given k_; and b_1, is thus given by:

o0

L(k_1,b_1) =min max W enlp A) — AU (k1 b
(=) A {Ct,lt,kt}footzzgﬁ (t t ) o(k-1 1)

subject to the feasibility constraint

ce + gt + ke = f(ke, 1) — 0k + k1.

®See Chari and Kehoe (1999) or Erosa and Gervais (2001).

5Tt is well known that if an allocation satisfies the implementability constraint and the feasibility con-
straint, it must also satisfy the government budget constraint (4.15)—see Chari and Kehoe (1999) or Erosa
and Gervais (2001) for example. Accordingly, we omit the proof.
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It should be clear that one can replace the feasibility constraint into the objective function,
and that the labor supply can be assumed to satisfy an optimality condition. Accordingly,

slightly abusing notation, the Ramsey problem can be rewritten as

L(k‘,l, bfl) = m)%n max {W(kl, ]{70, )\) - )\UCO(k‘,l, bfl) + Z 5tW(k‘t,1, k’t, )\)}
t=1

{ke}iZo
Notice that the last term inside the maximand is a standard recursive problem: if we define
V(k,\) via
V(k,A) = max {W (kK. ) + BV (K, ) },

then the problem becomes

L(k‘_l, b_l) = m/\inrrllgax {W(k’_l, k(), /\) — /\UCOCL_1 + ,BV(]C(), /\)}
0

= Hl)\il’l ‘7(]{—17 b—17 )‘)7

where V is the value of the maximand evaluated at the optimum for any given value of A.

Figure 4.1 shows the shape of the value function V as a function of A, given some values
for initial assets.” What this Figure shows is that without any restrictions on the fiscal
policy instruments or otherwise, the optimal degree of distortions, as represented by A, is
non-zero. Indeed, labor income is taxed at a rate of 19% in the long run. Capital income is

not taxed in the long run: this can be shown formally as we will see in the next section.

The fact that it is optimal to distort this economy is in sharp contrast to results obtained
under the more conventional timing whereby investment made during the period only be-
comes productive the next period. The reason is well known: under conventional timing,
taxing initial assets represents a lump-sum way to raise revenues for the government, as
these assets were accumulated in the past. Accordingly, the optimal fiscal policy entails

taxing these initial assets at ‘confiscatory’ rates, or just enough that the government can

"Initial capital is set to 1.5 and debt to 0. See section 4.5.3 for the calibration of the parameters.
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finance government the present value of its spending. In terms of Figure 4.1, the value func-
tion V would be a strictly increasing function, with its minimum at exactly zero, meaning

that a first-best outcome would be attained.

The intuition for our result comes directly from our timing assumption. Since investment
becomes productive immediately, and its return is realize during the period, taxing capital at
date zero becomes distortionary: individuals do not have to supply their capital accumulated
from the past. They can, and will, consume large amounts if the government tries to tax
their capital away. Realizing that fact, the government does not confiscate initial assets.
Nevertheless, in the numerical example underlying Figure 4.1, the tax rate on capital is
very high, around 696%.8 As a result, consumption at date 0 is around 50% higher than
in period 1, which is itself slightly below its steady state level. The tax rate on labor at
date 0, however, is negative 20%: this makes leisure relatively expensive in that period,

thereby increasing the labor supply.

The general message of this analysis is that the government’s ability to use capital
income taxes in a lump-sum fashion disappears once the supply of capital is elastic. This
simple yet powerful message will also be at the heart of our findings in a stochastic economy,

to which we now turn our attention.

4.4 Stochastic Ramsey Problem

To study optimal policy in this environment, we proceed as in the previous section and
set up a standard Ramsey problem. With A still denoting the Lagrange multiplier on the

implementability constraint, the pseudo-welfare function W now reads

W(c(sh),1(s"),A) = U(c(s"), 1= U(s")) + A [Ue(s")e(s") + U(s")I(s")] .

8While capital income taxes are very high in the initial period, they are clearly not sufficiently high to
eliminate all future distortions, as discussed above.
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The Ramsey problem is thus as follows:
L(k_1,b_1) = min max Bir(sH W (e(s),1(s%), A
(bovbo) =min e gz (s W (c(s"), (), A)

— \Uu(s0)[k—1 + b_1]

subject to the feasibility constraint (4.2), keeping in mind that the government budget

constraint must holds and so does not constraint the solution to this problem.

The government typically has more instruments than it needs, in the sense that many
tax codes can decentralize any given allocation (e.g. see Zhu (1992) or Chari et al. (1994)).
Such is not the case in our environment: our tax code is unique, in the sense that any given
allocation can only be decentralized by a single tax system. Technically, this comes from the
fact that the tax rate on capital is pined down by the marginal product of capital (4.4) as
well as the optimality conditions (4.8) and (4.10): for any implementable allocation, there
exists a single value of the capital tax which makes these two equations hold. Intuitively,
the indeterminacy under conventional timing comes from the fact that an allocation can,
for example, be implemented with a tax rate on capital that varies with the state tomorrow
and risk-free debt, or with a flat tax on capital income tomorrow and state-contingent
debt. Here, the capital income tax applies to the return to investment made during the
period, so it is uniquely determined even with state-contingent debt. It follows that ruling
out state-contingent debt is not innocuous in our environment, as we will see in the next

section.

The optimality conditions of this Ramsey problem are quite simple, and can be ana-
lyzed analytically. Let S'¢(s') represent the Lagrange multipliers on the feasibility con-

straint (4.2). The first order conditions with respect to consumption, labor, and capital,
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are, respectively,

m(sYWe(s") = ¢(s); (4.16)
m(sHWis") = —fi(s")e(s"). (4.17)
d(s)[1— (fi(s) = 0)] = B (st (4.18)

4.4.1 Optimal Fiscal Policy

The rest of this section is devoted to characterize optimal fiscal policy. Our characterization,
which requires making assumptions about the form of the utility function, involves in turn

the labor income tax and the capital income tax.

Our first two Propositions show that while the labor tax does not depend on the state
of the economy if the per-period utility is separable between consumption and labor and
both part exhibit constant elasticity of substitution (CES), it becomes pro-cyclical when

individual care about leisure, even if the utility function is CES in leisure.

Proposition 2 Assume that the felicity function is separable, U(c,l) = u(c) + v(l), with
u(c) and v(l) both exhibiting constant elasticity of substitution. Then the taz rate on labor

mcome 18 invartant to the productivity shock.

Proof. Combining the first order conditions with respect to consumption (4.16) and la-

bor (4.17) from the Ramsey problem and using (4.5), we get

Wl(st)
We(st)

= (s, (4.19)
The derivatives W, and W, are given by

Wc(st) = (1+ )\)Uc(st) + /\Uc(st)Hc(st),

Wl(St) = (1—i—)\)Ul(St)—i-)\Ul(st)Hl(St),
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where

Uec(sh)e(st) + U i(sh)i(sh)

Hc(st) U.(st) )
Hi(sh) Ul,c(st)c(sgl?;tl)fl,l(St)l(st) .

Now pick two histories as of date ¢, s' and 5. From (4.19), it must be that

Wi(s") Wi ()

We(st)w(st)  We(88)w(st)’

or, equivalently,

[T+ X+ XH (sH]Ui(s") [T+ X+ AH (3] Ui (5)
[14+ A+ MH ()| Ue(st)i(st) — [1+ X+ AH.(8)| U (80w (5)

Since the felicity function is separable, the functions H. and H; become

Hc(st) = ((itc)(s ’
(s = D)

And since the sub-utilities for consumption and labor are both from the constant elasticity
of substitution class of utility, that means both H. and H; are constant. Accordingly, the

last expression reduces to

Ui(sYU(3) _ (s")

Ue(s)U(5) — (s")’

But the first order conditions for consumption and labor from the household’s problem

(equations (4.8) and (4.9)) under histories s* and s imply

Uls')U(5") _ w(s’) _ (1= 7"(s")i(s")
U0~ ()~ (1= 7o()a ()

For the last two equations to hold it must be the case that 7% (st) = 7 (s%). |

The intuition for this result is that because the elasticity of the labor supply does not

vary with the shock, there is no reason for the government to tax labor at rates that vary
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with the shock.” Note that the previous result does not apply when individuals care about
leisure, as opposed to disliking labor. The following proposition shows that indeed labor

income taxes will in general not be constant when individuals care about leisure.

Proposition 3 Assume that A > 0 and that the felicity function is given by U(c,l) =
u(c)v(l), with u(c) = (1 — o) e =7 and v(l) = (1 — 1)*=9) = (1 = )", with o > 1 and
v >0, and In(c) + nln(1 — 1) for o = 1. Assume that there exist two states s' and st such
that 1(s') > 1(8"). Then 7%(s') > 7V(8") if and only if

~1
A< a0 (4.20)

Proof. From equations (4.8)—(4.9) and (4.19), the tax rate on labor income is given by

A(Hl(st) — Hc(st))
1+ A+ AH(s?)

(st = (4.21)

Under the stated utility function, H. and H; are such that

—1
H(s") — He(s") = ———
l(S) C(S) l_l(st)v
1 —nl(st)
Hst) = —o+ TV
() = =0+ T
Using these expression in equation (4.21) we have
A

7 (s")

T 1Mo —2)—U(sH(A+ A1 — o)1+ 1))
It follows that the tax rate is higher under state s’ than &' if the term in from of labor is

positive, which is the condition given above. [

Note that we need to assume that the economy is distorted (A > 0), otherwise all taxes
are zero. This Proposition establishes that whenever condition (4.20) is satisfied, if labor

is pro-cyclical, so will the tax rate on labor income. Note that under logarithmic utility,

9Evidently, the same argument can be made using s°~* and s’ as the two histories, which means that the
tax rate on labor is not only state-independent, but also constant over time.
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i.e. when o = 1, the condition is always satisfied. It becomes less likely to be satisfied as
individuals become more risk averse, i.e. as o increases. As such, this Proposition is useful
to interpret the finding in Chari et al. (1994) that the correlation between the shock and
labor taxes changes sign as they change the risk aversion parameter. Finally, note that what
is key is whether the utility function exhibits constant elasticity of substitution in labor or
in leisure. When it is CES in leisure, the labor supply elasticity varies with the level of the
labor supply, becoming more inelastic as the labor supply increases. This is in contrast to
our previous proposition, where the labor supply elasticity was invariant to the level of the

labor supply.

Our next results pertain to the tax on capital. We first show that capital income
should not be taxed if the utility function is separable and exhibits constant elasticity of
substitution in consumption. We then argue that under non-separable preferences, the tax

rate on interest income is likely to be pro-cyclical.

Proposition 4 Assume that the felicity function is separable, U(c,l) = u(c) + v(l), and
that u(c) exhibits constant elasticity of substitution. Then the capital income tax rate is

zero at all dates and histories (other than the first period).

Proof. Recall that the first order conditions (4.8) and (4.10) from the households’ problem

imply that
t+1 ( t+1)

- e (4.22)

St+1

Similarly, combining first order conditions (4.16) and (4.18) from the Ramsey problem we

have
T t 1 t+1
[ (f2(sh) - 8)] = -y ﬂ ’ it; ). (4.23)

St+1

But with separable utility and constant elasticity of substitution,
Wo(s") = (1 + X+ XH (")) Ue(s') = (1 4+ X — Ao)U.(s"),
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where o is the inverse of the intertemporal elasticity of substitution. Hence we can re-
place W, with U, in equation (4.23). But then the only way for both equation (4.23) and

equation (4.22) to hold is if we have 7%(s?) = 0. |

This Proposition is in sharp contrast to the results in Chari et al. (1994), where the
ex post tax rate on capital income is extremely volatile.!® The intuition is that in their
set up, the return on investment made today is taxed tomorrow. Since the investment
decision has already been made when the tax authority sets the tax rate on capital income,
this instrument is extremely useful to absorb shocks to the budget of the government. For
example, if the economy experiences a bad shock today, then the government will tax capital
income at a high rate to absorb the loss in revenue. The more persistent the shock is, the
higher the tax rate. In fact, under standard parameter specifications, the increase in capital
income taxes is so large that the government runs a primary surplus in the period of a
negative shock, thereby absorbing the future path of low government revenues with very
little change to the tax rate on labor income. Of course, the tax authority always promises
individuals that on average capital income will not be taxed. This is what Chari et al.
(1994) refer to as the ex ante tax rate on capital income, which, under the assumptions of

proposition 4, is zero.

In our setup, the return on capital is known at the time individuals make their investment
decision, thereby eliminating the distinction between ez ante and ex post taxes on capital.
In particular, the tax authority no longer has the ability to absorb shocks in an essentially

non-distortionary fashion using the capital income tax as a shock absorber.

Under more general preferences, the tax rate on capital will not in general be equal to
zero. For instance, if U(c,1) = u(c)v(l), with u(c) = (1—0) "'~ and v(l) = (1-1)(1=7) =

(1—1)" with 0 > 1 and v > 0, then capital income will tend to be subsidized in bad times

10As pointed out at the beginning of this section, however, one should keep in mind that this statement
implicitly picks one of many potential tax codes.
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and taxed in good times. To see this, note that the function H.(s!) under this utility

function is given by

H(s) = 0 =y

which, since < 0, is increasing in [. Now from equations (4.22) and (4.23), we have

1—r(s') D, T8 (L+ X+ AH(s"))Ue(s") (4.24)
1—7(st) 25t+1 W(stH]st)(l i /\Hc(st—i-l))UC(st—i-l)' .

When this ratio is smaller than 1, capital income is subsidized, and capital income is taxed
if the ratio is greater than 1. In particular, capital income is subsidized when H.(s!) is
relatively low, i.e. when the labor supply is relatively low. Much like the labor income tax,

the capital income tax is thus likely to be pro-cyclical as long as labor is pro-cyclical.

The results of this section tell us that depending on the form of the utility function,
labor and capital income taxes can either be acyclical or pro-cyclical. However, these results
are silent as to the behavior of government debt over the business cycle, even if taxes are
pro-cyclical. This is because with state contingent government debt, it may be optimal
for the government to commit to a policy that involves repaying a lower amount of debt
during recessions—a partial default of debt in the words of Chari and Kehoe (1999). This
can easily be established by deriving a present value budget constraint for the government.
By substituting forward b(s**!|s?) into the government budget constraint (4.15), letting
ps(st) = 7 (sH)w(sh)i(st) + 7% (s')7(s!)k(s') — g(s') denote the primary surplus, one obtains

the following representation for debt:

b( +ZZ T+1‘S T+1’8t).

T=t Sr41

The equation above clearly states that any shock that reduces the present value of primary

surpluses induces a reduction in debt.

To conclude, our model implies that while the primary deficit can be counter-cyclical
(i.e. tax revenues are low in bad times and high in good times), the presence of state-

contingent government debt can make government debt pro-cyclical and thus negatively
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correlated with the primary deficit, a phenomenon which we typically do not observe (see
Marcet and Scott (2009)). Accordingly, we now turn our attention to a situation in which

the government only has access to risk-free debt.

4.5 Ruling out State-Contingent Debt

Ruling out state-contingent debt in the standard neoclassical growth model has proven
difficult (e.g. see Chari and Kehoe (1999)). In our framework, however, this task is quite
tractable. To see this, consider the consumer’s budget constraint without state contingent

debt:
c(sh) + k(sY) + q(sHb(s") = w(s)I(s") + r(s')k(s") + k(st_l) + b(st_l). (4.25)

It should be clear that the first order conditions for consumption, labor, and capital, equa-

tions (4.8)—(4.10), remain valid under this budget constraint. These equations imply that

£y _ Ui(s")
'U)(S ) - _UC(St)7
St+1
1 —T’(St) _ BZ?T(St+1| t)U[c](C( t))’

which can be replace in the budget constraint to obtain

1 St
o(s') + (k(s") + b(s))B D w(s"|s") Uels (;)) Z—gi((st))l(st)—i-k(st1)—|—b(st1). (4.26)

St+1
Of course, without state-contingent debt these budget constraints can no longer be expressed
as a single present-value budget constraint. Ruling out state-contingent debt amounts to
imposing a sequence of budget or implementability constraints of the form above. The
difficulty in the neoclassical growth model under conventional timing is that the interest
rate cannot merely be substituted out because it appears within an expectation sign in the

Euler equation.
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Given the form of the implementability constraint (4.26), we can use the methodol-
ogy developed in Marcet and Marimon (1995) to obtain the following Ramsey problem in

Lagrangian form:

_ : t t
L(k-1,b-1) = OB el R ety ZSZB { (s"),1(s"))

A <c<st> ¥ gj‘;;ust) R <6 ) U

— AT (k(sY) + b(stfl))Uc(st)} (4.27)

subject to feasibility (4.2) at all dates and histories, given k_; and b_1, with A_; = 0.

4.5.1 Analysis

We first establish that the evolution of the multiplier A, which reflects the distortionary
nature of taxation over time, contains a permanent component—a result first discussed in
Aiyagari et al. (2002) in a model without capital, and more recently by Scott (2007) in a
model with capital in which capital income taxation is ruled out. To establish this result,
notice that the first-order condition for government debt states that

Z Bt (st ()\(St)Uc(stH) _ /\(stH)UC(stH)) -0 (4.28)

stt1|st

Since A(s') is known at history s?, it can be taken out of the expectation, establishing that

Yoe, T(sTHSHU(sTHA(s)
Doy TSHHOUL(sY)

so that the multiplier A follows a risk-adjusted Martingale. An interesting special case,

(st =

(4.29)

which we study in more details below, is one where the felicity function is quasi-linear, i.e.
U(c,l) = ¢+ v(l). In this case, the marginal utility of consumption is constant at unity,
and so the stochastic process for the multiplier A becomes a martingale. Indeed, Farhi
(2005) shows that if the government faces natural debt limits and the stochastic process

governing the state s; converges to a unique (non-degenerate) stationary distribution, then
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A+ converges to zero, which implies that the Ramsey allocation converges to a first-best

allocation (i.e. all taxes are zero in the long run). This result holds in our economy as well.

In general not much can be said analytically about the behavior of optimal taxes in this
environment. In particular, nothing can be said about the labor income tax, at least as far
as we can tell. For the capital income tax, we will now establish one special case where it is
always zero. If we let B'm(s!)d(s!) be the multipliers on the feasibility constraint, the first
order condition with respect to capital reads

+ Z 5t+1ﬂ'(8t+1) (/\(St—i-l) _ )\(St)) Uc(st—l—l)

sttl|gt

+ (o) (1 (fuls) = 8)) + 3 B m(s"H)a(s') =0,

st+1|st
which, given (4.28), implies that

T 8t+1 St+1
1 (fi(sh) —0) =1 —#(s') = Lot 'Switgqb(st;(b( ). (4.30)

As usual, recalling equation (4.22)—which holds here as well—interest income should not
be taxed if the shadow value of resources is equal to marginal utility at all dates and states,
i.e. if ¢(st) = Ue(s?).1t This will in general not be the case, even under a per-period utility
function separable between consumption and leisure. In this case, the value of the multiplier

¢, from the first order condition for consumption, is given by
p(s") = Ue(s') + A(sh). (4.31)

This equation highlights the role of A as a measure of distortions. Clearly, whenever A
is not zero, taxes on capital may not be zero. There is, however, one special case under
which we can establish that capital income should not be taxed, as we state in the following

proposition.

"Note that this is a necessary condition, but there can be cases in which the equation does not hold and
yet the tax on capital is zero.
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Proposition 5 If the per-period utility function is quasi-linear in consumption, i.e. U(c,l) =

c+v(l), then the tax rate on capital income is zero.

Proof. First note that under this utility function, because the marginal utility of con-
sumption is fixed at unity, (4.22) implies that 1 — r(s!) = 8. From (4.31), the value of the
multiplier on the feasibility constraint is given by ¢(s') = 1 + A(s'). Furthermore, (4.29)

implies that A(st) = Y. 7(stTls)A(s'T!). Using these facts in equation (4.30) imply

St+1

that 1 — 7(s!) = 3. [

4.5.2 Numerical Example

We now solve the model numerically to characterize more the behaviour of our economy.
The computation of the present model presents a challenge that comes from the fact that
an ergodic set that bounds the behaviour of the variables of the model may depend on
initial conditions for the shocks, bonds and capital, if it exists at all. This is perhaps why
very good initial guesses are needed for convergence. The model is therfore solved using
homotopy starting from a deterministic model without capital. From there we move to the
stochastic and incompete market model without capital of Aiyagari et al. (2002) with quasi-
linear preferences on consumtpion. Subsequently we introduce decreasing marginal utility
of consumption, capital with full depreciation, and then introduce partial depreciation. The
model is solved by policy function iteration. Policy functions are approximated by cubic
splines in the proximity of the grid points. We consider 15 grid points for k,b and A, and

three for the shock A. This leads to a total of 10125 points on the state space.

4.5.3 Calibration

Preference are given by u(c,l) = log(c) + viog(1 — ). v = 1.5. The production function

is Cobb-Douglas as in equation (4.1) and o = 0.33. Since capital can be used within the
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period we take a period to be a year. The discount factor 5 is set equal to 0.958, which
corresponds to a steady state interest rate of 4-5 percent. Capital depreciation § is 0.07.
Productivity is modeled as a three state first order Marcov chain which approximates an
AR 1 process with persistence .5, which corresponds to about 2 years of recessions and
booms, and standard deviation of the innovations equal to 0.014, which is the annualized
standard deviation of the one used by Fuentes-Albero et al. (2009). Government spending

g is equal to 0.1067, which implies an average spending-output ratio of 16.7 %.

4.5.4 Simulation

Perhaps the two most interesting aspects that simulations can clarify are the responses
of taxes and bonds to shocks, and the long run properties of A\. We have shown that A
converges almost surely to zero when preferences are quasi-linear in consumption. It is

interesting to see whether this is also the case with more general preferences.

To analyze fiscal policy impulse responses, we resemble a two period recession by letting
the model converge to a steady state and then hit the economy with a negative shock for 2
periods, after which the productivity shock goes back to its mean (second grid point). The
first lession that can be learned from this exercise is that impulse responses depend on the
point on the state space we are at: in particular the response of government debt depends on
the initial level of government debt itself. We therefore show what happens when starting
with a negative and with a positive value of debt. Figure 4.2 shows impulse responses when
the model started with bonds set at zero, which imply a steady state with negative debt.
As it can be noticed, when a negative shock hits, the tax rate on labour reduces by very
little; the fact that labour tax rates are very stable is a well established result with these
models, with both complete and incomplete markets: see for instance Chari et al. (1994)
and Farhi (2005). Taxes on capital increase, however this increase is very mild: it is in fact

not sufficient to generate an increase in primary surplus. Government debt increases.
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This is in sharp contrast to what happens in Figure 4.3, where debt over output is about
60% in the steady state before the negative shock. As the figure shows, debt responds very
differently: it goes down. This happens notwithstanding the fact that primary surplus is
also reduced. No matter how perverse this result may appear, there is a clear explanation
for it: the following formula describes the reaction of bonds to a shock:

o 1 9ps  (b—ps) Or
9A " 1-10A " (1—1)204

(4.32)

b" means newly issued bonds, ps primary surplus, and all the other notation is conventional
with the rest of the paper. The formula shows that the reaction of bonds to a productivity
shock is the sum of two components. The first one is the effect on primary deficit. Impulse
responses suggest that a negative shock induces a reduction in primary surplus, which means

% < 0. Hence the first term in the right hand side of equation (4.32) is positive. The second

one however depends on the size of b — ps. e%x is positive. Hence after a negative shock, the
second component contributes to decrease debt if b — ps < 0. Otherwise this term pushes
bonds down during recession. When bonds are sufficiently positive, this second component
becomes dominant, implying that bonds go down in recession. Intuitively, the reduction
in the interest rate reduces the cost of debt. The larger is debt, the more important this
effect is. For sufficiently high debt, it becomes predominant over the increase in deficit that
comes with a recession.'? It should be noticed that this result is not just an artifact of
our timing, it is true also with the usual timing and it is in fact a general accounting rule

reminiscent of the Tobin effect, that when interests go down, the higher debt, the lower

debt repayments.'3

To conclude the analysis of debt we notice that even with high initial indebtedness, debt

increases above the initial level after two periods. Accordingly, our measure of distortions,

12We have not been able yet to identify a threshold level of debt such that the two components compensate
each other. But just to give a sense of what this threshold might be, we found that with debt at 22 % of
output, debt goes up after a negative shock. So the threshold is larger than that.

131t is also worth emphasizing that the measure typically used for indebtedness -debt over GDP- goes up
after a negative shock in our model, even in the experiment with higher debt, this can be seen in Figure 4.4.
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A remains persistently higher than before the recession. The trade-off between present
well being and future costs from higher distortions is balanced by a policy that finances

recessions by deficit and lead to an ever worse situation there after.

In our second experiment, the economy is again hit by a negative shock lasting two
periods, but this time is followed by a long sequence of positive shocks. Letting this second
recession end with a boom may highlight some non linearities in the response of the capital
tax rate. Furthermore, the protracted period of high shocks (about 8000 periods) serves
to see whether A reaches the zero lower bound, where no distortions have to be imposed
because spending can be completely financed by interests from the negative debt issued by

the government.

As shown in Figures 4.5 and 4.6, impulse responses to the shock in the first two periods
after the negative shock are obviously identical to the first experiment. When the positive
shock hits, taxes on capital are reduced and A\ and bonds start decreasing. They however
reach a lower bound which is well above the planner solution with no distortions (A = 0) as
shown in Figures 4.9 and 4.10. This exercise therefore suggests that it may be very hard, if

not impossible, to cancel distortions in this model when utility of consumption is concave.

We conclude this section by showing what happens at the beginning of times. The
results confirm what found for the deterministic case in section 4.3. Despite the fact that
capital is elastic, the lack of commitment by the initial Ramsey planner induces a very high
tax on capital, up to almost 1000 % of the return on capital. This is smaller when starting
with b = 0. Despite the very high tax rate on capital, the economy does not jump to the
Pareto optimum as it would happen with usual timing and no exogenous tax constraints:

this can be seen by the fact that A jumps to a positive number.
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4.6 Conclusion

This paper studies optimal fiscal policy in a neoclassical model where capital is elastically
supplied in the short run. This is accomplished by assuming that investment becomes

productive immediately.

Elastic supply of capital in the short run drastically alters the prescription that emanates
from standard Ramsey problems. The solution to the Ramsey problem features a unique
non-trivial level of distortions which depends on individuals’ initial holdings of debt and
capital and it does not rely on the presence of bounds exogenously imposed on the Ramsey

problem.

The paper offers an analytical characterization of the behavior of tax rates for a variety
of utility functions in a stochastic environment in which the government has access to state-
contingent debt. Independently of whether taxes are pro-cyclical or not, the government uses
state-contingent government debt as a shock absorber, much like the ex post capital income
tax is used for that purpose in Chari et al. (1994). As a result, debt and the primary deficit
move in opposite directions. Marcet and Scott (2009) showed that this is counterfactual
and pervasive in models in which the government has access to state contingent government

debt.

This leads us to study a Ramsey problem under incomplete markets. The upshot of this
problem is that in this environment the government runs debt-financed primary deficits
during recessions. The guiding principle underlying this result, which is key to bring the
prescription from the model closer to what is typically observed in the data, is the classic
trade-off between the gains of short-run counter-cyclical policy and the burden associated
with government debt in the long run. Trade-off that is not present with the usual timing,
where the fact that taxing capital in reaction to shocks is non distortive, implies no short

run benefits from expansionary fiscal policy.
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4.7 Figures

Figure 4.1: Value function, deterministic case
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Note: initial capital is set to 1.5 (slightly below its steady state value of 1.8) and initial
debt is set to 0.
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Figure 4.2: First experiment with initial b = 0
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Figure 4.3: First experiment with initial b = 1.3
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Note: initial b = 1.3, which implies a steady state of debt over output of around 60%.
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Figure 4.4: First experiment with initial b = 1.3
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Note: initial b = 1.3.
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Figure 4.5: Second experiment with initial b = 0
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Impulse responses to a 2 period negative shock followed by a protracted period of positive

shocks. Note: initial b = 0, which implies a steady state with negative debt over output.
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Figure 4.6: Second experiment with initial b = 1.3
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Figure 4.7: Initial periods with b =0
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Figure 4.8: Initial periods with b = 1.3
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Figure 4.9: Long run with initial b = 0
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Figure 4.10: Long run with initial b = 1.3
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Chapter 5

Conclusion

The goal of my research is to contribute to the understanding of the causes of the business

cycle, its welfare consequences and its policy implications.

In light of the pressing agenda on fiscal policy prompted by the current crisis, my work
on fiscal policy could be of immediate interest for policy makers interested in designing an
appropriate fiscal policy in the aftermath of the crisis. The change in timing introduces
the key trade-off at the center of the current policy debate between short-run benefits form
deficit and subsequent costs. Perhaps the absence of this trade-off prevented this literature
from being of any use in the current policy debate. The paper shows how the results found
by the previous literature that allowed for capital taxation, which where counterfactual and
against common wisdom, only depend on the timing typically assumed in the neoclassical
growth model; these results are not inherent to the neoclassical growth model, nor to the
optimality criterium adopted - Ramsey taxation. By showing this, the paper might help at
making this literature of more direct applicability to practical issues.

An interesting question that comes from this research is the quantitative amount of short
run capital elasticity present in actual economies. This quantitative investigation would be

crucial to predict the optimal responses of capital taxation over the business cycle. One
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virtue of this study is that, being grounded on the neoclassical growth framework, it is able
to simultaneously study the short run and the long run. This makes it possible to address

the related issue of what the average government debt should be in the long run.

My positive study, which relates the labour force composition to the business cycle, may
contribute to enhancing our understanding of how shocks that hit groups within the labour
force, such us particular sectors, and other groups identified by age, education, occupation
or gender, propagate to the entire economy. This could shed light on how the business cycle
actually comes about. This knowledge would help in identifying the groups that have a
stronger impact on the business cycle and its costs for each group in the population. This
may permit the design of targeted policies, more effective and less expensive than aggregate
policies designed for the entire population.

A key assumption made in the paper was that groups specific labour elasticities are unaf-
fected by changes in the labour force composition. This assumption leads to a benchmark
that disentangles the immediate role that changes in the composition of labour has on
changes in aggregate volatility, abstracting from the endogenous reaction of labour supply.
This permitted to merge the structural neoclassical framework, with a thorough investiga-
tion of micro data in relation to the business cycle.

Perhaps the most obvious extension of this work would be to solve a general equilibrium
model and see how the endogenous changes in labour supply amplify or mitigate the results.
One difficulty with this approach is that it involves solving a rich overlapping generations
model with agents differentiated by gender education and occupation. This leads to a model
with a large number of state variables, that may only be solved with perturbation methods,
which are accurate around the steady state of the economy, but may be inaccurate along
the transition, which is the focus of this paper. To this aim, I am currently working on

an algorithm that allows to use perturbation methods around points along the equilibrium
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path which can be far from the steady state. This may allow for a higher degree of accuracy

along the transition path.

The work on the measurement of technological shocks shows how simply allowing for
curvature in the transformation frontier between consumption and investment goods, im-
proves the performance of the neoclassical growth model on some key targets such as the
correlation between consumption and investments. As it is shown in the paper, it has some
important implication for the size of the business cycle that can be accounted for by tech-
nology shocks.

This paper may have immediate applications relevant for policy making: if the research
community reacts positively to the proposed mechanism, then it could easily be incorpo-
rated into a fully-fledged Dynamic Stochastic General Equilibrium model that has a direct
use for policy analysis, such as the ones used by central banks to support their monetary

policy decision making.
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