
University of Southampton Research Repository

ePrints Soton

Copyright © and Moral Rights for this thesis are retained by the author and/or other 
copyright owners. A copy can be downloaded for personal non-commercial 
research or study, without prior permission or charge. This thesis cannot be 
reproduced or quoted extensively from without first obtaining permission in writing 
from the copyright holder/s. The content must not be changed in any way or sold 
commercially in any format or medium without the formal permission of the 
copyright holders.
  

 When referring to this work, full bibliographic details including the author, title, 
awarding institution and date of the thesis must be given e.g.

AUTHOR (year of submission) "Full thesis title", University of Southampton, name 
of the University School or Department, PhD Thesis, pagination

http://eprints.soton.ac.uk

http://eprints.soton.ac.uk/


UNIVERSITY OF SOUTHAMPTON

Faculty of Social & Human Sciences

School of Mathematics

Covariant Thermodynamics &
Relativity

by

César Simón López-Monsalvo
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This thesis deals with the dynamics of irreversible processes within the context of the
general theory of relativity. In particular, we address the problem of the ‘infinite’ speed
of propagation of thermal disturbances in a dissipative fluid. Although this problem is
not new, its best known solution - the Israel and Stewart second order expansion - has an
effective, rather than fundamental, character.
The present work builds on the multi-fluid variational approach to relativistic dissipation,

pioneered by Carter, and provides a dynamical theory of heat conduction. The novel
property of such approach is the thermodynamic interpretation associated with a two-fluid
system whose constituents are matter and entropy. The dynamics of this model leads to
a relativistic generalisation of the Cattaneo equation; the constitutive relation for causal
heat transport. A comparison with the Israel and Stewart model is presented and its
equivalence is shown. This discussion provides new insights into the not-well understood
definition of a non-equilibrium temperature.
A crucial feature of the multi-fluid approach is the interaction between its constituents. It

is a well known fact that when two, or more, fluids interact, instabilities may occur. Within
this work, the two-stream instability analysis is extended to the relativistic domain. As
far as the author is aware, such extension has not been discussed in the literature. The
analysis allows to assess the stability and causality of relativistic models of matter and
their linear deviations from thermodynamic equilibrium directly from their equations of
state or, equivalently, their Lagrangian densities. For completeness, a brief digression on
a consistent (stable and causal) ‘first-order’ model is also included.
Finally, the road to follow is laid by posing some physical applications together with some

future perspectives and closing remarks.
To sum up, the variational approach to heat conduction presented in this thesis consti-

tutes a mathematically promising formalism to explore the relativistic evolution towards
equilibrium of dissipative fluids in a dynamical manner and to get a deeper conceptual
understanding of non-equilibrium thermodynamic quantities. Moreover, it might also be
useful to explore the more fundamental issues of the irreversible dynamics of relativity and
its connections with the time asymmetry of nature.
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I, César Simón López-Monsalvo, declare that the thesis entitled:

Covariant Thermodynamics and Relativity,

and the work presented in the thesis are both my own, and have been generated by me as
the result of my own original research. I confirm that:

• this work was done wholly or mainly while in candidature for a research degree at
this University;

• where any part of this thesis has previously been submitted for a degree or any other
qualification at this University or any other institution, this has been clearly stated;

• where I have consulted the published work of others, this is always clearly attributed;

• where I have quoted from the work of others, the source is always given. With the
exception of such quotations, this thesis is entirely my own work;

• I have acknowledged all main sources of help;

• where the thesis is based on work done by myself jointly with others, I have made
clear exactly what was done by others and what I have contributed myself;

• parts of this work have been published as:

1. C. S. Lopez-Monsalvo and N. Andersson, Thermal Dynamics in General Relativity,
Proc. Roy. Soc. A 467:738759, March 2011. arXiv:1006.2978v1 [gr-qc].

2. L. Samuelsson, C. S. Lopez-Monsalvo, N. Andersson and G. Comer, Relativistic two-
stream instability, Gen. Rel. Grav. 42, 413-433, 2010. arXiv:0906.4002v1 [gr-qc].

3. C. S. Lopez-Monsalvo, Heat conduction in relativistic systems: alternatives and per-
spectives, In IoP Gravitational Physics Group newsletter December 2010. arXiv:1011.6628
[gr-qc].

Date:

Signed:

vi



Acknowledgements

Although immensely rewarding, the path of science - I believe - is hardly ever smooth. In

this work, I had the fortune to be assisted by two truly inspirational guides. I am greatly

indebted to Nils Andersson, whose helpful advice always arrived with incisive clarity. He

has contributed more than anyone to direct my brief explorations on thermodynamics and

relativity. I am also thankful to James Vickers for sharing with me a little bit of his

mathematical sophistication. Even his tiniest contribution always showed me a clearer

way. To both of them, all my admiration. However, should the reader find errors and

imprecisions in this work, those are the sole consequence of my own misconceptions.

I would like to thank in advance my examiners: Ian Hawke and David Matravers, for

the time and effort spent reading this thesis. Their comments and corrections will certainly

be welcomed.

It has been a pleasure to be a member of the General Relativity Group of the Uni-

versity of Southampton. I am thankful to all, past and present, members that I had the

opportunity to meet with, their help during the making of this thesis is greatly appreci-

ated. In particular, I want to express my gratitude to Samuel Lander for his enormous

efforts trying to understand the meaning (or the lack of it) of my words and ideas within,

and beyond, this work. Also, very special thanks goes to Niels Warburton, Lucy Keer and

Michael Hogg, many of our discussions made their way into the following pages.

Through the years I spent between Southampton and London, I had the fortune to

be supported by many individual. Thus, it is inevitable that - should I try to make

a list - I would fail to do justice to most of them. Nevertheless, I do wish to name a

few. In chronological order, I would like to acknowledge Juan Carlos Hidalgo, Christine

Rooks1, Anna Kostouki, Jesper Greitz, Aida Cuni, Hatice Ozturk, Lourdes Guzman and

Luis Alonso Vasquez. Their help and friendship were crucial factors in the course of this

work.

1. . . and so I did!

vii



Acknowledgements

For her loving care and unconditional support, I am grateful to Helga Elvira Laszlo.

This thesis would not have become a tangible reality without her constant encouragement,

love and understanding; especially during the final stages of the writing process. To her,

all my love and gratitude.

To my family, who have supported me in every endeavour I have pursued, I cannot do

anything else but to dedicate my work to them. In particular, this one is for Maria Elena

Monsalvo: Pa’ti ma, con todo mi cariño!

Finally, I give thanks to Queen Mary College for its hospitality and to CONACYT

Mexico (fellowship No. 196971) for financial support through my post-graduate studies.

César S. López-Monsalvo
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1

Introduction

It has become fashionable to justify one’s scientific endeavours by means of

their immediate impact in shaping modern society in a manner that seems

to accommodate research into two categories: the self-evident applicable to

technological development kind and the interesting but ‘why do we care?’ type,

to which most ‘curiosity-driven’ research belongs. The work presented in this

thesis is in the latter group. Therefore, this chapter is written for those readers

whose interest in this work was driven by the mere curiosity of knowing what

is this thesis about? but whose main concern really is why they should care?.

Does a moving body appear cold? This remarkably simple question, raised by the late

Professor P. T. Landsberg some forty years ago, highlights a profound missing link in our

current understanding of classical thermodynamics and relativity. Some might interpret

this as the lack of a relativistic transformation law for temperature measurements (see

[44, 43, 42]). Some others, as we do here, believe that this is a misunderstood concern

about the nature of thermal motion in a relativistic settings. Such a view shifts the

attention from a mere exercise in velocity transformations to an argument about thermal

equilibrium between moving bodies and the inertial properties of heat [36, 25, 16, 14]. Thus,

it promotes the discussion about the missing Lorentz transformation for temperature to the

more elaborate - and physically meaningful - problem of heat exchange and irreversibility

in a relativistic context.

Irreversible processes in general relativity represent an outstanding challenge in our

understanding of the macroscopic dynamics of a wide range of physical systems. Although

the problem of relativistic dissipation found a pragmatic solution through the Israel &

Stewart formalism (c.f. Chapter 4), in recent years there has been a resurgence of interest

in the topic. This thesis is motivated by phenomena whose leading mechanism of dissipation

1



1.1. The empirical nature of Thermodynamics Introduction

is due to heat flow. Such is the case of the dynamics of super-fluid neutron stars, where

thermal and dissipative effects are expected to impact on observations; or high energy

gases, with photons providing the dominant pressure contribution.

1.1 The empirical nature of Thermodynamics

Progress in each individual aspect of science is normally preceded by a revolution. The

twentieth century is the closest and most vivid example of this, not only because the early

years saw the rise of Relativity and Quantum Theory - our two most prominent scientific

achievements - but also due to the urgent need to reconcile the problems they pose in our

quest of a unified vision of the universe. This manuscript is concerned with the motion

of systems whose macroscopic dynamics follow the rules prescribed by the general theory

of relativity, and where the interactions between their microscopic components become

apparent only through a process of averaging, i.e. through a thermodynamic description.

The central concept in thermodynamics is that of thermal equilibrium. We will define

precisely what it means for a system to be in such a state. For the time being it will suffice

to say that it corresponds to the highly idealised (macroscopic) state in which an observer

would not be able to distinguish past from future solely from the dynamics of the system,

i.e. the system’s motion is time symmetric. The vast majority of physical situations

we experience occur away from thermal equilibrium e.g. the Earth’s climate, the Sun’s

internal reactions, black hole formation, the expansion of the universe, life itself... That

a system’s evolution occurs in such a manner that its final state is thermal equilibrium

follows from a set of empirical laws; it is not a consequence of the dynamics. In this sense,

thermodynamics cannot be considered as a ‘fundamental’ theory, nevertheless its scope is

universal.

What is the role thermodynamics plays in a theory of macroscopic dynamics? The

Laws of Thermodynamics are statements about nature which stem from the observation

that certain phenomena - although allowed by the available theory of motion - simply do

not occur. We need to impose these laws ‘on top’ of our more fundamental dynamical

basis. Thus, the correct way to understand the role of thermodynamics is by regarding its

laws as auxiliary hypotheses which rule out entire classes of dynamical processes.

If we have found a fundamental theory whose elegance and scope satisfy our needs of

beauty1, supplying the auxiliary thermodynamic hypothesis cannot do anything but to

make our theory stronger. To illustrate this point, let us suppose that we have a theory

which allows us to describe precisely the motions of the microscopic constituents of a given

1This is indeed a very subjective notion. For the present purpose of discourse it will suffice to consider
any theory with a non-empty physical content and a minimal set of hypotheses.

2



1.1. The empirical nature of Thermodynamics Introduction

material such that the total energy and linear and angular momentum are conserved. A

collective measure of such motions corresponds to the temperature of the material. What

are the possible dynamical outcomes of bringing into contact two pieces of the same material

at different temperature? We cannot decide the answer to this kind of question solely from

the consequences of our fundamental theory, i.e. its conservation laws. We need more

hypotheses. For example, if we call heat the energy and momentum transferred from one

body to the other, we can introduce the following observation:

(Second Law of Thermodynamics) In every natural process involving two

bodies at different temperatures heat never flows from the colder to the warmer.

The addition of this new statement to our fundamental theory rules out every dynamical

possibility which fails this empirical criterion. Indeed, this is a part of what we observe as a

universal fact. However, we cannot yet decide a unique outcome from the set of possibilities

allowed by this ‘restricted’ dynamics. A less obvious hypothesis is the one which asserts

that:

(First Law of Thermodynamics) There is no perpetual motion machine.

This new hypothesis prevents our system from transferring heat from one body to the

other in a periodic manner, analogous to a harmonic oscillator. This, however, still does

not give us conclusive information about any ‘final’ state. A closer look at the question

we originally asked shows that we have made a tacit assumption, that we know when two

bodies are at different temperatures. Thus, in order to clarify such a subtlety, we introduce

one more hypothesis

(Zero-th Law of Thermodynamics) If two bodies are brought into thermal

contact and there is no heat transfer, they are at the same temperature.

From these three additional fact-like laws, we can conclude that whenever two bodies at

different temperatures are brought into thermal contact the warmer will transfer energy

to the colder. If the size of the bodies is ‘small enough’, there may be ‘thermal bounces’

from their boundaries, however those will be damped for otherwise we would be able to

construct a perpetual motion machine. Finally, their temperatures will equilibrate when

no further heat transfer occurs. The auxiliary hypotheses do no tell us how the process of

temperature equilibration occurs. All the processes involved are driven by the dynamics

of our original theory. These auxiliary hypotheses, the Laws of Thermodynamics, simply

rule out every solution that does not seem to correspond to an observed fact.

3



1.1. The empirical nature of Thermodynamics Introduction

We may wonder if this process of adding new hypotheses will ever come to an end.

Perhaps we have been sloppy while interpreting the predictions of or our theory, or maybe

it was just not good enough to reproduce the observed reality. These are serious concerns

for which every proposed solution would lie far beyond the scope of this treatise. The best

we can do is to keep a critical eye in every conclusion we can reach from the principles of our

proposed theories. We are granted by experience that the three laws of thermodynamics

we have introduced are universal and do not contradict each other. Should we find an

internal inconsistency while incorporating these hypotheses into our theoretical construct

we cannot do anything else but to withdraw our theory2. If on the contrary, the addition of

these laws to our dynamical principles poses no contradiction, we have made our dynamics

less ambiguous; our theory is more complete.

What is the empirical basis of this work?

In this thesis, we use general relativity as our fundamental theory of motion. In the next

chapter we will present the principles upon which the general theory of relativity is based

together with its implications as a dynamical theory. Here, we should answer what do we

mean by a fundamental theory? Throughout the entire manuscript, whenever we claim

that a theory is fundamental, it means that there is a variational principle and a minimal

set of empirical hypothesis from which the dynamics of the theory can be obtained. In

this sense, general relativity does qualify as a fundamental theory whose basic hypotheses

consist of the principle of equivalence and general covariance. A detailed introduction to the

empirical basis of general relativity is presented in the next chapter and the consequences

of adding the thermodynamic auxiliary hypotheses to the material sector of the theory is

the central theme of the present work.

The marriage of thermodynamics and general relativity is a very active debate. Here

we address the problem of heat in the context of the relativistic dynamics of a non-perfect

fluid. To this end, we will invoke the principle of equivalence to justify the study of the

inertial properties of heat. In this sense, the dynamics of heat will be traced down to the

variational ingredients used to derive the specific matter model we use. We will explain

the precise meaning of this words in due time. First, let us verify that there is indeed an

problem of heat and relativity.

2In the words of Eddington:

‘If someone points out to you that your pet theory of the universe is in disagreement with
Maxwell’s equations – then so much the worse for Maxwell’s equations. If it is found to be
contradicted by observation – well these experimentalists do bungle things sometimes. But if
your theory is found to be against the second law of thermodynamics I can give you no hope;
there is nothing for it but to collapse in deepest humiliation.’

4



1.2. Historical problems of relativistic heat conduction Introduction

1.2 Historical problems of relativistic heat conduction

Let us begin our discussion of heat transfer from a non-relativistic point of view. Consider

some metallic object or any other good thermal conductor. How long will it take to feel

the heat propagated if we were holding one of the ends? According to Fourier’s theory

of heat - the standard transport theory used in most ‘practical’ applications - the effect

would be felt instantaneously all across the object. This is due to the parabolic nature of

the partial differential equation describing the heat transport within the body.

The heat equation is obtained by assuming the validity of the first and second laws of

thermodynamics together with Fourier’s law relating heat with temperature gradients in

an un-relaxed manner. This implies that when two bodies at different temperatures are

put in thermal contact, heat spontaneously flows from the warmer to the colder without

any delay. Such conclusion cannot be satisfactory. One would expect the speed of thermal

disturbances to be bound by the internal structure of the media they travel on. Cattaneo

saw a way around this problem by introducing, in a reasonable (but arbitrary) manner, a

modification to Fourier’s law which takes into account the characteristic time a material

takes to react to thermal stimuli [18]

q = −κ∇T → τ q̇ + q = −κ∇T. (1.1)

Here q denotes the heat flux, T the temperature, κ the thermal conductivity, τ represents

the relaxation time of the medium and the dot denotes time differentiation. Such an

amendment leads to the telegrapher equation for the propagation of heat signals, with a

finite bound on the speed they can reach. It is worth mentioning that Fourier’s law is

the simplest, but not the most general, possible ansatz to ensure that the second law is

satisfied. This is done by explicitly making the change in entropy a quadratic function of

the heat flow. We should keep this in mind in the forthcoming discussion.

In the relativistic case, the unbounded speed of thermal disturbances implied by the

parabolic nature of the heat equation is more than mere inconvenience, it is indeed a

fundamental problem. To give context to our discussion, let us consider the case where

matter’s motion is represented by a fluid whose normalised four-velocity is3 given by ua.

The first attempt of a relativistic extension of the heat equation was introduced by Eckart

[24]. The kind of model he proposed has become a stereotype of a class of theories referred

as first-order relativistic theories of dissipation. In this class, the entropy current of the

model, denoted by a vector field sa which is generally not aligned with the matter four-

velocity, may only depend on terms which are linear in deviations from equilibrium, namely

the heat flow or the shear viscosity. For this class of theories, the simplest way to impose

3 We will elaborate on the choice for such four-velocity in Chapters 3 and 4.

5



1.2. Historical problems of relativistic heat conduction Introduction

the second law, which locally takes the form sa;a ≥ 0, leads to a relativistic version of

Fourier’s law

qa = −κhab [T;b + T u̇b] , (1.2)

where qa represents the heat flux, hab is a projector orthogonal to the matter flow and the

semi-colon and dot denote covariant and proper time differentiation, respectively. Being es-

sentially identical to (1.1), equation (1.2) inevitably produces a non-causal theory. Further-

more, as shown by Hiscock and Lindblom [34], it also suffers from stability problems, i.e.

some thermal disturbances may grow without bound. However, we also note that Eckart’s

proposal exhibits an extra piece of information which is missing in the non-relativistic

treatment; the acceleration term. This purely relativistic effect can be interpreted as being

due to an effective ‘mass’ per unit entropy given precisely by the temperature (see discus-

sions in [25, 16, 47, 6]). It is worth mentioning that this term has recently been suggested

to be the origin of the afore mentioned instabilities (see [30]). However, here we adopt the

view that the appearance of the four acceleration in (1.2) is an inevitable, and physically

meaningful, feature of any relativistic theory of dissipation.

The failure of first order theories to produce a theory of heat conduction compatible

with the principle of causality can be tracked down to their definition of the entropy

current. In an effort driven by simplicity, it is not permissible to prematurely drop higher

order terms in deviations from equilibrium, since they may give rise to linear terms after

the differentiation required by the second law. This point of view is at the heart of the

class of second order theories of heat conduction whose key contribution is the widely

known Israel & Stewart model. Here, the entropy current used by Eckart is extended to

include all the possible second order combinations of dissipative effects [69, 36, 35]. This

strategy, analogous to the Grad’s 14-moment method, is firmly ground on kinetic theory

and provides a causal and stable account of relativistic dissipation. It is not our intention

here to further explain this particular framework, but to note that, in spite of its success

regarding stability and causality tests, the price to pay is the introduction of a set of second

order couplings that, in principle, can be measured but which cannot be obtained within

the realm of the theory. A detailed description of the Israel and Stewart formalism is given

in Chapter 4.

Why do we care?

Owing to an increasing interest in hydrodynamic descriptions of high-energy relativistic

plasmas, attention to relativistic theories of dissipation of the Israel & Stewart type has

been renewed. In many such applications, whose main source of dissipation is due to

viscosity, heat can effectively be considered as a secondary effect. Indeed, it was this kind
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1.3. The multi-fluid approach to thermal dynamics Introduction

scenario, in which the ratio of viscous to thermal resistivity can be pushed down to order

unity, that was the main source of motivation for the development of Israel & Stewart

second order theory. Our interests, however, follow from quite a different motivation. It

ranges from recent efforts to model the dynamics of super-fluid neutron stars [2, 1] to high

energy gases with photons providing the dominant pressure contribution [16].

1.3 The multi-fluid approach to thermal dynamics

In this brief account of a long standing problem in relativity, it is our wish to shed some

light upon the more fundamentally satisfactory variational approach to relativistic heat

conduction [16, 14, 11]. Historically, due to a simplistic view of the components of the

theory, this model, pioneered by Carter, failed the tests of stability and causality. However,

it was later shown by Priou [64] that the predictions of Carter’s complete theory are

equivalent to, and at second order physically indistinguishable from, those of Israel &

Stewart.

Perhaps the most attractive feature of a variational construction of relativistic heat

conduction is that, once the equation of state (or, equivalently, the Lagrangian density) of

the system is known, the theory contains no free parameters. The price for this however

is the inclusion of transport quantities in the “Lagrangian” density of the system. This is

nevertheless inevitable in any circumstance where one’s aspiration is to describe, at least

to linear accuracy, situations departing from local thermal equilibrium.

In Carter’s variational approach to heat conduction, one considers a multi-fluid system

whose species are represented by a particle number density current na and an entropy flux

sa. These two currents, together with the spacetime metric, constitute the fundamental

fields of the matter sector for the Einstein-Hilbert action. General covariance requires the

Lagrangian to be a proper scalar, therefore, it should depend only on covariant combina-

tions of its fundamental fields. If we consider the metric as a passive field, the Lagrangian

density can only depend on combinations of the two fluxes, which includes the relative flow

between them. This is precisely what we mean by the inclusion of transport quantities in

the Lagrangian density.

A constrained variation of the matter action, whose Lagrangian density has the charac-

teristics described in the preceding paragraph and which is constrained by the conservation

law of the particle number density flux, allows us to write the local conservation of en-

ergy and momentum as a “force balance” equation. It is worth noting that each of the

individual ‘forces’ appearing in such balance, takes a form completely analogous to the

Lorentz force for electromagnetism in a general relativistic setting (c.f. Section 5.2). The

requirement for the local energy conservation law to follow as a Noether identity of the

7



1.3. The multi-fluid approach to thermal dynamics Introduction

variational principle, only needs one of the currents to be strictly conserved, na;a = 0 say.

This allows an “extra” freedom to allocate the second law of thermodynamics by taking

into account the possibility in which the production term sa;a takes values different from

zero.

One of the central problems to be faced before giving a real thermodynamic inter-

pretation to the variational construction, lies in the correct interpretation of temperature

measurements. As stressed in the opening sentence, this is a non-trivial problem in rela-

tivity and, therefore, a choice of frame is forced upon us. In this simple case, where we

have only one conserved current, the choice is somewhat natural. In the spirit of physi-

cal interpretation, we can chose to equip each infinitesimal part of the matter fluid with

a thermometer and consider all physical measurements to be taken in, and with respect

to, the matter frame. In such a case one can show that the projection of the canonical

conjugate momentum to the entropy flux in the matter frame, which we denote here by

θ‖, corresponds to the thermodynamic temperature in the Gibbs sense4. Having clarified

this, it is not difficult to show that the equation for the heat flux relative to the matter

frame takes the form [47]

τ̌ [q̇a + uc;aqc] + qa = −κ̌hab
[
θ
‖
;b + θ‖u̇b

]
. (1.3)

Here all the quantities, with the exception of τ̌ and κ̌ which correspond to the effective

relaxation time and thermal conductivity, have been introduced earlier. This result, which

is a relativistic generalization of Cattaneo’s equation [the modified Fourier’s law (1.1)],

follows directly from the variational principle together with the simplest assumption (in

the sense previously discussed) to make the entropy production satisfy the second law of

thermodynamics.

The structure of (1.3) combines all the features present of both (1.1) and (1.2), includ-

ing the acceleration term which in the variational context arises as a consequence of the

equations of motion. The “check” marks indicate that these quantities depend on devia-

tions from thermal equilibrium which are higher than second order. A comparison with

an analogous expression obtained from the Israel & Stewart theory is beyond the scope of

present means of experimental verification.

Is this a covariant theory of the caloric?

The answer to such a question is of ontological, rather than physical, character. As a

reminder, the theory of caloric was the standard explanation of the mechanism of heat

4The rate of change of energy with respect to entropy with all other independent thermodynamic quan-
tities fixed.
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1.3. The multi-fluid approach to thermal dynamics Introduction

conduction until mid-nineteenth century. It posits the existence of a fluid-like substance -

the caloric - which is self-repulsive and attracted to other forms of matter. In this view,

temperature is a measure of the caloric density of a body. Thus, the previous observation

that heat flows from warmer to colder bodies is a mere consequence of the natural tendency

of a fluid to flow from from high to low density regions. It is now known that there is no

such a substance, that the temperature of a material corresponds to the kinetic energy

of its microscopic constituents and that it is overwhelmingly unlikely that the transfer

of this kinetic energy occurs from ‘colder’ to ‘warmer’ bodies. Nevertheless, the caloric

theory still provides accurate descriptions of thermal processes, provided it is applied in

the right context. This is nothing new in the practice of science, it is simply the regular

process of recovering older theories from newer ones in special limits. For example, in many

practical calculations a Newtonian treatment would give quite a satisfactory description of

the planets’ orbits as if there was a gravitational pull from the Sun or the tides of ocean

as if the Moon would exert a force on the water. This is better explained by Norton in the

following quote:

...In returning the older theories, the [reduction] relations revive a defunct

ontology. More precisely, they do not show that heat is a fluid, or gravity a

force; rather they show that in the right domain the world behaves as if they

were...[54].

While reading through the forthcoming chapters, it may become quite a tempting

thought that entropy can be considered as a ‘real’ fluid. Being an ingredient of a variational

construction, it is indeed no less real than the matter density current na or the spacetime

metric gab. In this sense, it is clear that the multi-fluid approach to heat conduction is

an effective model to deal with thermal disturbances under specific circumstances; those

in which entropy behaves as if it were a fluid. For some of us, this may seem a rather

un-natural feature of entropy, even though we may be quite happy to use a fluid description

for the collective motion of a set of particles. This is because there is a conceptual barrier

associated with the ‘kinetic meaning’ of entropy (c.f. section 3.3) and the properties of

a fluid. However, soon we will show that it is, in fact, kinetic theory the one responsible

for the fluid interpretation of entropy5 used in our variational formalism. Although the

caloric theory was once considered to be equivalent to the kinetic theory of gases, it was

eventually overthrown. Kinetic theory became the foundation of modern thermodynamics

and the caloric has been regarded as a dead theory ever since.

5The modern idea of entropy as “a measure of a system’s disorder” makes it hard to visualise a situation
in which such a disorder would have fluid properties. Remarkably, the thermodynamic limit of relativistic
kinetic theory includes an entropy current, whose description can be given in terms of an ‘entropic’ four-
velocity. We will address this point towards the end of Chapter 3.
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In the multi-fluid approach to heat conduction, which shall be developed in chapter

5, the relative flow between the matter and entropy currents plays a central role in the

dynamical setting of a system away from thermal equilibrium. Moreover, it is through the

inertial properties of heat that the entropy current can carry momentum from one part

of the system to another, driving the dynamics towards equilibrium as dictated by our

empirical laws. Therefore, in our view, treating the entropy density current as a ‘real’

fluid in the matter Lagrangian allows us to use the principle of equivalence to associate

some inertial properties to the heat flux. Hence, allowing a hyperbolic description for the

propagation of thermal perturbations.

In conclusion, one could say that, physically, this is not a modern, covariant version of

the caloric theory. However, it is one that certainly shares its main ontological properties.

Past objections and our solution

Let us emphasize that the main objection to Carter’s approach was based on issues about

stability and causality. This is a consequence of the simplistic spirit of the original model,

ignoring a crucial effect present in almost every multi-fluid system; entrainment. This

effect tilts the momenta due to the coupling between their associated currents.

Compared to the standard single-fluid analysis, a multi-fluid system has more degrees

of freedom; we need to account for relative flows between them. When two or more fluids

are allowed to interact, instabilities may occur. Such instabilities are known to exist for a

variety of configurations. For example, in shearing motion at an interface, this corresponds

to the well known Kelvin–Helmholtz instability. One of the central results of this work,

corresponds to a relativistic generalisation of the two-stream instability analysis. This is

a generic phenomenon that does not require particular fine-tuning to be triggered, nor is

limited to any specific physical system. The only requirements are that there must be a

relative (background) flow and a coupling between the fluids.

It is worth noting that thermodynamic instabilities are the source of pattern and struc-

ture formation and that our analysis provides a stability criteria directly from the pre-

scribed (interacting) Lagrangian density or equation of state. The dynamical role of this

instability has not been explored beyond the linear regime.

1.4 The state of the art

This thesis originally had a simple goal: to understand heat in a wide range of physical

situations. To this end, we needed to provide a satisfactory account of dissipative processes

in general relativity. This will remain a challenge with many interesting directions emerging

from the work presented here.
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So far, we have only scratched the surface of what is in fact a very difficult problem.

In the following Chapters, the reader will find a summary of the most significant efforts to

obtain a physically sound theory of heat conduction compatible with the tenets of relativity.

A point to note is that in spite of the recent stir made on first order theories, in our view,

physical indicators such as the presence of second sound in materials hint that the correct

physics to model departures from thermal equilibrium cannot be less than second order.

Although the Israel & Stewart model is the most prominent and widely used tool to

describe dissipative systems, the additional couplings - necessarily introduced in their ex-

pansion - give the theory an effective, rather than fundamental, character. In this sense,

the variational formalism not only provides us with an alternative to the Israel & Stew-

art model, it centres the attention in the dynamical actors of any canonical theory; the

canonical conjugate momenta. This observation makes the multi-fluid construction a very

powerful tool which may help us tackle deeper problems in non-equilibrium thermodynam-

ics of relativistic systems.
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2

Relativity and Thermodynamics

The question we address in this thesis is whether we can find a formulation of non-

equilibrium thermodynamics compatible with the tenets of general relativity from a fun-

damental point of view. In particular, we want to study the case of heat conduction for

matter models described by fluid dynamics. As highlighted in the introduction, this has

been a long standing problem, partially solved by Israel and Stewart some thirty years ago

[36]. It is one of our aims to explain the philosophy and achievements of their theory as a

standard to compare our developments from a variational principle, continuing the work

started by Carter [14, 16].

We start this chapter with a primer of general relativity. Although the reader may

find these derivations in most of the references cited in this work, we try to make explicit

many assumptions and calculations often omitted in a general reading on the matter.

This will also serve to introduce the conventions and notation used in the forthcoming

chapters. The second part of this chapter is devoted to irreversible processes. It is a brief

exposition of some of the developments in non-equilibrium thermodynamics relevant to

this work, therefore many of the ideas will not be presented with the detail they deserve.

The interested reader may wish to have a look at the following references [50, 37, 49].

2.1 Spacetime and matter

The aim of this section is to obtain the dynamical equations which govern the interplay

between matter and spacetime. Although the derivation presented here is now standard

knowledge, the construction and principles upon which relativity is based and the precise

meaning of them is still an active debate among relativists [52]. Therefore, it would be

negligent to leave aside a discussion of these matters.
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2.1. Spacetime and matter Relativity and Thermodynamics

2.1.1 The principles of relativity

The elegance and power of any theory, not necessarily physical, can be judged objectively

by the simplicity1 of its assumptions and the scope of its validity2. In this way, Einstein’s

theory of relativity is, to the author’s taste, the most remarkable achievement in our efforts

to understand the most familiar state of nature: motion.

Up to the present date, general relativity has stood the most rigorous experimental

tests. An excellent account of this was given by Clifford Will in [75], and a more recent

account can be found in [74]. The elegance of general relativity, however, can be questioned

on the grounds of its principles. It is not an easy task to write a version of them which is

not contentious. Strong arguments and objections have been put forward for over almost a

century regarding their true physical content. It is not the intention here to participate in

such debate, but to make a clear exposition of the tenets of relativity in a manner relevant

to our attempts to reconcile thermodynamics with them.

Einstein built his special theory of relativity on the empirical evidence that the speed of

light in vacuum has the same constant value for all inertial observers - those moving with

uniform relative velocity between each other - and the mathematical principle of Lorentz

covariance, which states that any physical law should attain the same mathematical form

in every frame related to another by a Lorentz transformation of coordinates, that is,

independent of the inertial state of motion of the observer. This is known as the principle

of relativity.

It is tempting to enlarge the group of transformations which keep the covariance of

physical laws to include a larger class of possible observers, such as those moving in an

uniformly accelerated manner. This is the programme which gave rise to Einstein’s theory

of gravitation. The connection between accelerated motion and gravity is highly non-trivial

and represents the fundamental physical assumption of the general theory of relativity. Just

like the invariance of the speed of light for all observers, the equivalence between inertial

and gravitational mass is an empirical fact which was promoted to a general principle, the

principle of equivalence.

The information encoded in the equivalence principle is purely physical. However, it

has a far reaching consequence in Einstein’s programme: it suggests a possible connection

between the covariance of the physical laws for accelerated observers and gravity.

The extension of the relativity principle requires physically meaningful statements to

be independent of the general state of motion of the observer, not just inertial as in the case

1Simplicity is a highly non-trivial concept within the philosophy of science. Here we follow the convention
by Popper [61] which states that a the degree of simplicity of a theory is in correspondence with its
susceptibility to be ‘easily’ falsified.

2Its universality.
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of special relativity. That is, the laws of physics should preserve their form under a general

coordinate transformation. This is a formulation of the principle of general covariance. It is

a statement of mathematical nature whose connection with gravity through the equivalence

principle form the core of the general theory of relativity.

It has been argued that every physical theory3 can be made to satisfy the principle of

general covariance, and therefore it has been objected that its physical content is empty

[52]. One should be aware of how this conclusion was reached - the fact that intrinsically

there is no physics in it. It is together with the equivalence principle that we can learn

what general covariance is for relativity:

... it is the language for describing a world without distinction between the

spacetime entities and the dynamical entities...[65]

Dynamics and geometry

To understand better the interplay between the mathematical language of general covari-

ance and the physical principle of equivalence, it is worth discussing the simpler case of

the electromagnetic field and Lorentz transformations. This exercise also makes explicit

the underlying physical path to the general theory.

The road to build the special theory of relativity combines the experimental results on

the non-existence of an absolute reference frame4 (which motivated the formulation of the

relativity principle), together with the mathematical fact that Maxwell’s equations do not

change their form under Lorentz transformations, those which leave the Minkowski metric

invariant.

The combination of Lorentz covariance with the relativity principle leads to the physical

notion of spacetime. In special relativity spacetime is fixed and plays no role in the dynam-

ics of physical processes. This is a consequence of the fact that Lorentz transformations

only relate inertial observers, in this sense we consider them as defining the observer kine-

matics of relativity. Thus, Einstein’s programme is that of finding the observer dynamics

which, through the equivalence principle, is coupled with the dynamics of spacetime.

3We consider a theory as physical if it satisfies the empirical criteria prescribed by the underlying
empirical laws. If in addition it can be derived from a variational principle we regard such a theory as
fundamental.

4The rigid aether assumption is a consequence of the finite value of the speed of light and the preferred
Newtonian frame it singles out. This introduced the notion of conformal structure which is defined, even
in Newtonian theory, by a field of light cones. See section 1.3 in [25].
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2.1.2 The symmetry of general relativity

Now we proceed to understand how the symmetry implied by general covariance merges

with the principle of equivalence to produce the dynamics of matter and geometry. The

construction presented here follows that of [60, 51, 19, 32].

The mathematical model for space-time we use consists of a four-dimensional pseudo-

Riemannian manifoldM, whose metric g has the signature {−,+,+,+}. The aim should

be then to obtain a set of equations for the components of the metric, gab, which in the non-

relativistic limit reproduce the Newtonian theory of gravity as described by the Poisson

equation, a linear second order partial differential equation for the Newtonian potential.

For the gravitational theory, Hilbert proposed the following axioms:

1. The field equations should follow from a variational principle. The independent

variables in the action integral should be the components of the metric tensor.

2. The action functional should be a scalar,

3. The Euler-Lagrange equations that follow should be of second order in the space-time

metric gab.

Before introducing Hilbert’s form of the action for general relativity, a reminder is in

order. We are looking for a condition in which all dynamical entities are in equilibrium with

the background geometry. In terms of a variational principle this entails considering a single

action for matter and geometry, which is invariant under the local group transformations

imposed by general covariance, and whose equations of motion fully reflect the equivalence

principle. To this end, we consider the following action

S(Ω) = Sg(Ω) + Sm(Ω) =

∫
Ω

(Lg + Lm)dΩ. (2.1)

where the Lagrangian densities for geometry and matter, Lg and Lm respectively, are to

be integrated over an open set Ω of the spacetimeM with compact closure. Now, we need

to ensure that all the quantities involved in (2.1) are well defined.

We consider first the part of the action describing the dynamics of the geometry. First

we note that since the volume element of space-time dΩ is a scalar density of weight +1,

it follows from axiom 2 that Lg should be a scalar density5 of weight −1. Also, from the

5A tensor density differs from the corresponding tensor in that when transformed from one coordinate
system to another, it gets multiplied by a certain power w of the Jacobian transformation, i.e.

√
−gw. The

exponent of the Jacobian is called the weight of the density. A proper scalar should have density 0. The
weight is additive under tensor product, that is: given two scalar densities of weight w and w′ respectively,
their product is a scalar density of weight w + w′ (See Chapter 3 in [60] for a full discussion on general
tensor densities).
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third axiom above, Lg cannot be just
√
−g, it should also contain the derivatives of the

metric. Thus, we could write the spacetime Lagrangian density as

Lg =
√
−gΛg, (2.2)

where Λg is a proper scalar constructed from covariant combinations of the metric and its

derivatives only.

The order of the Euler-Lagrange equations is twice the order of the highest derivative

in the action integral, however it is not possible to construct a proper scalar out of combi-

nations of the metric and its first partial derivatives since the Christoffel symbols do not

transform as tensors. Thus we need to include second order derivatives of the metric in Λg.

These terms will not contribute to the equations of motion if they can be collected into a

divergence of an expression which vanishes on the boundary ∂Ω, as it is shown below. The

geometry part of the action is postulated to be

Sg(Ω) =

∫
Ω

√
−gRdΩ, (2.3)

where R is the curvature scalar.

In a similar way, the Lagrangian density for the matter Lm can be written as a product

of
√
−g with a proper scalar built out of covariant combinations of all the matter fields we

observe. Notice that the metric itself may play a role in these combinations by producing

the appropriate Lorentz scalars. In this sense, the metric enters the matter sector of the

action in an algebraic way only. Thus, the matter part of the action is written as

Sm(Ω) =

∫
Ω

√
−gΛm(Ψ,Ψ;a; g)dΩ (2.4)

where we denote collectively all the matter fields by the letter Ψ and the semi-colon denotes

metric compatible covariant differentiation.

General covariance and spacetime coincidences

The equations of motion are obtained in the usual way by requiring the action Sm(Ω) to

be stationary under variations of the fields in the interior of Ω. The following argument

has been taken from Hawking and Ellis [32]. It is known as ‘the hole argument’ for reasons

that will shortly become apparent, and it plays a central role while discussing the meaning

of general covariance (c.f. discussions in [53, 65]).

A variation of the fields, including the metric, is realised by a one-parameter family of
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diffeomorphisms from spacetime into itself, ϕs ∈ Diff(M), which induces the maps

ϕ∗sΨ = Ψ̃(s, x) and ϕ∗sg = g̃(s, x), (2.5)

where the parameter s takes its values in a sufficiently small open interval of the real

numbers centred at the origin, and x is a point in M, not necessarily inside Ω such that

1. Ψ̃(0, x) = Ψ(x), g̃(0, x) = g(x), i.e. ϕs=0 = idM

2. Ψ̃(s, x) = Ψ(x), g̃(s, x) = g(x) when x is not in the interior of Ω.

Thus, the fields variations are denoted by

δΨ =
d

ds
ϕ∗sΨ

∣∣∣
s=0

and δg =
d

ds
ϕ∗sg

∣∣∣
s=0

. (2.6)

The term ‘hole’ now becomes evident. We are looking at variations which leave the

value of the fields unchanged at each point of M, except inside an open region - the hole

- Ω. This implies, in particular, that the variations of the fields and the metric vanish on

the boundary, ∂Ω.

General covariance is equivalent to the requirement of the invariance of the action under

a general transformation of the spacetime manifold

Sm(Ω; Ψ,g) = Sm(Ω;ϕ∗sΨ, ϕ
∗
sg). (2.7)

A crucial point to be noted is that a transformation ϕs pulls back both, the fields and

the metric. This removes any physical significance from spacetime points. This fact is a

statement in modern language of what Einstein referred as spacetime coincidences.

2.1.3 Equations of motion

Matter equations

The requirement of invariance of the action under diffeomorphisms of spacetime imposed

by general covariance, equation (2.7), makes evident what the matter dynamics is. From

the definitions (2.6), the variation of the action is

δSm =

[
δ[Sm

δ[Ψ

dϕ∗sΨ

ds
+
δ]Sm
δ]g

dϕ∗sg

ds

]
s=0

=
d

ds
Sm(Ω)

∣∣∣
s=0

= 0. (2.8)

This should hold for arbitrary variations of the fields and of the metric. Therefore,

each term of the variation (2.8) should vanish independently.
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The first term inside the brackets in (2.8) corresponds to variations of the action which

keep the metric fixed, whilst the second term corresponds to variations in the metric which

leave the values of the fields unchanged. We denote with a ‘flat’ superscript the first kind

and with a ‘sharp’ the second. Thus, the flat variation of the action is

δ[Sm =

∫
Ω

(
∂Λm
∂Ψ

δ[Ψ +
∂Λm
∂Ψ;a

δ[Ψ;a

)√
−gdΩ. (2.9)

Since the parameter s is completely independent of spacetime, it follows from (2.5) that

(δΨ);a =

(
d

ds
ϕ∗sΨ

)
;a

=
d

ds
ϕ∗sΨ;a = δΨ;a, (2.10)

we can integrate by parts the second term in (2.9)

∫
Ω

∂Λm
∂Ψ;a

δ[Ψ;a
√
−gdΩ =

∫
Ω

[(
∂Λm
∂Ψ;a

δ[Ψ

)
;a

−
(
∂Λm
∂Ψ;a

)
;a

δ[Ψ

]
√
−gdΩ, (2.11)

and write the ‘flat’ variation of the action for matter as

δ[Sm =

∫
Ω

[
∂Λm
∂Ψ

−
(
∂Λm
∂Ψ;a

)
;a

]
δ[Ψ
√
−gdΩ +

∫
Ω

(
∂Λm
∂Ψ;a

δ[Ψ

)
;a

√
−gdΩ. (2.12)

We can use Stokes’ theorem in the last term to transform the total divergence into

a surface integral over the boundary ∂Ω where the field variations are identically zero,

as previously argued. Therefore, the change in the action Sm inside Ω under arbitrary

variations of the fields Ψ,

δ[Sm

δ[Ψ
=

∫
Ω

[
∂Λm
∂Ψ

−
(
∂Λm
∂Ψ;a

)
;a

]
√
−gdΩ = 0, (2.13)

if they satisfy the Euler-Lagrange equations, i.e. if (2.13) is identically zero. These are the

equations for the matter fields.

The variation of Sm with respect to the metric is slightly more elaborate since in ad-

dition to the field variation we also need to take into account the changes in the density
√
−g and, possibly, in the covariant derivative of the matter fields induced by the transfor-

mations ϕs. However, since the connection is a coarser geometric object, its variations can

be considered to be independent of the metric. The variation of the action with respect to

the connection will not produce an equation of motion for it since the connection itself is

not an observable field. Instead, it will fix the Levi-Civita connection of the metric g. We

will follow Palatini’s approach and consider the connection variations as independent so
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that

δ]Sm =

∫
Ω

[
∂Λm
∂g

]
δg
√
−gdΩ +

∫
Ω

Λm
∂
√
−g

∂g
δgdΩ. (2.14)

does not include variations of the covariant derivatives of the matter fields6 .

Let us start with the second term in (2.14). The change of the density
√
−g with

respect to the metric is given by

∂
√
−g

∂gab
= − 1

2
√
−g

∂g

∂gab
= − 1

2
√
−g

ggab = −1

2
gab
√
−g, (2.15)

so the ‘sharp’ variation (2.14) becomes

δ]Sm =
1

2

∫
Ω
T abδ]gab

√
−gdΩ, (2.16)

where

T ab = 2
∂Λm
∂gab

− Λmg
ab (2.17)

is a symmetric tensor which represents the energy and momentum distribution of the

matter fields with respect to the undetermined background geometry.

Finally, let us assume that the matter fields satisfy the Euler-Lagrange equations so

that (2.13) vanishes. By the fundamental theorem of differential equations, the integral

curves of ϕs correspond to the flow generated by some vector field ξ, therefore, the variation

of the metric, (2.6) can be written as

δg =
∂ϕ∗g

∂s

∣∣∣
s=0

= Lξgab = ξ(a;b), (2.18)

where Lξ denotes Lie-differentiation with respect to the vector field ξ. Substituting this

into (2.16) yields

δ]Sm =
1

2

∫
Ω
T abξ(a;b)

√
−gdΩ, (2.19)

and using the symmetry of the energy momentum tensor, we can integrate (2.19) by parts

to obtain ∫
Ω
T abξ(a;b)

√
−gdΩ =

∫
Ω
T ab;bξa

√
−gdΩ−

∫
Ω

(
T abξa

)
;b

√
−gdΩ (2.20)

where we can use Stokes’ theorem again to transform the last term into a surface integral

over the boundary of the hole - where the vector field ξ vanishes. Thus, the variation of

6See chapter 2 in [32] for a discussion where these variations are included.
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(2.16) becomes

δ]Sm =

∫
Ω
T ab;bξa

√
−gdΩ. (2.21)

The equations of motion follow from the vanishing of (2.21) for the arbitrary vector field

ξ inducing the metric variation (2.18). These are equivalent to the local conservation law

T ab;b = 0. (2.22)

Before we continue with the derivation of the equations of motion for general relativ-

ity, let us summarize the consequences of Hilbert’s variational approach for matter. The

requirement of general covariance in the formulation of physical laws is equivalent to the

invariance of the action Sm under diffeomorphisms of spacetime, equation (2.7). This sym-

metry implies the dynamics of matter, given by (2.13) and (2.22) as Noether identities

and, therefore, they do not need to be postulated independently. However, this is nothing

particular about general relativity, as discussed in the previous section. So far we only

have re-written classical dynamics in a generally covariant manner. The next step is to

incorporate the principle of equivalence to identify the full dynamics of spacetime and

matter.

Geometry equations

The last stage of the variation formalism is to obtain the dynamics of the geometry implied

by general covariance. The procedure is straightforward. As previously stated, we follow

Palatini’s formalism by considering the connection as an independent field. We stress again

that no equations of motion for the connection would arise from its variations, those will

only fix the Levi-Civita connection7.

Following the previous convention, we denote with a sharp super-script a variation of

the metric which leaves the other fields (the connection) fixed, thus, the geometry equations

of motion are those for which

d

ds
Sg(Ω)

∣∣∣
s=0

= δ]Sg =

∫
Ω

[√
−gδ]R+Rδ]

√
−g
]

dΩ = 0. (2.23)

We have already calculated the variation of the density
√
−g in (2.15). Hence, we only

need to compute the variation of the curvature scalar. We do this in two steps. First, we

consider the variation

δ]R = Rabδ
]gab + gabδ]Rab. (2.24)

We notice that the Ricci tensor depends only on the connection coefficients, and therefore

7The proof of this can be found in Section 5.3.1 of [40].
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its ‘sharp’ variations are identically zero. Thus we only need to compute the covariant

components of the metric variations

δ]gab = −gacgdbδ]gcd. (2.25)

Substituting the derivative of
√
−g given by (2.15), the variations of the curvature

scalar (2.24) and the covariant components of the metric (2.25) into the variation of Sg,

equation (2.23) becomes

δ]Sg = −
∫

Ω
Gabδ]gab

√
−gdΩ, (2.26)

where

Gab = Rab − 1

2
Rgab (2.27)

is called the Einstein tensor. Following arguments analogous to those leading to equation

(2.22) for the stress-energy tensor, (2.27) satisfies the Bianchi identities8

Gab;b = 0. (2.28)

This completes the variational program. It just remains to read the dynamics encoded

in the symmetry of general relativity.

Einstein equations and the equivalence principle

The complete dynamics of general relativity follows solely from the invariance of the

Einstein-Hilbert action (2.1) under the group of diffeomorphisms of spacetime. Assum-

ing that the matter fields satisfy the Euler-Lagrange equations, general covariance implies

d

ds
S(Ω)

∣∣∣
s=0

=

∫
Ω

[
Gab − 1

2
T ab
]
δ]gab

√
−gdΩ = 0, (2.29)

therefore, from the arbitrariness of the diffeomorphisms ϕs, the equations of motion for

general relativity are

Rab −
1

2
gabR = 8πTab. (2.30)

These are ten, coupled, non-linear, second order partial differential equations for the metric

coefficients as required by Hilbert’s axioms and obtained as a direct consequence of the

general covariance of physical laws. Encoded in them is the principle of equivalence. Matter

and geometry appear on an equal footing. Their interaction does not distinguish any

specific set of physical fields encoded in the stress-energy tensor provided they have the

8This was the fact that originally motivated Einstein to postulate the tensor G for the right hand side
in equations (2.30).
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same energy-momentum distribution [19]. This is the most dramatic insight of general

relativity; spacetime curvature is gravity and energy is its source.

The class of solutions admitted by the system of Einstein’s equations is very large.

In principle, any metric which is differentiable up to second order in a given region of

spacetime could be used to define an energy-momentum tensor. This would leave the task

of finding which kind of ‘matter dynamics’ is defined by the geometry prescribed by the

chosen metric. The matter models of physical interest, however, are not that arbitrary.

There is a set of conditions which must be satisfied by the energy-momentum tensor in

order to consider a theory as physical. In practice, one proposes matter models which

satisfy a physically relevant condition and proceeds to find the geometry associated with

them.

2.2 Irreversible processes

It may seem that all there is left for classical theories of physics is to write down a La-

grangian density or an energy-momentum tensor which satisfies some energy condition

and then solve Einstein’s equations for the particular matter model of interest. Here is

a sharp distinction between the interpretation of a fundamental theory of nature and the

observable phenomena it was abstracted from.

General relativity is the product of the mathematical language of general covariance

and the physical principle of equivalence whose dynamics is obtained from the Einstein-

Hilbert action. As a dynamical theory it is complete. Then, the question is if dynamics is

a faithful description of all natural motions, whether every process described by dynamics

can be found in nature.

We understand a natural process as a consecutive set of motions changing the properties

describing a physical system from one configuration to another. Implicit in this reasoning

is the notion of an evolution which makes a clear distinction between the directions of

the past and the future, i.e. it presupposes an arrow of time. In the vast majority of

mechanical contexts, such a distinction is merely conventional. All the dynamical laws are

symmetric with respect to a parameter which we identify with time. Thus, we normally

follow the convention that a system naturally evolves in the positive direction of this time

parameter. If the goal of any dynamical theory is to give an account of the natural evolution

of physical situations we encounter in the universe, we are faced with the empirical fact that

most processes we experience do not possess such a time symmetry - they are irreversible.

The aim of this section is to highlight the questions raised by incorporating the Laws

of Thermodynamics (c.f. Section 1.1) to the empirical basis of a dynamical theory.
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2.2.1 Equilibrium thermodynamics

The detailed dynamics of a system composed of a large number of interacting particles

in an arbitrary manner is prohibitively complicated. Nevertheless we can still extract a

significant amount of physically relevant information if certain restrictions on the collective

motion of the individual components are imposed. In this manner, we can get some insight

into the most complex scenarios by considering progressively more elaborate steps.

We have argued that thermal equilibrium corresponds to a highly idealised state in

which the dynamics of a system are time symmetrical. In this section we will clarify this

notion from a macroscopic point of view, leaving the micro-physics details for the following

chapter. Therefore, for any macroscopic system, we say:

Thermal equilibrium is that state in which the total energy is conserved and

its internal9 energy is maximally distributed.

Notice that this definition does not make any assumption about the material nature of

the system. As far as thermal equilibrium is concerned, it makes no difference if we are

dealing with atoms, molecules, photons or any other exotic type of matter. This is what

gives thermodynamics its universal character.

The assumption of thermal equilibrium allows us to reduce the very large number of

degrees of freedom of a system to a handful of the relevant variables that describe its state.

In general, not all such variables are independent, being connected through an equation

of state. Such equations are not part, nor can be deduced from, the thermodynamic

hypotheses. They contain the material information of the system we try to analyse. We

shall see that not every relation between the state variables of a given thermodynamic

system corresponds to a real matter model, for they can lead to dynamical inconsistencies

within the underlying fundamental theory. We will explore these matters in further detail

in Chapter 6.

As pointed out in [6], the number of independent variables can also be reduced if

the system has an overall additivity property. To illustrate this, let us consider the case

of a fluid consisting of a single species of particles whose total energy of E is related

to its entropy S, volume V and number of particles N through and equation of state

E = E(S,N, V ). In this case, we can express the change in the total energy of the system

as

dE = TdS + µdN − pdV (2.31)

9Here, we understand total energy as a global quantity, while for internal energy we mean that possessed
by the system’s sub-parts.
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where, by definition, the temperature T , chemical potential µ and pressure p are

T ≡ ∂E

∂S
, µ ≡ ∂E

∂N
and p = −∂E

∂V
. (2.32)

In this example, the variables E, S, N and V satisfy the following scaling property. Let

us denote with a tilde the scaled variables

S̃ = λS, Ñ = λN and Ṽ = λV, where λ ∈ R. (2.33)

Then, the total energy of the system becomes

Ẽ(S̃, Ñ , Ṽ ) = λE(S,N, V ). (2.34)

whilst the variables (2.32) remain unchanged. The local form (2.31) of the scaled energy

takes the form

dẼ = λdE + Edλ = TdS̃ + µdÑ − pdṼ . (2.35)

Comparing the last two equalities it easy to check that the total energy is

E = TS + µN − pV. (2.36)

This result is known as the fundamental Euler relation of equilibrium thermodynamics. If

instead of working with absolute quantities we use densities, we can rewrite (2.36) in the

form

ρ+ p = Ts+ µn, (2.37)

where ρ = E/V , s = S/V and n = N/V are the energy, entropy and particle number

densities, respectively. Now, if we let the scale factor to be λ = 1/V , the energy (2.34)

becomes

Ẽ = (S̃, Ñ , Ṽ ) = Ẽ(s, n, 1) = ρ(n, s), (2.38)

and the differential form (2.31) reduces to

dρ = Tds+ µdn. (2.39)

Therefore, whenever a system admits an additivity property of the form (2.34), we can

effectively reduce the number of independent variables by one. In our case, equation

(2.39) will henceforth be referred as the equilibrium Gibbs’ relation. It will serve as our

thermodynamic reference point in the relativistic discussions of the forthcoming chapters.

Finally, let us note that thermal equilibrium implies that the rate of change of the total
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energy with respect to time vanishes identically. Thus, in the case of a single species fluid,

the entropy and particle productions should be in balance. In particular, if the particle

number is conserved, the entropy, as required by the definition, should be maximal. We

will give a clearer explanation of the meaning of maximally distributed energy in the next

chapter, when we introduce the microscopic motivation for the concept of entropy. For the

time being, let us note that the Gibbs’ relation (2.39) completely characterises the state

of thermal equilibrium for a fluid10. Therefore, for a fluid with constant particle number

density, the above definition of thermal equilibrium is equivalent to the weaker version:

Thermal Equilibrium (isentropic) is that state for which the entropy den-

sity of the system is a conserved quantity, i.e.

ds = 0. (2.40)

Notice that this definition of thermal equilibrium is indeed a time symmetric one since

the requirement of maximal energy distribution implies that there are no hotter or colder

regions; there is no net energy transport from one part of the fluid to the other. In this

sense, equilibrium thermodynamics gives an account of collective phenomena in a time

reversible fashion.

The above isentropic definition of thermal equilibrium differs from the general one in a

crucial point. Suppose we have a thermodynamic system in thermal equilibrium. There are

essentially two different ways we can perturb the system away from equilibrium: reversibly

and irreversibly. The difference between the two is that, in the former, the total energy of

the system is modified without changing its entropy while, in the latter, entropy is not a

conserved quantity, even when the energy itself may be conserved.

Here, we have been implicitly assuming that time indeed ‘flows’ in one direction, i.e.

towards the future. Thus, when we speak about reversibility we mean that, from the

present state of a system, we have enough information to retrodict the system’s previous

state. This is obviously the case for thermal equilibrium, although it may come as a

surprise that it is also the case of some systems away from it. In such a case, the only

relevant auxiliary hypothesis are the zero-th and first laws of thermodynamics discussed

in the introduction (c.f. Section 1.1); the ‘time-symmetric’ laws. It is the second law

that describes systems which, internally11, can distinguish past from future; we gradually

lose our ability to retrodict the past while the final state becomes progressively more

predictable. Moreover, if the final state of thermal equilibrium is reached, we have lost all

10The extension to the case with more than one species is straightforward.
11At the level of description, the distinction between past and future is purely a convention on the

direction of the future, not a true feature of the dynamics.
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previous information about the systems evolution; from the system’s point of view, it has

never departed from it12. We can give a more precise statement of the second law for a

system which has been left to evolve without any external influence:

Second law of thermodynamics The entropy of a system, which internally

can distinguish the orientation of time, always increases towards the future, i.e.

dS

dt
≥ 0. (2.41)

Let us denote the rate of change of entropy (2.41) by Γs and call this quantity the

entropy production. To give account of irreversible processes we need a detailed study of

situations when the entropy production does not vanish. We cannot be satisfied with the

simple inequality stated by the second law. It is our task to relate entropy production to

a well-defined physical processes.

2.2.2 Linear Irreversible Thermodynamics

This subsection is devoted to the first step in the study of irreversible processes. The

physics of systems far away from thermal equilibrium remains a topical problem. Thus,

the natural approach towards a theory of irreversible processes would seem to require an

expansion in deviations from the state of equilibrium. Here, we give an account of the

Linear Irreversible Thermodynamics (LIT) programme pioneered by Onsager and later

developed by Prigogine [63, 22]. The central result of this subsection are the Onsager

reciprocity relations, of which Fourier’s law is a consequence. We will argue that, although

it has been experimentally verified to a good level of accuracy, LIT will necessarily fail

when the relaxation time scale of thermal phenomena is long compared with the dynamical

one - e.g. in superfluid helium - even when the deviations from equilibrium are not large.

Therefore, although LIT will not play a significant role in this thesis, this brief introduction

will serve as a motivation for the Extended Irreversible Thermodynamics (EIT) programme

which permeates the multi-fluid approach to heat conduction presented in Chapter 5.

A simple evaluation of the entropy production becomes possible if we assume that

entropy away from equilibrium depends on the same variables as it does while in equi-

librium. We will introduce no restriction as to the nature of the system except that we

shall assume that, although the system as a whole will not be in equilibrium, there exists

12Determinism is lost! One could argue that a system takes an infinitely long time to completely relax
to equilibrium and, therefore, its evolution is deterministic for all times. Surprisingly, we can find purely
mechanical examples for which determinism is also lost (c.f. Norton’s slippery dome [54]). The solution to
this apparent loss of predictability can be traced down to the differentiability of the system’s constraints
(in the case of Norton’s dome the surface is analytic everywhere except at the summit).
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at every point a state of local equilibrium for which the entropy is given by the classical

Gibbs formula (2.39). This restricts us to systems whose evolution may be described in

terms of macroscopic thermodynamics and hydrodynamics without explicit introduction

of molecular concepts.

The central quantity is the entropy production per unit time (2.41). We should notice

that this will become an issue when dealing with relativistic systems, when we will have

to refer to a particular frame to have a definite interpretation. For the time being we shall

consider the Newtonian framework where thermodynamic systems are Galilean invariant,

and hence have a universal notion of time. In this case, the entropy production per unit

time may be expressed as the volume integral

dS

dt
=

∫
σdV ≥ 0, (2.42)

where σ denotes the entropy production per unit time and volume.

It is very rare that thermodynamic processes occur in complete isolation. It was noted

by Onsager that when two or more irreversible processes take place simultaneously in a

thermodynamic system, they may interfere with one another[58]; leading to the discovery

of the celebrated reciprocity relations. The central assumption in Onsager’s reasoning was

that of microscopic reversibility, which guarantees an independent balancing of different

classes of molecular processes maintaining statistical equilibrium. This balance is a crucial

point if we want to extend the LIT programme to physical regimes where non-inertial

effects may not preserve the statistical equilibrium of the system.

The LIT programme posits that the entropy production σ is a bilinear form of the

generalised forces Xi (affinities, gradients of temperature, gradients of chemical potentials,

etc.), and fluxes Ji representing the rates of the various irreversible processes taking place

(chemical reactions, heat flow, diffusion, etc.)

σ =
∑
i

J iXi ≥ 0. (2.43)

It should be noted that the validity of the Gibbs relation (2.31) is assumed in (2.42).

The Gibbs relation, however, can only be established in some neighbourhood of equilibrium

which defines the region of local equilibrium. At thermal equilibrium the fluxes and forces

vanish identically, i.e.

J i = 0, Xi = 0 (2.44)

for all irreversible processes simultaneously. This is the justifying fact that allows us to

assume linear homogeneous relations between the forces and the fluxes for conditions near
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equilibrium.

In this representation, the fluxes are the unknown quantities, and the forces are given

functions of the state variables or their gradients. Thus, we can then write

J i = J i(X1, X2, .., Xn). (2.45)

Therefore, in the neighbourhood of equilibrium, we can make the expansion

J i =
∑
j

(
∂J i

∂Xj

)
Xj +O(XjXk), (2.46)

and neglect second order terms13 to obtain the fluxes as linear transformations of the forces

J i =
∑
j

LijXj . (2.47)

Here the coefficients Lij are measurable constants which are defined in terms of correlation

functions [48].

Substituting the linearised fluxes (2.47) into the entropy production (2.43) gives us the

form

σ =
∑
i,j

LijXiXj . (2.48)

The positivity of entropy production constrains the coefficients Lij to be a quadratic form.

Thus, the simplest constitutive equations which guarantee the semi-positiveness of the rate

of entropy production are given by Onsager’s reciprocity relations

Lij = Lji. (2.49)

The Onsager relations are the central result in the linear thermodynamics of irreversible

processes programme. Their strength resides in their generality; they showed for the first

time that non-equilibrium thermodynamics leads to general results independent of the

molecular model used [63].

Onsager’s reasoning was inspired by William Thomson’s idea of a variational principle

for dissipative systems, namely, a principle of least dissipation of energy. There is no

evidence of such a principle for a generic non-equilibrium system. However, for relatively

small deviations from thermal equilibrium one can argue in favour of a principle of least

entropy production [22]. To illustrate this point, let us consider the case of heat conduction

13Microscopic reversibility assumption.
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alone. In this case we are left only with the single pair

Jq = −κ∂T
∂x

, (2.50a)

Xq =
∂

∂x

(
1

T

)
, (2.50b)

where Jq is the one-dimensional heat flow, T is the absolute temperature and κ is the

thermal resistivity. The volume integral (2.42) becomes

dS

dt
=

∫
κ

T 2

(
∂T

∂x

)2

dV. (2.51)

If in the whole system the temperature deviates locally from some average T0

T = T0 + δT, (2.52)

neglecting higher order terms, the perturbed entropy production is

δ
dS

dt
=

∫
κ

T0 + δT

(
∂δT

∂x

)2

dV

=

∫
κ

T0 (1 + δT/T0)

(
∂δT

∂x

)2

dV. (2.53)

Since the temperature is a function of the position only, we write the temperature pertur-

bation in terms of the displacement δx as

δT =
∂T

∂x
δx. (2.54)

Hence, since δT/T0 � 1, the variation of entropy production (2.53) becomes

δ
dS

dt
=

1

T0

∫
κ

(
∂2T

∂x2

)2

δxdV. (2.55)

Note that the minimum of (2.55) corresponds to the stationary state away from equi-

librium

κ
∂2T

∂x2
= 0. (2.56)

Prigogine referred to this result as an example of a kind of inertial property of non-

equilibrium systems

. . . When given boundary conditions prevent the system from reaching thermo-

dynamic equilibrium (that is, zero entropy production) the system settles down
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to the state of least dissipation . . . [63]

It should be stressed that the theorem of minimum entropy production is formulated

under the assumption of small deviations from equilibrium. It can easily be shown that

systems far from thermodynamic equilibrium could behave in quite a different manner,

in fact, directly opposite from the one expected from the minimum entropy production

theorem.

It was also noticed in [37] that this approach has some other limitations, the most

important for us being that of the parabolic nature of Fourier’s law. This implies that

thermal disturbances propagate information with boundless speed. Cattaneo proposed

a solution to this problem by taking into account the microscopic time-scale in which

such disturbances would propagate information in a material medium, thus deducing a

hyperbolic equation for heat.

Hyperbolic heat conduction: a road to Extended Thermodynamics

The one dimensional version of Fourier’s law (2.50a) together with an energy balance of

the form
∂

∂t
T (t, x) = − ∂

∂x
Jq(t, x), (2.57)

leads to the heat equation

∂

∂t
T (t, x)− κ ∂

2

∂x2
T (t, x) = 0. (2.58)

We may write the solution of (2.58) for an initial value problem in an unbounded region

of space in the form

T (t, x) =
1

(4πκt)3/2

∫ ∞
−∞

T (0, y) exp

[
−(y − x)2

4κt

]
dy. (2.59)

This solution implies that T (t, x) is non-zero zero for all x and t > 0, even when T (0, x)

may have support on a finite interval only.

The above result is far from satisfactory. One would expect that temperature distur-

bances have a bound on their propagation speeds given by the material internal structure.

In this interpretation, heat conduction can be understood as the energy exchange during

collisions of the molecules forming the material. The chance of being hit depends on the

length a molecule travels before hitting another one. This length is the mean free path.

Cattaneo proposed a modification to Fourier’s law to incorporate this view

J̃q = −κ
[
∂T

∂x
− τ ∂

∂t

(
∂T

∂x

)]
, (2.60)
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where τ corresponds to a real parameter with units of time. He called (2.60) ‘non-

stationary’ Fourier’s law. This leads to

∂

∂t
T (t, x) = κ

[
∂2

∂x2
T (x, t)− τ̃ ∂

∂t

(
∂2

∂x2
T (t, x)

)]
. (2.61)

Still, this is not a hyperbolic differential equation, this attempt did not remedied the

problem. Thus, Cattaneo proposed a further modification of (2.60). He assumed that

the the operator τ(∂/∂t) was ‘sufficiently’ small so the difference between Jq and J̃q is

negligible. Thus, he could approximate the non-stationary Fourier’s law by

J̃q(t, x) + τ̃
∂

∂t
J̃q(t, x) = −κ ∂

∂x
T (t, x), (2.62)

where τ̃ = τ/κ. This result is called the Cattaneo equation. This will be the reference

point in the coming chapters, when we deal with hyperbolic theories of dissipation. The

reason for this is that it leads to a telegraph equation for thermal disturbances, i.e.

τ̃
∂2

∂t2
T (t, x) +

∂

∂t
T (t, x)− κ ∂

2

∂x2
T (t, x) = 0. (2.63)

Equation (2.63) is hyperbolic if the parameter τ̃ > 0. In such a case, it predicts the

propagation of heat pulses at the finite speed

v = ±
√
κ

τ̃
. (2.64)

Thus, we see that for arbitrary small values of the ‘relaxation’ time τ̃ the characteristic

speeds become unbounded. Figure 2.1 shows a comparison of the evolution of a pulse by

considering the heat and the telegraph equations, respectively.

Note that in order to obtain the hyperbolic heat equation (2.63) two assumptions were

made. The first is that the ‘modified’ heat flux J̃q is no longer related to a ‘force gradient’

as in the ordinary Fourier’s law. The second is the assumption that the quantity

τ
∂

∂t

(
∂T

∂x

)
(2.65)

is small, thus setting a dissipation time-scale which is long compared to the system’s

dynamical evolution. This kind of behaviour is better seen in liquids, as in the case of the

second sound in superfluid helium or the dissipation to solidification time scales of molten

polymeric fluids14. In these cases, heat acts as a ‘slow’ variable of the process. Thus, one

14An example of a polymeric fluid is ‘gel-wax’, a fluid typically used in candle making. One can try the
following experiment: put some molten gel wax in a Petri dish to form a layer of about 1mm. Heat from
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could treat the heat flux as if it were a state variable. This constitutes the motivation to

introduce Extended Irreversible Thermodynamics.

2.2.3 Extended Irreversible Thermodynamics

From the discussion in the previous section, the reader may have some feeling of discomfort

about the applicability of the heat equation. For many ‘practical’ applications, Fourier’s

law is a very good approximation. However, when one is interested in sufficiently rapid

phenomena, the LIT description is not good enough. Moreover, when the underlying

principles of the dynamical theory15 prevent signalling faster than a critical speed, then

the traditional approach is simply unacceptable. Therefore, there is a clear conflict between

Linear Irreversible Thermodynamics and relativity.

The general philosophy behind a thermodynamic description of macroscopic phenomena

is that of averaging. In such a process, one reduces the (very large) number of degrees

of freedom, to a manageable set of ‘thermodynamic variables’ which are directly related

to conserved quantities, i.e. mass, energy and momentum. All other variables decay

very rapidly in the averaging process and thus they are not conserved, e.g. heat. If,

however, the time scale of certain phenomena is ‘fast enough’, the decay of some of these

variables may become slow compared to the total duration of the phenomenon. In this case,

the otherwise not conserved fast variable, can be treated as a slow, conserved one. The

Extended Irreversible Thermodynamics programme (EIT) was designed to systematically

approach thermodynamic phenomena whose set of conserved slow variables is enlarged by

a set of ‘dissipative’ yet slow ones which complement the thermodynamic description of a

system evolving away from thermal equilibrium. The interested reader is referred to the

work by Jou [37].

Continuing our previous fluid example (c.f. Section 2.2.1), in EIT one considers the

energy of the system to be a function of the equilibrium (conserved) quantities and the

dissipative (slow) fluxes. In our case, we have

E = E(N,S, V, J̃q), (2.66)

or, equivalently, the energy density is written as

ρ = ρ(n, s, q). (2.67)

below in a uniform manner trying to preserve a steep temperature gradient between the bottom and the
surface of the fluid. With enough luck hexagonal convection patterns (Benard cells) will form. Remove the
Petri dish from the heat source. If the cooling down is sufficiently uniform, the wax will stiffen before the
patterns are completely dissipated.

15The underlying Lorentzian geometry encoding the ‘principle of causality’ through general covariance.
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Figure 2.1: This figure shows a comparison of the evolution of a thermal disturbance
modelled with the heat (left) and telegrapher (right) equations. The vertical axis represents
time, while the horizontal corresponds to one-dimensional space. The initial condition is
a delta function at the origin of the spatial direction. The evolution occurs towards the
top of the page. We can see that, for the heat equation, the pulse spreads over the entire
region without any lag. On the contrary, the evolution provided by the telegraph equation
propagates a thermal signal which dissipates away to merge the long term solution of the
heat equation (the transition between ‘fast’ and ‘slow’ heat flux). The bottom graph shows
a how the two distinct evolutions become indistinguishable in the ‘long’ run. Here, the
‘z’-axis corresponds to temperature, while the spatial and temporal directions should be
obvious from the description of the top images.
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Thus, we can write an ‘extended’ Gibbs relation of the form

dρ = µdn+ Tds+ µqdq, (2.68)

where µq stands for the ‘heat chemical potential’ given by

µq ≡
∂ρ

∂q
. (2.69)

It is one of the aims of this work to show how an extended Gibbs relation leads naturally

to a hyperbolic description of heat conduction in a relativistic setting. The details of this

will be given in Chapter 5.

2.3 Irreversible processes in general relativity

In this chapter, we have introduced the two main components of this thesis. On the one

hand, we consider the general theory of relativity as our fundamental dynamical theory

(c.f. Section 2.1, footnote 3). The purpose of presenting the full variational construction

from the Einstein-Hilbert action was two-fold:

1. it allowed us to spell out unambiguously the meaning of general covariance in the

context of this work, and

2. to highlight that the connection of the mathematical formulation of a dynamical

theory with the empirical world is manifest through the Lagrangian function and its

symmetries.

It is hard to overestimate the importance if these two points, specially to correctly interpret

the outcome of chapters 5 and 6 - the core of this manuscript.

On the other hand, we acknowledge the fact that many dynamical processes allowed by

general relativity, have never been observed in nature16 and therefore, it may seem the they

are not allowed by some physical law as a consequence of its ‘time-symmetric’ nature17.

As discussed in chapter 1, here we adopt the view that thermodynamics is a collection of

self-consistent additional hypothesis - the laws of thermodynamics - that we must add to

our dynamical theory to obtain a stronger description about nature18.

16This kind of induction does not imply that such processes will never be observed, but we may have to
wait a ‘very’ long time.

17The choice of the direction of time is a matter of convention.
18The addition of the laws of thermodynamics to any dynamical theory ‘forbids’ a larger class of processes

to occur than the dynamics alone would. In this sense it is ‘easier’, at least in principle, to falsify. Thus,
we obtain a stronger description of nature [61].
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If we agree that the principles of general relativity and the laws of thermodynamics

form the empirical basis of our macroscopic description of nature, how do we assess our

individual models of physical processes? In the forthcoming discussion we will show that

in essence, the physical information contained in the Lagrangian function is equivalent to

the one given by an equation of state. Thus, in a more complete view of natural processes,

we can describe a system’s thermodynamics in a dynamical way or, equivalently, we can

give a thermodynamic description of its dynamics.

With this, we close our discussion about the framework of this thesis.
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Relativistic kinetic theory

Irreversible processes in general relativity represent an outstanding challenge for our ef-

forts to understand the dynamics of macroscopic systems. The equations governing such

dynamics were laid down in the previous chapter. In this chapter we deal with the matter

content of those equations. The aim is to give a sound microscopic motivation for our later

developments of relativistic non-equilibrium thermodynamics.

Although most of the material in chapter is not new, we have tried to carefully spell out

subtleties often omitted in more specialised literature. In particular, on arguments typically

invoked in ‘proofs’ of the fundamental theorem of irreversible processes; Boltzmann’s H-

theorem. The following is an account of the results of non-equilibrium relativistic kinetic

theory which are relevant to keep this work self-contained. Central discussions relating

to the Einstein-Boltzmann or Einstein-Vlasov systems, have been entirely omitted. The

interested reader is referred to the classic work of Synge [70], Tauber & Weinberg [72],

Stewart [68], Ehlers [25], Treciokas & Ellis [73], Ellis, Matravers & Treciokas [27] and

references therein for a range of different aspects of relativistic kinetic theory.

The spirit of the following discussion, as a preamble to our treatment of relativistic

dissipative fluids, is the one highlighted by Treciokas & Ellis [73]. Therefore, we will use

kinetic theory to assist us to obtain the form of the macroscopic transport equations.

Hence, rather than use it to examine the nature of the fluid theory, it will serve as a

motivation for it.

3.1 The symplectic structure of the relativistic phase-space

This section is the starting point for our exploration of processes in nature which exhibit

a ‘time-asymmetric’ evolution. It was stated in the previous chapter (see footnote 3)

that, within this work, we consider a theory as physical only if it can accommodate the
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features of our observed world, moreover, we say that a theory is fundamental if it can

be derived from a variational principle. One can immediately raise an objection - with

well justified claims - that, under such consideration, we would have to exclude dissipative

systems altogether. The reason for this is that, in the strict sense, variational techniques

only apply to conservative systems. The view sustained in this thesis is more relaxed.

Therefore, the rest of the present work will be devoted to argue that, through the insights

stemming from the tenets of relativity, a variational construction for transport phenomena

is possible.

The central aim of this section is to present a covariant description of the underlying

microscopic theory of relativistic hydrodynamics. The reason for this exercise is two-fold.

On the one hand, it will exhibit the role played by general covariance in the context

of classical mechanics when formulated in terms of states on the relativistic phase-space.

Furthermore, it will remove the notion of ‘universal time’ from the formulation of the

second law of thermodynamics.

The work presented in this section was motivated by the relativistic treatment of kinetic

theory as given by Synge [70], Stewart [68] and Ehlers [25]. The mathematical account is

well known for non-relativistic systems and can be found in the classical text by Arnold

[8]. A relativistic version of the same symplectic formalism has been given by Rovelli

[65]. Hence, this brief introduction to relativistic kinetic theory is not new. However,

the discussion regarding the covariant formulation of the second law of thermodynamics is

presented from a novel point of view, allowing us to introduce the notion of ‘entropy as a

fluid’.

Let us commence our discussion by considering a simple gas, i.e. a collection of a large

numberN of particles of a single species. As the particles move through spacetime collisions

might occur. We will assume for the moment that they are completely elastic so that

momentum, mass and number of particles remain conserved. When the particles are not

colliding, the principle of equivalence asserts that they move along the free fall trajectories

of the spacetime metric g, i.e. the non-intersecting curves, γ : I ⊂ R −→M, which satisfy

the equations of motion obtained from the Lagrangian function, Λ : TM−→ R,

Λ(xc, ẋa) =
1

2
gab(x

c)ẋaẋb. (3.1)

Here ẋa denotes the components of an element of the tangent space TxM at a point x

on the spacetime manifold M. This defines the set of ‘natural’ coordinates - the eight

functions (xa, ẋa) - for the tangent bundle of spacetime TM. Through the rest of this

work, a dot represents differentiation with respect to the affine1 parameter λ.

1A parameter is called affine if it is related to proper time by an affine transformation: τ → λ = aτ + b
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The spacetime metric provides us with an isomorphism between the tangent and the

co-tangent bundles of spacetime. Therefore, we can alternatively describe the same free-

fall trajectories on T ∗M. Let us define the canonical momentum conjugate to ẋa by the

spacetime one-form p ∈ T ∗xM whose components are given by

pa =
∂L

∂ẋa
. (3.2)

In this case, the free-fall dynamics of a system of test particles is encoded in the free

Hamiltonian function, H : T ∗M−→ R, defined by

H(xc, pa) =
1

2
gab(xc)papb. (3.3)

Here, the set of natural coordinates for T ∗M is given by the eight coordinate functions

(xa, pb). As the reader may anticipate, the dynamics is independent of such a particular

choice of coordinates. However, from an operational point of view, the natural coordi-

nates are indeed ‘preferred’. In the context of classical mechanics they are referred to as

‘canonical coordinates’.

Notice the use of the covariant and contravariant metric representations in the La-

grangian and Hamiltonian descriptions respectively. Their appearance highlights the role

of the metric components as potentials of the gravitational field in a non-relativistic situ-

ation2.

Since the Hamiltonian (3.3) does not depend explicitly on the parametrisation of the

where a and b are constants and τ denotes proper time.
2Consider the weak field limit of general relativity. In this case we can decompose the spacetime metric

into a Minkowski part and a perturbation

gab = ηab + hab, where ηab = diag(−1, 1, 1, 1) and |hab| � 1.

It follows from the definition of the inverse metric

δ b
a = gacg

cb = (ηac + hac)
(
ηcb + h̃cb

)
= δ b

a + ηach̃
cb + hacη

cb +O(h2).

Thus, keeping only the linear terms in h, it follows that

ηach̃
cb + hacη

cb = 0,

and we have that the inverse metric is simply given by

gab = ηab − hab.

To obtain the Newtonian limit, we use the equivalence principle, i.e. from the geodesic equation and the
equivalence between ‘inertial’ and ‘gravitational’ masses of test particles, to make the identification

h00 = −2Φ,

where Φ is the Newtonian gravitational potential. Thus, we can compute both the Lagrangian and Hamil-
tonian [(3.1) and (3.3) respectively], for a test particle of mass m moving with some velocity ~v to obtain
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curve, its numerical value is constant on the hypersurfaces defined by the pseudo-sphere

gab(x)papb = −m2. (3.4)

If m > 0, we call m the mass of a test particle. Two curves passing through the same

spacetime event with the same direction differ only in their parametrisation. Thus we

see that their momenta define different “shells”. We say that the particles have different

masses and consequently we call the pseudo-sphere (3.4) the mass shell for particles with

mass m.

In non-relativistic classical mechanics, the phase-space of a system of N particles is de-

fined by the 6N -dimensional manifold whose elements are the collection of spatial locations

and momenta of each particle, i.e. the state of the system. The natural generalisation to a

relativistic case would be the 8N -dimensional manifold with the restriction imposed by the

underlying Lorentzian symmetry of spacetime. The relativistic single-particle phase-space

is then the collection of points xa in spacetime together with all the allowed momenta

pa through each point. This implies that pa should either be timelike or null and future

directed. Thus we say that the relativistic single-particle phase-space P is the future non-

spacelike part of T ∗M whose boundary ∂P corresponds to states of massless particles.

Alternatively, we can define the relativistic phase space in terms of the mass of the test

particles. The mass shells (3.4) form 7-dimensional subsets of T ∗M. Let us denote by

Pm each subset for different values of m. We define the single particle phase-space as the

collection of all the individual mass-shells

P =
⋃
m

Pm. (3.5)

The dynamics of a system described by a Hamiltonian function follows from an action

principle. However, the role played by the Hamiltonian is different from the one played

by the Lagrangian in the variational principle discussed in Chapter 2. This is a direct

consequence of the symplectic structure of P.

3.1.1 Forms and motion

It was previously said that the ‘natural’ choice of coordinates for T ∗M was the ‘pair’

(xa, pa), where the xa are the coordinates representing a point x ∈ M and the pa are the

the familiar expressions of classical mechanics (modulo an infinite additive constant!)

Λ =
1

2
mv2 −mΦ and H =

1

2
mv2 +mΦ.
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components of the one-form

α̃ = padx
a, where α̃ ∈ T ∗xM. (3.6)

By definition, the one-forms that we have encountered so far are elements of the dual to

the tangent space at each point of spacetime, i.e. they are functions which assign a real

number to each tangent vector of spacetime. In particular

α̃ : TxM−→ R. (3.7)

The natural projection of the co-tangent bundle, π : T ∗M −→ M, induces the push-

forward map π∗ : TP −→ TM. Therefore, given a tangent vector X ∈ TmP, we observe

that the action of the one-form (3.7) on the pushed-forward vector π∗X ∈ TxM, whose

base point is x = π(m), defines the phase-space one-form

α : TmP −→ R. (3.8)

We can express this by

α [X] (m) = α̃ [π∗X] (x), where α ∈ T ∗mP. (3.9)

Equation (3.9) is the definition of the canonical one-form or symplectic potential. Written

in this form it is clear that α is a one-form on phase-space, not on spacetime. The situation

is summarised by the commutative diagram;

TmP TxM

R

//
π∗

��
??

??
??

??
??

??
?

α

����
��

��
��

��
��

�

α̃
. (3.10)

This rather abstract treatment pays immediate rewards. It is not difficult to show

that the symplectic structure of the co-tangent bundle (in particular of the phase-space)

is simply given by the closed two-form

ω = dα
!

= dpa ∧ dxa. (3.11)

Here the coordinate expression follows directly from (3.7). Notice that the warning sign is

in place since the coordinate representation is defined from dα̃ and, therefore, it belongs to
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a different space! It is through (3.9) that we should understand the last equality in (3.11)

without any ambiguity.

The two-form ω is obviously skew-symmetric, and it follows from its coordinate ex-

pression that its matrix representation is non-singular3. Hence, ω defines the symplectic

structure of phase-space. Since it is a bi-linear non-degenerate form, it provides us with

an isomorphism between TP and T ∗P. In particular, given any smooth function H on P,

the symplectic form ω takes the one-form

−dH = −∂H
∂pa

dpa −
∂H

∂xa
dxa

=
∂H

∂pa

∂

∂xa
dpb ∧ dxb − ∂H

∂xa

∂

∂pa
dpb ∧ dxb

=

(
∂H

∂pa

∂

∂xa
− ∂H

∂xa
∂

∂pa

)
c(dpb ∧ dxb) = ω (XH) , (3.12)

where c denotes all contractions, into the Hamiltonian vector field defined by

XH ≡
∂H

∂pa

∂

∂xa
− ∂H

∂xa
∂

∂pa
. (3.13)

The vector field (3.13) generates a one-parameter family of diffeomorphisms of phase-

space. The dynamics of a system whose Hamiltonian function is H is given by the integral

curves of XH .

A fluid example: vorticity and structure

Let us make a pause in our present argument and note how the previous construction is

immediately related to our forthcoming discussion of hydrodynamics [c.f. Chapter 5].

Consider a single constituent fluid whose elements are described by the conserved parti-

cle flux na. Its conjugate momentum µa can be related to the chemical potential µ through

the Euler relation

ρ+ P = −naµa, (3.14)

where ρ and P are the energy density and pressure of the fluid.

We can express the particle number density current in terms of a family of co-moving

observers na = nua whose normalised four-velocity uaua = −1 defines a congruence

parametrised by an affine parameter λ. Let us denote the four velocity as the rate of

change of the coordinate functions of spacetime along these curves, ua = ẋa, where the dot

denotes change with respect to the parameter. The canonical equations of the system are

3A matrix is non-singular if its determinant is not zero.
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[12]

na =
dnxa

dλ
=
∂H

∂µa
and

dµa
dλ

= µa;bn
b = − ∂H

∂xa
, (3.15)

where H is the ‘free-fall’ Hamiltonian (3.3).

Let us contract these equations for the fluid with the particle number density current

na

gabn
anb = −n2 (3.16a)

µa;bn
bna = − ∂H

∂xa
∂H

∂µa
=
∂H

∂µa

∂H

∂xa
= −µa;bn

bna (3.16b)

We see that (3.16a) simply gives the information about the number density of the fluid

particles, while (3.16b) tells us that the contraction of the momentum equation with the

particle flux is identically zero. Thus, it follows that the ‘forces’ acting on the fluid are

orthogonal to its four-velocity. Hence, the dynamics of this simple system is given by the

momentum equation

2µ[a;b]n
b = −H;a. (3.17)

The LHS of equation (3.17) allows us to identify the fluid’s vorticity with the symplectic

two-form

µa;bdx
b ∧ dxa = dµa ∧ dxa. (3.18)

In this example the only way in which the fluid particles can change their energy is by

changing their masses (during collisions say). If we do not allow for particle creation or

mass shifts, the dynamics is constrained to one of the surfaces Pm of (3.5) defined by the

equation H = m. This is normally known as the Hamiltonian constraint and is a crucial

ingredient in Hamilton’s variational principle.

Notice that the vanishing in the contraction of (3.17) with the flux na is equivalent to

the (trivial) vanishing of ω(XH , XH). We shall return to this point in Chapter 5, when

the constraint surface will have more degrees of freedom.

Motion in phase-space

The example above gives us some insight into how the classical mechanics of conservative

systems is formulated. Without much ado, Hamilton’s variational principle can be stated

in the following manner4:

4Up to this point we have only considered states defined on the relativistic single-particle phase-space.
In the case of ‘larger’ systems, the geometric construction is completely analogous. We just need to ‘count’
the correct number of degrees of freedom. In such a setting, the spacetime manifold M is simply replaced
by the space of kinematic variables; the configuration manifold C whose coordinates are typically denoted
by q. The relativistic phase-space is then the future, non-spacelike part of T ∗C with coordinates (qa, pa).

42



3.1. Symplectic structure of phase space Relativistic kinetic theory

The single-particle variational principle. Let α be the canonical one-form

of the relativistic single-particle phase-space and let γ ⊂ Pm be a curve whose

restriction γ̃ ⊂ M connects two events, x0, x1 ∈ M. We say γ̃ is a physical

motion if γ extremises the action

S[γ] =

∫
γ
α.

This principle is an empirical fact and constitutes the physical basis of classical me-

chanics. Equivalently, we can use Stokes’ theorem to state the same principle in terms

of the symplectic form in the following way. Consider one of the hyper-surfaces Pm. The

restriction of the canonical one-form allows us to define a two-form ω̃. Since Pm is a hyper-

surface of P of co-dimension one, ω̃ is necessarily degenerate, i.e. the bi-linear form ω̃ has

a null eigenvector5 X. The empirical fact in this case states that the physical motions

correspond to the projected orbits of X into spacetime.

Let us denote by GH the one dimensional sub-group of the diffeomorphisms of phase-

space generated by XH . If the mass of every individual test particle is conserved, XH is

tangent to each Pm. We can think of the 6-dimensional quotient manifold Pm/GH as the

non-relativistic phase space of classical mechanics for each inertial observer.

In order to construct a differential operator which encodes the evolution of a dynamical

system, we can substitute the definition of the free-fall Hamiltonian (3.3) into (3.13) to

obtain

L ≡ ω(·, XH) = {·, H} = gabpb
∂

∂xa
− gbdgceΓabcpdpe

∂

∂pa
. (3.19)

Here Γabc are the Christoffel symbols associated with the metric gab. We call (3.19) the

Liouville operator. This differential operator acts on functions defined on P. Thus, if

G : P → R and L[G] = 0, then G is a constant of the motion.

Notice that, equivalently, the Liouville operator is simply a one form on T ∗P defined

by the canonical two-form ω and the Hamiltonian vector field XH . This highlights the

leading role played by ω in the geometric description of a dynamical system. Furthermore,

as we will show, the symplectic form acts as a building block for the phase-space volume

measure.

3.1.2 Volume elements

In this sub-section, we try to keep a completely covariant, coordinate-free language. How-

ever, we will make a clear connection with the coordinate language used in most relativistic

Here the indices run over 4N values, i.e. we have (q1, q2, ..., q4N , p1, p2, ..., p4N ).
5A null eigenvector of a bilinear form is a non-vanishing vector with zero eigenvalue.
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fluid dynamics work.

We need to construct a set of measures. One for the base manifold and one for the fibre

through each point of the base manifold and also a prescription to transform the volume

form as we move along spacetime.

The volume measure in M is

η =
√
−gdx0 ∧ dx1 ∧ dx2 ∧ dx3 =

1

4!
εabcddx

adxcdxcdxd (3.20)

The cotangent space of M at x, TxM, has its own volume given by

π =
(√
−g
)
x

dp0 ∧ dp1 ∧ dp2 ∧ dp3, (3.21)

this is the volume element in 4-momentum space at each point.

We can now construct a volume form for P in terms of products of the two-form ω

Ω = ω ∧ ω ∧ ω ∧ ω

=
[
dp0 ∧ dx0

]
∧ · · · ∧

[
dp3 ∧ dx3

]
= −

[
dx0 ∧ · · · ∧ dx3

]
∧ [dp0 ∧ · · · ∧ dp3]

= −
[
dx0 ∧ · · · ∧ dx3

]
∧ [d(g0a0p

a0) ∧ · · · d(g3a3p
a3)]

= −g0a0g1a1g2a2g3a3

[
dx0 ∧ · · · ∧ dx3

]
∧ [dpa0 ∧ · · · dpa3 ]

= η ∧ π. (3.22)

Now we can show a result of central importance in the development of the second law of

thermodynamics. We can ask ourselves what happens to the volume form we just defined

as it is dragged along the flow of XH . From the Cartan identity for Lie differentiation of

r-forms we see

LXH
ω = XHcdω + d (XHcω) = 0 (3.23)

and as a consequence

LXH
Ω = 0 (3.24)

Since 8−forms in P are a one dimensional vector space and LXΩ is an 8−form for some

vector field X (not necessarily Hamiltonian), it must be proportional to Ω. The divergence

of X is defined in such manner as the constant of proportionality between the Lie-dragged

volume form and itself. Thus we see that any Hamiltonian vector field is divergence-free,

that is, the phase flow defined by such field is incompressible! This is precisely what the

Liouville’s theorem states.
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Before we move on, we need an extra measure. Consider the 7−form given by

Ω\ = XHcΩ = −4dH ∧ ω ∧ ω ∧ ω. (3.25)

The hyper-surfaces of the phase space P which will be of special interest are those for

which (3.25) reduces to

Ω\ = paσa ∧ π (3.26)

where

σa =
1

3!
εabcddx

bdxcdxd. (3.27)

We denote such hyper-surfaces by Σ. One can verify that the 7−form (3.25) is closed

and it is also dragged along the phase flow

LXH
Ω\ = 0. (3.28)

We can consider Ω\ as the volume measure on the space of phase orbits, since Liouville’s

theorem guarantees that every cross section of a tube of phase orbit have the same volume,

thus it can be regarded as a measure of the number of orbits in each tube. Physically the

integration of Ω\ over a hyper-surface Σ counts the number of states intersecting Σ [25].

3.1.3 Individual mass-shell volume measure

Finally, we will be interested in cases where the mass distribution is discrete, i.e. we will

be interested in different mass shells of definite mass m, Pm. We observe that another

way of interpreting (3.24) is to say that Ω is an L−invariant measure on P and from that

we see that h(p2)Ω is too, for any function h. To get rid of the contribution from all the

irrelevant mass shells consider the function

h(p2) = 2He(p)δ(p2 +m2) (3.29)

where He is the Heaviside function which is equal to one if p is future directed and zero

otherwise. Note that upon integration with respect to Ω this will only take into account

the contributions from the future part of the mass shell Pm. Using coordinates (xa, pi, p0)

on P and ‘integrating’ h(p2)Ω over p0 we obtain

Ωm = η ∧ πm (3.30)
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on Pm, where

πm = −
√
−g
p0

dp1 ∧ dp2 ∧ dp3 (3.31)

3.2 Boltzmann’s equation

In the rest of this chapter we consider a spacetime region and assume that it is filled with

a system of many particles. Following [25], we suppose that the interaction between the

particles can be divided into long range and short range forces. Then it seems reasonable

to account for the long range forces in terms of a mean field, in which each particle moves

like a test particle except when they undergo a collision, which correspond to the short

range interactions. The short range forces can be accounted for in terms of idealised point

collisions, whose probability of occurrence is governed by cross-sections taken from special-

relativistic scattering theory6. We also assume here that the collisions only occur between

pairs of particles, thus, we are considering the case of a dilute gas.

In this work, the only long range interaction we consider is gravity. If we take the

spacetime metric as a mean gravitational field, then the associated phase flow describes all

possible free motions of particles between collisions.

The assumptions of kinetic theory are physically plausible for dilute gases in which the

mean free path between successive short range interactions is much larger than the range

of those interactions. In what follows, we generalise in a covariant manner Boltzmann’s

programme of a one-particle phase space.

A gas state is represented as a collection of phase orbits corresponding to the free fall

states occupied by particles between collisions. A collision corresponds to jumps of the

participating particles from old to new phase orbits. During a collision, particle has no

phase orbit assigned to it. The state of a gas in phase space is fully characterised by

the occupation number, N = N [Σ], which assigns to a given compact oriented spacetime

hyper-surface Σ the number of occupied orbits intersecting it. An individual gas state is

too complicated to explore in detail. In practice, one uses a Gibbs-ensemble, which is a

collection of such individual states representing a macro-state of the gas, and studies the

average distribution of states. We assume that the average distribution of occupied states

can be described by a continuous density function with respect to the volume measure Ω\

〈N [Σ]〉 =

∫
Σ
fΣΩ\, (3.32)

We call fΣ the one particle distribution function of the gas. It is a Lorentz invariant

6This is the so-called ‘molecular chaos’ hypothesis. It is the only time asymmetric assumption of kinetic
theory. A deeper understanding of this point is required to explain the origin of the asymmetry of the
second law, in particular the problem of the ‘arrow of time’.
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representing the density of particles in a spacetime region of 3-volume d3x and momenta in

the range d3p with energies in dE. Throughout the rest of this work we will work with the

average distribution of occupied states and will drop the angle brackets. Also, for small

enough regions, the distribution function at a point is independent of the hyper-surface we

use and, therefore, we will drop the subscript for it.

Consider a compact region of phase-space D with boundary ∂D. During a collision

inside D particles exchange momentum. If we count creations in the positive sense and

annihilations in the negative, then the total number of collisions inside D can be expressed

by an analogous distribution

N [∂D] =

∫
D
gΩ (3.33)

where g is interpreted as a collision density in D.

Assuming that f is continuously differentiable, the net number of collisions in D is

given by

N [∂D] =

∫
∂D

fΩ\ (3.34)

and using Stokes’ theorem, the product rule for exterior differentiation and the definition

of Ω\ we obtain

N [∂D] =

∫
∂D

fΩ\ =

∫
D

d(fΩ\) =

∫
D

df ∧ Ω\ =

∫
D

df ∧ (XHcΩ) =

∫
D
L(f)Ω (3.35)

Thus, we have obtained the covariant version of Boltzmann’s equation

L(f) = g. (3.36)

Specific forms of the collision term g depend on the model under consideration. In partic-

ular, it is through the mathematical form of this term that one can materialise the time

asymmetric molecular chaos and the dilute gas assumptions of kinetic theory, i.e. that two

un-correlated particles before a collision will be correlated for all times afterwards, even if

they never meet again. We will not go further with a discussion relating to the solutions of

Boltzmann’s equation. We just need to keep in mind that the ‘irreversibility hypotheses’

for kinetic theory are manifest through (3.36).

3.3 Entropy

The central notion in any discussion about irreversibility is that of entropy. Unlike most

quantities that we have encountered so far, for which we have a clear and definite intuition,

entropy will be the most elaborate and abstract concept we will work with during the

course of the present work. It is not the intention here to repeat the philosophical meaning
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of the concept - beautifully addressed by Penrose [59] and Price [62] - but to obtain an

operational definition to support our future developments on the relativistic dynamics of

non-equilibrium processes. The material presented in this section is mostly referential.

The construction follows that of Synge [70] and Ehlers [25].

Consider a box divided in N equal cells and a set of ν marbles. Suppose we accom-

modate the marbles in the cells in some random manner and then ask how random our

arrangement is. This may sound terribly vague so let us first compare two possible ar-

rangements and ask which one is more likely to be the outcome of a random assignment.

To do this, let us denote each arrangement by an string of numbers

A = [ν1, ν2, · · · , νn], (3.37a)

A′ = [ν ′1, ν
′
2, · · · , ν ′n]. (3.37b)

Here νi and ν ′i represent the number of marbles in the ith box for each distribution.

Obviously, the total number of marbles does not depend on any particular arrangement

n∑
i=1

νi =
n∑
i=1

ν ′i = ν. (3.38)

In a truly random assignment, each box has an equal probability of 1/n of receiving

a marble. It is not difficult to check that the probability to obtain any of the outcomes

(3.37) is given by an expression of the form

P [A] =
ν!

ν1!ν2! · · · νn!

(
1

n

)ν
. (3.39)

If the number of marbles and cells is not very large, the answer follows from the direct

computation of (3.39) for each array. Indeed, if the numbers are “small enough” one can

answer such question by mere inspection. However, as the numbers get larger, equation

(3.39) is not very useful to compare the likelihood of the outcome A given A′. To make

this expression more manageable, we work with its logarithm

logP [A] = log ν!− log
n∏
i=1

νi!− ν log n

= log ν!−
n∑
i=1

log νi!− ν log n. (3.40)

This will be very useful in the case where the number of cells, the number of marbles and

the number of marbles in each cell are very large. In such situation, we can approximate
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the logarithms in (3.40) by Stirling’s formula

log a! ∼ a log a− a. (3.41)

Thus, using (3.38), we obtain

logP [A] = ν log ν −
n∑
i=1

νi log νi − ν log n. (3.42)

Now it is straightforward to compare the probabilities to obtain each outcome just by

taking the difference of their logarithms

logP [A]− logP [A′] = log
P [A]

P [A′]
= ζ − ζ ′, (3.43)

where we have made the abbreviation

ζ = −
n∑
i=1

νi log νi and ζ ′ = −
n∑
i=1

ν ′i log ν ′i. (3.44)

Therefore, the desired relation for both probabilities follows from (3.43) and (3.44). That

is

ζ > ζ ′ ⇒ P [A] > P [A′],

ζ = ζ ′ ⇒ P [A] = P [A′],

ζ < ζ ′ ⇒ P [A] < P [A′].

Thus we see that the quantity ζ measures the ‘randomness’ of a given array A.

In the example above we were just interested in the ‘likelihood’ of finding different

static configurations of very large samples of balls grouped in cells. We can extend the

analysis to the case where we are also interested in the motions of the balls inside each cell

(provided there is a mechanism that governs such motion). In that case, the distribution

of balls will not just depend on their positions within the cells, but also on their velocities.

In the limit when the marbles and the cells are arbitrarily small, we are essentially looking

at a gas in a box7. Now, we have seen in the previous section that the total number of

particles at a given time is given by the occupation functional (3.32). Here an instantaneous

configuration is only defined with respect to a class of observers; those sharing the same

7At this level we are not yet concerned about the particular details of the gas. For our purposes it suffices
that each marble/particle is indistinguishable from one another. This corresponds to the “hard-spheres”
approximation.
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simultaneity hyper-surface. As before, let Σ be a 7-dimensional hyper-surface of phase

space8. The total number of particles and their respective momentum is given by

N [Σ] =

∫
Σ
fnΩ\

n, (3.45a)

Pa[Σ] =

∫
Σ
fnpaΩ

\
n. (3.45b)

In analogy with the total number of marbles (3.38), equations (3.45) do not depend on

the particular distribution function of the particles; their specific arrangement within the

volume Ω\
n. Therefore, to be able to compare the degree of randomness among different

distributions, we follow (3.44) and define

H[Σ, fn] = −
∫

Σ
(fn log fn)Ω\

n, (3.46)

Notice that, unlike the total number of particles and the momentum on a given hyper-

surface, the quantity H does depend on the particular distribution function. Thus, the

quantity H[Σ, fn] can be regarded as a measure of the “randomness” of the distribution fn

at a specific moment characterised by the hyper-surface Σ.

Consider a space-like hyper-surface Σ0. If we want to know what is the most random

distribution of a very large number of particles N with total momentum P a at a given

“time” represented by Σ0, we just need to extremise (3.46) with respect to all the possible

distributions. A crucial thing to be noticed is that, without any restriction, such question

does not make sense. It would be like asking what is the most random distribution of

marbles in a box without saying how many marbles there are in the first place! In our

case the relevant question is which is the most random distribution over Σ0 of an array

of N particles (3.45a) with momentum (3.45b).To answer this question, we introduce the

Lagrange multipliers αn and βa and work instead with

H̃ = H+ αnN + βaPa, (3.47)

where βa is assumed to be a timelike vector field. Then, we look for the distribution

function that makes H̃ an extremum

δH̃ =

∫
Σ0

[−(log fn + 1) + αn + βapa] δfnΩ\
n = 0. (3.48)

8Note that the one-particle phase space is an 8-dimensional manifold. In this sense Σ leaves one degree
of freedom. If the projection of Σ down to spacetime is a spacelike hyper-surface G, then (3.45a) effectively
counts the number of particles at a given time.
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We can immediately read off from the integrand the most random distribution of N iden-

tical particles with averaged momentum P a over the hyper-surface Σ0 to be

f0 = exp [αn(x) + βa(x)pa − 1] . (3.49)

We say that a system is thermalised at a certain moment characterised by Σ0 if it

is described by the distribution function (3.49). Note that the choice of hyper-surface

is crucial through the whole argument, as it represent a surface of simultaneity for a

family of observers. However, just as in our previous example of marbles in a box, if each

box has an equal probability of getting a ball, the result is independent of the particular

geometry. Therefore, the next question one could ask is how to compare distributions

between different hyper-surfaces, provided there is a manner of passing from one to another.

3.3.1 H-theorem

Now that we know the distribution function which extremises the randomness functional

H[Σ0, fn] of a gas described by fn at a given time Σ0, we are interested to know how to

relate such measure from one hyper-surface to another. A precise and objective answer

to this problem is far from trivial. In a rather speculative sense, this is the definition of

irreversibility; the fundamental notion of the arrow of time. Again, it is not our aim to

pursue such quest in any depth, but to obtain a clear characterisation of the irreversibility

of relativistic processes.

Consider the flow generated by the vector field X (not necessarily Hamiltonian). The

change of H along the flow of X, parametrised by ε, is

d

dε
H[Σ, fn] = − d

dε

∫
Σ(ε)

fn log fnΩ\
n

= −
∫

Σ
LX [fn log fnΩ\

n]

= −
∫

Σ
[(1 + log fn)LXfn]Ω\

n −
∫

Σ
fn log fnLXΩ\

n. (3.50)

Our first task is to find the conditions under which the quantity H is conserved along

the flow of X. That is, when two hyper-surfaces have an equally random distribution of

particles and momenta. To do this, we need to be careful; we need to guarantee that

we are comparing the right regions of phase space. This fact becomes evident by looking

at the second term in the RHS of (3.50); we need to take into account evolutions of

the volume form Ω\
n along the flow. To keep the discussion at the simplest level, we only

consider those flows which are volume preserving. Thus, from the volume dragging formula,
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equation (3.28), we see that if the vector field X is Hamiltonian, the volume element Ω\ is

preserved. In this case, H is constant along the flow of XH if the distribution function fn

is also dragged by the flow, i.e. if fn is constant along the orbits of XH .

From the discussion in the previous section we can ask if the distribution function (3.49)

is dragged by the phase flow generated by H. Consider the Hamiltonian vector field XH

and the distribution function (3.49). From the definition of the Liouville operator (3.19)

we have

LXH
f0 = XHf0 = L[f0]. (3.51)

It is straightforward to evaluate this expression to obtain

L[f0] = exp (αn + βapa)
[
α ,a

n pa + β(a;b)papb

]
. (3.52)

Substituting (3.52) back into (3.50) we obtain

dH
dε

∣∣∣∣
H

= −
∫

Σ
{(1 + log f0)L [f0]}Ω\

n −
∫

Σ
f0 log f0LXH

Ω\
n

=

∫
Σ

(αn + βapa) exp (αn + βapa)
[
α ,a

n pa + β(a;b)papb

]
Ω\

n

= 0, (3.53)

where we have made use of the volume preserving condition (3.28). Therefore, the distri-

bution function f0 is dragged by the phase flow only if the Lagrange multipliers satisfy the

conditions

α ,a
n = 0 and β(a;b) = 0. (3.54)

Note that the choice of a Hamiltonian observer is crucial to make the right comparison of

the distribution functions that extremise H over two distinct hyper-surfaces. To see this,

let us recall the marbles in cells problem. A choice of a flow which does not preserve the

volume element Ω\, would be equivalent to comparing the distributions of marbles in boxes

of the same volume but with different number of cells.

Equations (3.54) represent one of the central results of relativistic kinetic theory. They

are the macroscopic conditions of global thermodynamic equilibrium [21]. In the next

section we will express these relations in terms of fluid variables. For the time being, let

us note that in order for the functional H to be dragged by a Hamiltonian observer, a

necessary condition is that the spacetime admits a timelike Killing vector field, i.e. the

spacetime must be stationary.

We have arrived at the conclusion that the macroscopic conditions (3.54) are equivalent
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to the micro-physics condition expressed by the collision-less Boltzmann equation

L[f0] = 0. (3.55)

Thus, we see that for any Hamiltonian observer, a thermalised system in a given hyper-

surface Σ0 [described by the distribution function (3.49)] will be thermalised in a neigh-

bourhood of Σ0 and we say that the system is in equilibrium. A distribution function

satisfying (3.49), but not (3.54), is called a local equilibrium distribution [7]. Are there

any other distribution functions which are dragged by the phase flow? The answer to that

rests at the core of the H-theorem.

H-theorem. Let fn be a distribution function describing the instantaneous

configuration of a system of particles on a hyper-surface Σ with volume measure

Ω\
n defined in terms of a Hamiltonian vector field XH . If f0 satisfies (3.49) over

a hyper-surface Σ0 and f0 6= fn, then Σ is in the the past of Σ0.

This theorem has been proved a number of times in the literature under two funda-

mental assumptions: when the system is a dilute gas and molecular chaos is present. The

following argument will show how we need physical input to realise a proof of the above

mathematical statement.

The first thing to note is that, implicit in such a statement, there is a convention.

We have chosen the direction of the future to correspond to “positive” displacements

of the parameter of the flow ε. Now, consider the change of H along XH between two

neighbouring hyper-surfaces Σ and Σ′ of a system described by the distribution functions

fn and f ′n respectively

H[Σ′, f ′n] = H[Σ, fn] +
d

dε
H
∣∣∣∣
H

ε. (3.56)

From (3.50) we can immediately see that if we can guarantee that the inequality

L[fn] ≥ 0, (3.57)

is satisfied, then the last term in the RHS of (3.56)

−
∫

Σ
[1 + log fn]L[fn]Ω\

n ≤ 0. (3.58)

Therefore, it follows that the value of H decreases in the positive direction of the flow of

XH . That is, if ε ≥ 0

H[Σ′, f ′n] ≤ H[Σ, fn]. (3.59)
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In particular, the equilibrium distribution function satisfies

H[Σ0, f0] ≤ H[Σ, fn] (3.60)

for any distribution function fn. Thus, the equilibrium value H0 = H[Σ, f0] corresponds to

a minimum. The entropy of a system is defined as the negative of the functional H. Hence,

we see that (3.59) implies that entropy increases towards the future of a given observer.

Notice that the conclusion (3.59) depends on the validity of the inequality (3.57). This is

a particular version of the fundamental problem of the arrow of time. In most cases this

result is simply postulated and in the present work we do as well. However, we should

keep in mind through the rest of this work that (3.57) is as far as we can go within the

realm of the classical theory of irreversible processes

3.4 Macroscopic fluid equations

To close this chapter, we obtain the macroscopic fluid description of the gas. As noted in

[73], a fluid model is appropriate if the collision dominance is assumed to imply that the

gas is sufficiently close to equilibrium to allow the definition of a unique 4-velocity and use

of a conventional thermodynamic formalism.

So far we have been considering the averaged occupation number to describe the number

of particles crossing a given hyper-surface. Now we focus on those hyper-surfaces for which

we can use the individual mass-shell volume element (3.30) where the integration over

momentum space is simply (3.31). In this case the occupation functional (3.32) can be

written as

N [Σ] =

∫
G
σa

[∫
Σ]

fnp
aπn

]
, (3.61)

where Σ] is the part of the mass-shell which is contained in Σ. Written in this way, the

term in brackets represents the number density current for the n species,

na =

∫
Σ]

fnp
aπn, (3.62)

which integrated over the oriented volume element σa gives the total number of particles

passing through G with momentum in Σ]. In what follows, if the region of integration

of phase space Σ] is omitted, the integration (3.62) should be over the entire mass-shell9.

For any smooth distribution function fn ≥ 0, the particle density current na is a timelike,

future directed vector field in spacetime.

9In order to guarantee that all the integrals of the type (3.62) exist, we shall always assume that all
distribution functions vanish sufficiently fast for large energies at infinity on the mass-shell.
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In a similar manner, the current density associated with the four-momentum distribu-

tion of the system defines the kinetic stress-energy tensor of particles of the n species

T ab =

∫
fnp

apbπn. (3.63)

These current densities are special cases of moments of the distribution function in

momentum space.

To obtain conservation laws, we need to compute the covariant divergence of (3.62)

and (3.63). This is easily done as an application of Liouville’s theorem. Thus, we write

(see [25])

na;a =

[∫
fnπn

]
;a

=

∫
L[fn]πn (3.64)

T ab;b =

[∫
fnp

apbπn

]
;b

=

∫
L[fn]paπn. (3.65)

Notice that for a simple gas, consisting of a single particle species, Einstein’s equations

together with the Bianchi identities imply that the divergence of the energy-momentum

tensor vanishes, and in this case the distribution function fn satisfies

L[fn] = 0 (3.66)

and therefore, (3.64) is a continuity equation stating the particle number current na is

conserved.

For a mixture of particles, we need to consider different distribution functions integrated

over different mass-shells. In this case there might not be a conservation of energy for each

individual constituent, but again, Bianchi identities impose a balance law

T ab;b =
∑
A

T abA ;b =
∑
A

∫
LA[fA]paπA = 0 (3.67)

where the subscript A denotes each individual species.

We can extend the reasoning above and construct an entropy current density from

(3.46) in an analogous way to (3.62)

S[Σ] =

∫
G
σas

a (3.68)
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where again G is a spacelike hyper-surface and

sa = −
∫

(fn log fn)paπn. (3.69)

This provides us with another route to the second law of thermodynamics, as encoded

in the H-theorem stated in the previous section [see (3.59)]. In this case, if we consider

two spacelike hyper-surfaces G and G′ as part of the boundary of a ‘cylindrical’ region of

spacetime and using Stokes’s theorem we have

S′ − S =

∫
G′
saσa −

∫
G
saσa =

∫
∂D

saσa =

∫
D
sa;aη (3.70)

where η is the spacetime four-volume form (3.20).

It is clear then, that the total entropy of an adiabatically isolated system will not

decrease in time if and only if

sa;a ≥ 0 (3.71)

This requirement is equivalent to the condition on the distribution function (3.57).

There is no direct way to prove this without further assumptions about the dynamics of

the gas. The asymmetry in the direction of the arrow of time can thus be reinterpreted as

an asymmetry in the boundary conditions.

3.4.1 Thermal equilibrium and the Tolman-Ehrenfest effect

This subsection is entirely based on the work by Ehlers [25] and has been included for

completeness and future reference.

For an observer moving with the normalised four velocity given by the particle flux

ua = na/n, (3.72)

the equilibrium distribution function (3.49) depends only on the projection of the four

momentum into its own frame, E = −uapa. In this case, one can write the densitised

thermodynamic quantities ρ, n, s and p, representing energy, particle number, entropy

densities respectively together with the pressure p as

ρ =

∫ ∞
m

NEdE, (3.73a)

n =

∫ ∞
m

NdE, (3.73b)

s = β(ρ+ p)− αn, (3.73c)
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where

p =
1

3

∫ ∞
m

N(E2 −m2)E−1dE. (3.74)

These quantities are defined on a surface of equilibrium states whose coordinates are

Lagrange multipliers (α, β). One can show that, in addition to (3.73c), they satisfy the

equation

dρ = β−1ds+ αβ−1dn. (3.75)

Thus, comparing with the Gibbs relation (2.39) of section 2.2.1, we can interpret the

Lagrange multipliers as the temperature and relativistic chemical potential by

T = β−1, (3.76a)

µ = αβ−1. (3.76b)

There is a subtle point to note in the above discussion. The identification (3.76) comes

from the identification of the equilibrium thermodynamic variables with the Lagrange

multipliers defined to obtain the equilibrium distribution function. These, however, retain

their meaning only when the distribution itself is dragged by the vector field defining the

evolution of the system, i.e. XH . What happens if we choose some other vector field which

does not commute with XH? Does a moving body look cold? A step towards the answer

was found by Tolman. Equilibrium in a region of spacetime demands that the Lagrange

multipliers satisfy the evolution equation L(f) = 0, i.e. that the combination α + βapa

should be a constant of the motion. In particular, the second equilibrium condition (3.54)

implies the existence of a timelike Killing vector in spacetime, that is, thermal equilibrium

can be attained only in stationary spacetimes. This is quite a remarkable constraint for

a relativistic description of thermodynamic systems. In particular, this implies that for

relativistic thermodynamics the temperature T is not spatially constant. To see this, we

use coordinates adapted to the Killing vector field βa so that

gab;0 = 0, (3.77)

and, from (3.76a), the temperature satisfies

gabβ
aβb = g00 = −β2 = −T−2. (3.78)

Therefore, we can see that in a stationary gravitational field the equilibrium temperature

varies according to the law

T = (−g00)−1/2. (3.79)
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This is called the Tolman-Ehrenfest effect. In consequence, a gravitationally red-shifted

photon preserves the energy with which it was emitted, that is, there is no energy transfer

while freely propagating in a gravitational field.

We shall come back to this in more detail in Chapter 5.

3.4.2 Deviations from thermal equilibrium

The above discussion gives us a gist of what is yet to come. The Tolman-Ehrenfest effect

is a purely relativistic effect for systems in thermal equilibrium which shows that the

Newtonian idea that spatial variations of temperature alone imply a non-vanishing heat

flux cannot be extended to the relativistic realm. Therefore, in relativistic settings, a

non-uniform temperature distribution is not necessarily associated with a non-equilibrium

situation.

Within the framework of kinetic theory, we defined thermal equilibrium in terms of a

distribution function fn and an observer10 XH by requiring that, in the spacelike hypersur-

face locally orthogonal to XH , the distribution function should be given by (3.49), where

the Lagrange multipliers, α and βa, satisfy the conditions (3.54). Thus, in the macroscopic

limit we could associate them with the relativistic chemical potential and the equilibrium

temperature, respectively. How do we obtain the macroscopic limit of a non-equilibrium

situation? or, rather, how do we define entropy (and therefore temperature) in a situation

away from equilibrium?

We have a partial answer to the first question, and we face a serious problem with the

second. On the one hand, we can consider an expansion order by order in deviations from

thermal equilibrium. This is the well known Grad’s approach described in detail for the

relativistic case by Stewart [69]. Such an approach leads to the set of constitutive equations

of the Israel & Stewart model of relativistic dissipation discussed in the next chapter. On

the other hand, following such a path, we will inevitably face the problem of interpreting

the Lagrange multipliers of the equilibrium function f0. This does not represent an issue

as long as the macroscopic model is one for which the local equilibrium assumption holds.

That is, in a regime where LIT programme should operate. This is a surprising result

because the Israel and Stewart approach models systems with finite relaxation times, as

one would expect from an EIT point of view.

To stress the physical relevance of the ambiguities arising from any attempt to define

a non-equilibrium temperature we consider the following thought experiment proposed

by Casas-Vazquez and Jou [17]. The zeroth-law of thermodynamics, as introduced in

10Or a set of inertial observers; those defined through a timelike vector field XE which commutes with
XH .
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Chapter 1, can be used to define an ideal thermometer as the objects which measure

the same temperature throughout a system which is in thermal equilibrium. However,

away from equilibrium this is no longer the case. Imagine a system with two components;

matter and radiation, and suppose we have two thermometers; one with perfectly reflecting

walls and one whose walls are black. The first one will be unaware of the radiation and

indicate the temperature of the matter only, whilst the latter will be sensitive to both,

radiation and matter. In an equilibrium situation, both thermometers will produce the

same reading. However, when we depart from equilibrium, matter and entropy may have

different temperatures, thus the thermometers would provide us with different readings.

We will address this particular problem in section 5.3.1 from a dynamical point of view.

For the time being, the purpose of this discussion is to make the reader aware that there

is, indeed, a physical issue when dealing with systems away from thermal equilibrium.
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4

Relativistic theories of dissipation

This chapter presents a review of various theories of relativistic dissipation. The aim is to

make evident how the distinct models of relativistic dissipation share the same philosophy

in their construction, that is, by providing an energy momentum tensor written in a par-

ticular frame together with a suitable definition for the entropy flow in order to impose

the second law of thermodynamics.

We begin this review with a discussion of the so-called ‘first-order’ theories of dissipa-

tion. In particular, we work through the construction of Eckart’s model - the first extension

of non-equilibrium thermodynamics to a relativistic framework. In this case, the simple

definition of the entropy flow leads to Eckart’s hypothesis, which is nothing more than the

relativistic analogue of Fourier’s law. Therefore, a thermal disturbance will propagate with

an unbounded speed, leading to internal inconsistencies in a relativistic setting. For the

sake of completeness, we mention the Landau & Lifshitz model, which is not fundamentally

different from Eckart’s original proposal.

Owing to the inconsistencies arising from the first-order theories, a class of ‘second-

order’ theories emerged. Here we will introduce two distinct approaches of this kind which

differ essentially in their thermodynamic assumptions. Firstly, we will discuss the model

proposed by Israel & Stewart [36]. They generalise the definition of the entropy flow to

include ‘second order’ corrections from thermal equilibrium. This is normally interpreted

as a truncated series on deviations from equilibrium. The second-order terms of such an

expansion are given by all the possible covariant combinations of the scalars, vectors and

tensors available in the theory. These additional couplings need to be obtained by external

means, i.e. by indirect measurement or through a direct kinetic calculation. Interestingly,

it has been argued by Geroch and Lindblom [31] that a direct measurement of these terms

may not be possible. However, experiments showing the existence of second-sound in solids
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or, alternatively, in superfluid helium seem to contradict their result. The imposition of

the second law in the second-order theories is made in an analogous manner to the Eckart

‘first-order’ model. However, in this case it leads to a generalised version of the Cattaneo

equation [c.f. equation (2.62)] and, hence, to a relaxed propagation of thermal signals.

There is a subtle point to note here. In the Israel and Stewart programme, one assumes

the validity of the local equilibrium hypothesis and yet one correctly obtains a finite speed

for heat propagation. We shall discuss these matters towards the end of section 4.2.1.

Secondly, we include a discussion of a different point of view sustained by Carter.

Although Carter’s original proposal aimed at a simple way of doing ‘off the peg’ calcu-

lations, the discussion presented here will serve two purposes. On the one hand it will

shed light onto a highly obscure reference on relativistic thermodynamics. On the other,

such approach constitutes the original motivation for the multifluid approach to relativis-

tic dissipation presented in this thesis. For completeness and accessibility, we include a

transcript of Carter’s original views in Appendix A.

Let us emphasise that the various theories presented in this chapter does not exhaust

all the possibilities for the first and second order theories available. It is simply a collection

of the most representative and widely used. The inclusion of a wider selection of models,

we believe, would not contribute in a significant manner to our discussion. However, it

would be remiss not to mention some other roads that have been taken. Such is the case

of the work by Geroch and Lindblom on relativistic theories of dissipation of divergence

type [31], or the recent re-derivation of a second-order theory from kinetic theory by Koide

[20]. Finally, the interested reader may wish to consult the review article by Herrera and

Pavon [33] for a broader discussion about hyperbolic theories of dissipation.

4.1 First-order theories

Let us begin this review with the simplest generalization to describe dissipative process in

a relativistic context. In 1940, Eckart published a collection of articles entitled ‘Thermody-

namics of Irreversible Processes’, the third of which was devoted to irreversible processes

in relativity. This publication set the basic strategy followed by later developments in

relativistic theories of dissipation. A generic theory of relativistic dissipation consists of at

least one fluid, whose particle number density is conserved, together with a local energy

balance written in a manner that allows us to impose the second law of thermodynamics.

This section is based on Eckart’s original work [24].
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4.1.1 Eckart’s model

Let na represent the particle number density flux of a single species fluid system. In the

previous chapter we saw that we can express the conservation law for na by the expression

na;a = 0. (4.1)

In Eckart’s model, one uses this fact to choose a frame in which to carry out all physical

measurements. Thus, the Eckart frame is defined by the family of observers moving with

the normalised four-velocity parallel to the matter fluid

ua =
na

n
(4.2)

where n2 = −gabnanb.
Given an arbitrary vector field F a, we can form the pair

f = −gabuaF b, (4.3a)

fa = habF
b, (4.3b)

where we have introduced the orthogonal projector to the observer’s four-velocity

hab = δab + uaub. (4.4)

One can easily verify that, indeed, habu
b = 0. Therefore, we can decompose any vector

field F a at each point of spacetime into its parallel and orthogonal components to ua

F a = fua + fa. (4.5)

This is a very useful decomposition to describe vector quantities from the point of view

of an observer moving together with a fluid. In a similar manner, an arbitrary tensor F ab

can be decomposed in terms of its components

φ = uaubF
ab, (4.6a)

φa = habucF
bc, (4.6b)

φab = hach
b
dF

cd. (4.6c)

Instead of proving a variational principle from which the conservation of energy fol-

lows as an identity, most relativistic theories of dissipation postulate that there exists a
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symmetric energy momentum tensor which satisfies the conservation law

T ab;b = 0. (4.7)

Then, using the decomposition (4.6), they write it in its general form

T ab = ρuaub + 2q(aub) + πab, (4.8)

where

qaua = 0 and πabua = 0. (4.9)

In this sense, any divergence-free symmetric second rank tensor serves to define a matter

model if we interpret (with the right units) ρ as the energy density, qa as the transverse

momentum and πab as the anisotropic stress tensor as measured by an observer moving

with the particle flux. With this physical interpretation, one can define the internal energy

ε through the relation [32]

n(ε+ a) = ρ (4.10)

where a is an arbitrary constant.

The dynamical relations contained in our matter model imposed by the constraint (4.7)

are easily obtained by contracting the energy-momentum tensor T ab with the observer’s

four velocity ua to obtain (
uaT

ab
)

;b
− ua;bT

ab = 0. (4.11)

Let us begin with the first term in the above expression. It follows from the decomposition

(4.8) that

uaT
ab = −ρub − qb, (4.12)

and, from the definition of the internal energy (4.10), it becomes(
−uaT ab

)
;b

=
[
n(ε+ a)ub

]
;b

+ qb;b. (4.13)

Finally, using the conservation of the particle number density flux, equation (4.1), it follows

that (
anb
)

;b
= 0, (4.14)

and equation (4.13) reduces to (
−uaT ab

)
;b

= nε̇+ qb;b. (4.15)
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The second term in the LHS of (4.11) can be written simply as

ua;bT
ab = qau̇a + ua;bπ

ab. (4.16)

Thus, the local form of the energy balance (4.11) from the fluid observer’s point of view is

given by

nε̇+ qb;b + qau̇a + ua;bπ
ab = 0. (4.17)

Before giving the physical significance of (4.17), a further simplification can be made.

Note that when the energy-momentum tensor takes the form

T ab = (ρ+ p)uaub + pgab (4.18)

we can define the hydrostatic pressure of the fluid through the trace of the stress tensor

p ≡ 1

3
πaa. (4.19)

Therefore, in the general case, this allows us to define the viscous stress tensor

P ab = −πab + phab, (4.20)

which is assumed to be a linear function of ua;b, in terms of the hydrostatic pressure. It

follows that the contractions of this viscous stress with the observer’s four velocity vanish

uaP
ab = 0, P aa = 0, (4.21)

and we can obtain a general expression for P ab

P ab = λ

[
2hachbdu(c;d) −

2

3
hachcduc;d

]
= λ

[
u(a;b) + 2u̇(aub) − 1

3
uc;ch

ab

]
= λ

[
σab + 2u̇(aub)

]
, (4.22)

where λ is the viscosity coefficient and we have introduced σab as the traceless shear tensor

σab = u(a;b) −
1

3
uc;chab. (4.23)

Let us define the the invariant specific volume v as the inverse of the particle number
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density n and use it to express the purely spatial part of ua;b as

habua;b = ub;b = nv̇. (4.24)

Thus, substituting the above expressions for the viscous stress, equation (4.20), and the

spatial projection (4.24) back into the local energy balance (4.17) we obtain

n(ε̇+ pv̇) + qa;a + qau̇a − ua;bP
ab = 0. (4.25)

In this form, equation (4.25) is completely analogous to the non-relativistic energy balance1.

It is only the term containing the four-acceleration u̇a which has no Newtonian counterpart.

Formally, it results from the fact that infinitesimal 3-spaces orthogonal to the observer’s

worldline are not parallel to each other, but relatively tipped because of the curvature of

such a line [25]. One can interpret this as a contribution due to the inertia of heat.

For a simple fluid, where the internal energy is only a function of the pressure p and

the specific volume v, there are always two functions, θ and s say, such that [23, 24]

∂ε

∂v
+ p = θ

∂s

∂v
. (4.26)

Hence, we can write the quantity inside the bracket in the first term of the energy balance

(4.25) in terms of these two functions as

ε̇+ pv̇ = θṡ. (4.27)

This is simply the Gibbs relation we found in section 2.2.1 [c.f. equation (2.39)]. Thus,

the two functions θ and s correspond to the equilibrium temperature and entropy density.

In terms of these variables, we can re-express (4.25) to get

nṡ+ (θ−1qa);a = − 1

θ2
qa[θ;a + θu̇a] + ua;bP

abθ−1. (4.28)

Written in this form, we can impose the second law of thermodynamics on the dynamics

of the matter model described by the general energy momentum tensor T ab in terms of the

thermodynamic quantities n, ρ and s relative to observer’s frame in the following manner.

Consider a vector field sa representing the entropy flux within the fluid [c.f. section 3.4].

1We can write the Newtonian energy balance in as

n
dε

dt
+∇ · q− (P · ∇) · v = 0

where ε is the internal energy, q is the heat flow, P is the total stress and v is the fluid’s three-velocity.
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From (4.28) one can infer that

sa = sna +
1

θ
qa. (4.29)

Note that this is far from being the only manner in which we could have written the

entropy density current. It is, however, the simplest for it is ‘linear’ in departures from

thermal equilibrium, i.e it is of ‘first-order’ in the heat flow. In this case, the second law

of thermodynamics takes the local form [c.f. equation (3.71)]

sa;a = nṡ+ (θ−1qa);a ≥ 0. (4.30)

As we have argued in the previous chapter, the inequality has to be imposed from the

outset; it cannot be proven within the dynamical content of the matter model.

Eckart’s hypothesis

In order to make the divergence of the entropy flux positive definite, the simplest assump-

tion is that the two terms in the RHS of (4.28) are independent and non-negative.

On the one hand, the first term in the RHS of (4.28) lead Eckart to propose the

relativistic analogue of Fourier’s law, namely

qa = −κhab[θ;b + θu̇b]. (4.31)

As before, the proportionality scalar κ represents the thermal conductivity of the fluid.

It is also clear that equation (4.31) is orthogonal to the fluid’s four-velocity. The spatial

projection of the covariant derivative of the function θ corresponds to the relativistic tem-

perature gradient. As we have already discussed, there is no Newtonian analogue of the

acceleration term −habθu̇b. Such a term implies an isothermal flow of heat in accelerated

matter in the direction opposite to the acceleration [24]. We will provide further details on

this point in the next chapter. Soon it will become clear, that every reasonable relativistic

generalization of Fourier’s law contains this acceleration term as a consequence of the effect

of the thermal inertia.

On the other hand, from the definition of the viscous-stress tensor (4.22) and the

decomposition of ua;b into a trace, shear, vorticity and acceleration parts

ua;b =
1

3
uc;chab + σab + ωab − u̇aub, (4.32)

using a symmetry argument and the orthogonality condition (4.21), it follows that

ua;bP
ab = σabP

ab = λσ2. (4.33)
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Hence, we can write the divergence of the entropy flux explicitly as a quadratic function

of its sources

sa;a =
qaqa
kθ2

+
σabσ

ab

λθ
≥ 0. (4.34)

This constitutes the first attempt to generalise Fourier’s law to the relativistic regime.

However, it can be readily seen that this result contains a covariant analogue of the heat

equation, without altering its parabolic character. Indeed, it was shown later by Hiscock

and Lindblom that the Eckart model not only suffers from non-causal behaviour, but also

it possesses unstable modes for thermal perturbations of ordinary matter models [34].

4.1.2 Landau & Lifshitz theory

The theory of relativistic dissipation proposed by Landau and Lifshitz as an alternative to

Eckart’s model shares essentially the same features as in the original proposal. Therefore,

there is no need to extend the discussion in this particular direction beyond a few main

results to keep the discussion complete and self-contained. The assumptions and calcu-

lations are completely analogous to the ones in the previous section and can be found in

[46].

The main difference this approach has with respect to the one followed by Eckart is the

choice of the observer’s frame. In the case of Eckart’s model we used co-moving observers

to describe the dynamics of the fluid whilst Landau & Lifshitz used a timelike eigenvector

of the energy momentum tensor of the matter. In both cases, the equations of motion

are determined by the conservation of the particle number density flow and the vanishing

of the divergence of the energy-momentum tensor. Thus, the dynamics are completely

equivalent and, although the specific form of the local energy balance will take a different

form, the physical content of both approaches is necessarily the same. Crucially, they lead

to the same ansatz to ensure the positivity of the entropy flux. Therefore, they also share

the same pathologies as found by Hiscock and Lindblom.

4.2 Second-order theories

This two-part section contains an account of the well known Israel & Stewart second-order

theory together with the original version of the pioneering work of Carter known as the

‘regular model’. One of the aims of this section is to highlight the main ontological differ-

ence between the two ‘second-order’ approaches, namely, the local equilibrium assumption

for small deviations from thermal equilibrium in the former and, the EIT approach to

non-equilibrium thermodynamics of relativistic systems of the latter. There is no claim

of originality of the material presented in this section. However, it has been written in a
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manner that, we hope, will facilitate an understanding of the details in the original sources.

4.2.1 The Israel & Stewart second-order theory

In view of the unsatisfactory results of Eckart’s theory, Israel [36] and Stewart [69] devel-

oped a new strategy to solve the inconsistencies of the relativistic first-order theories of

dissipation. Their approach, firmly grounded in relativistic kinetic theory, was named the

transient relativistic thermodynamics, but it is better known as the second-order theory of

relativistic dissipation. This model follows the same dynamical construction as in Eckart’s

model up to the definition of the entropy density flux, where they included a full set of

second-order corrections in the entropy sources. This truncated expansion leads to a rela-

tivistic generalization of Cattaneo’s equation (2.62). The following is a detailed derivation

of such an extension.

Let us begin by writing the decomposition of the stress-energy tensor [see (4.8)] in a

slightly different manner

T ab = ρuaub + (p+ τ)hab + 2u(aqb) + τab. (4.35)

The difference from (4.8) lies in the explicit inclusion of a viscous pressure term τ . Again

qa is the heat flow orthogonal to the matter’s four velocity , while τab and τ are the stresses

caused by viscosity in the fluid. Here the tensor τab satisfies the relations

0 = uaτab = τaa = τ[ab]. (4.36)

Thus, it relates to Eckart’s definition through

τab = −πab + (p+ τ)hab. (4.37)

As before, the equations of motion are given by the conservation laws (4.1) and (4.11)

and the imposition of the second law is completely analogous to the previous section.

From the modified form of the energy-momentum tensor (4.35) and properties (4.36) of

the viscous-stress tensor, the divergence of the entropy density current, equation (4.28),

can be written as

sa;a = − 1

θ2
qa[θ;a + θu̇a] + 〈ua;b〉τabθ−1 − τua;aθ−1. (4.38)

Here sa is the entropy current defined in Eckart’s model, equation (4.29), the brackets 〈〉
represent the symmetric traceless part of a given second rank tensor, i.e. for a given tensor
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Aab

〈Aab〉 =
1

2
hcah

d
b

[
2A(ab) −

2

3
hcdh

efAef

]
, (4.39)

and, crucially, θ is the equilibrium temperature of the fluid. It is obtained through the

assumption that the local equilibrium hypothesis holds for small deviations from thermal

equilibrium, i.e. that the energy density remains a function of the particle number and

entropy densities when the system is driven ‘slightly’ away from thermal equilibrium. This

means that, implicitly, the heat flux is still considered to be a fast variable in the EIT

sense (c.f. section 2.2.3) and, therefore, it cannot be treated as a state variable.

In order to satisfy the requirement of the second law, in addition to Eckart’s hypothesis

(4.31), we require that

τ = −ua;aξ, (4.40a)

τab = −2η〈ua;b〉, (4.40b)

where ξ and η are the bulk and shear viscosity coefficients, respectively. Note that in the

case of the Eckart model we only had the coefficient λ. This is because here we have made

an explicit distinction between the trace and shear parts of the congruence.

We see from (4.22) that τab is proportional to P ab. Hence, the quadratic form for the

divergence of the entropy density current, equation (4.34), becomes

sa;a =
τ2

ξθ
+
qaqa
kθ2

+
τabτ

ab

2ηθ
≥ 0. (4.41)

Motivated by the non-causal and unstable behaviour of Eckart’s proposal, Israel and

Stewart proposed to generalise the definition of the entropy density flux (4.29) by including

a complete set of second order terms, namely

sa = sna +
qa

θ
− 1

2

(
β0τ

2 + β1q
bqb + β2τbcτ

bc
) ua
θ

+ α0
τqa

θ
+ α1

τabq
b

θ
. (4.42)

Here the coefficients β0, β1, β2, α0 and α1 correspond to the different couplings for the

second-order terms. In particular, these quantities need to be provided by some other

means, i.e. by direct measurement or directly through kinetic theory, but cannot be

obtained from an equilibrium equation of state.

To compute the entropy production sa;aθ, we can split (4.42) into first and second order

pieces. The divergence of the linear part is given by (4.38)

saI ;aθ = −1

θ
qa[θ;a + θu̇a] + 〈ua;b〉τab − τua;a. (4.43)
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Therefore we only have to compute the divergence of the second-order part

saII ;aθ =
θ

2

[(
β0τ

2ua

θ

)
;a

+

(
β1qbq

bua

θ

)
;a

+

(
β2τbcτ

bcua

θ

)
;a

]

+ θ

[(
α0τq

a

θ

)
;a

+

(
α1qbτ

ab

θ

)
;a

]
. (4.44)

Expanding term by term, we have the following factorisations for the first square bracket

(
β0τ

2ua

θ

)
;a

= τ

[(
β0u

a

θ

)
;a

τ + 2
τ;au

aβ0

θ

]
, (4.45a)

(
β1qbq

bua

θ

)
;a

= qa

[(
β1u

b

θ

)
;b

qa + 2
qa;bu

bβ1

θ

]
, (4.45b)

(
β2τbcτ

bcua

θ

)
;a

= τab

[(
β2u

c

θ

)
;c

τab + 2
τab;cu

cβ2

θ

]
. (4.45c)

Whilst the second bracket in (4.44) is given by(
α0τq

a

θ

)
;a

= qa;a
τα0

θ
+ τ;a

qaα0

θ
+
(α0

θ

)
;a
qaτ, (4.46a)(

α1qbτ
ab

θ

)
;a

= τab;a
qbα1

θ
+
(α1

θ

)
;a
qbτ

ab + qb;a
τabα1

θ
. (4.46b)

In order to factorise the last two equations, Israel (see [36]) introduced two extra thermo-

dynamic coefficients γ0 and γ1 such that

γ0 + γ1 = 1. (4.47)

Thus, it follows that (4.46a) and (4.46b) become(
α0τq

a

θ

)
;a

= qa
[
τ;a
α0

θ
+
(α0

θ

)
;a
τγ1

]
+ τ

[
qa;a

α0

θ
+
(α0

θ

)
;a
qaγ0

]
, (4.48a)(

α1qbτ
ab

θ

)
;a

= τab
[
qb;a

α1

θ
+
(α1

θ

)
;a
qbγ1

]
+ qa

[
τ ba;b

α1

θ
+
(α1

θ

)
b
τ baγ0

]
. (4.48b)
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Finally, collecting all the terms, we obtain the expression for the entropy production;

sa;aθ =− τ

[
ua;a + τ;au

aβ0 +
1

2

(
β0u

a

θ

)
;a

τθ − qa;aα0 −
(α0

θ

)
;a
qaθγ0

]

− qa
[
θ;a

1

θ
+ u̇a +

1

2

(
β1u

b

θ

)
;b

qaθ − τ;aα0 −
(α0

θ

)
;a
τθγ1

+ qa;bu
bβ1 − τ ba;bα1 −

(α1

θ

)
;b
τ baθγ0

]

− τab
[〈

ua;b +
1

2

(
β2u

c

θ

)
;c

τabθ + τab;cu
cβ2 − qb;aα1 −

(α1

θ

)
;a
qbθγ1

〉]
. (4.49)

In order to satisfy the second law constraint (4.41), the simplest - though not the most

general - choice is to make each term positive. Thus, the Israel and Stewart theory makes

the following identifications

τ =− ξ

[
ua;a + τ;au

aβ0 +
1

2

(
β0u

a

θ

)
;a

τθ − qa;aα0 −
(α0

θ

)
;a
qaθγ0

]
, (4.50a)

qa =− kθhab
[
θ;b

1

θ
+ u̇b +

1

2

(
β1u

c

θ

)
;c

qbθ − τ;bα0 −
(α0

θ

)
;b
τθγ1

+ qb;cu
cβ1 − τ cb;cα1 −

(α1

θ

)
;c
τ cbθγ0

]
, (4.50b)

τab =− 2ηhachbd

〈
uc;d +

1

2

(
β2u

e

θ

)
;e

τcdθ + τcd;eu
eβ2 − qd;cα1 −

(α1

θ

)
;c
qdθγ1

〉
. (4.50c)

Heat conduction

For the purely heat conducting case we artificially turn off the viscous terms, i.e. we set

τ = τab = 0. In this case, the energy-momentum tensor reduces to

T ab = (ρ+ p)uaub + pgab + 2u(aqb), (4.51)

and the entropy current is simply given by

sa = sna +
1

θ
qa − ua

2θ
β1qbq

b. (4.52)
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The simplified version of the divergence of the entropy density flux is

sa;aθ = −qa
[
θ;a

1

θ
+ u̇a +

1

2

(
β1u

b

θ

)
;b

qaθ + qa;bu
bβ1

]
, (4.53)

and we see that the quadratic ansatz (4.50b) becomes

qa = −kθhab
[
θ;b

1

θ
+ u̇b +

1

2

(
β1u

c

θ

)
;c

qbθ + qa;cu
cβ1

]
. (4.54)

This is the relativistic generalization of the Cattaneo equation given in section 2.2.2. It

represents the central result of the purely heat conducting Israel & Stewart model and it

will serve as a point of comparison for the results in the next chapter. Note that the last

term in (4.54) is essentially a time derivative of the heat transport four-vector. Therefore,

its coefficient β1 can be interpreted as a ‘relaxation time’ for the propagation of thermal

disturbances. The subtle point we mentioned earlier lies in the fact that, although we

assumed that the local equilibrium hypothesis holds2, we have obtained a critical time-

scale on which dissipation operates, a result which follows from an EIT point-of-view.

Thus, the reader may wonder where did such a time scale come from? The answer is

simple, we have removed the thermodynamic information of heat as a state variable at the

expense of a complete set of coupling coefficients for the second order terms in the entropy

flux. The remarkable feature of this approach is that it correctly reproduces an EIT result

from the thermodynamic principles of LIT.

4.2.2 Carter’s theory of dissipation

The final section of this chapter is devoted to the original work by Carter on a relativistic

heat conduction. Although it was not made explicit at the time, soon we will notice that

Carter’s ideas are rooted in those which gave rise to the the EIT programme. Furthermore,

he presented an argument in which the Cattaneo equation (2.62) follows directly from a

Gibbs relation where the heat flux is included as a state variable. As before, we have tried

to make every calculation explicit and consistent with the method discussed in the previous

sections.

Let us now show that Carter’s thermodynamic programme belongs to the class of EIT

theories3. Following the same methodology as in the previous sections, let us consider a

2The energy density is a function of the particle number and entropy densities alone, ρ = ρ(n, s).
3We can readily see this from his original arguments on these matters. For completeness, we have

included a transcript of a highly unknown reference where this fact was made explicit first. The reader will
find a recollection of Carter’s original ideas in appendix A.
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single species fluid. Recalling the decomposition of a general energy momentum tensor

with respect to the four-velocity of an observers moving with the particles of the fluid, we

write [see equation (4.8)]

T ab = ρuaub + 2q(aub) + πab. (4.55)

In addition to the particle number density flow na, let us introduce an entropy density

current sa - in general not parallel with na. We can decompose such a current by (c.f.

section 3.4)

sa = s∗ua + ja, (4.56)

where s∗ is the entropy density measured in the Eckart (matter) frame, and ja is the

component of the entropy current transverse to the matter flow.

As before, the equations of motion are given by the conservation laws (4.1) and (4.7) and

the second law of thermodynamics is expressed by the positivity of the entropy production.

Thus, we can express the equations of motion together with the second law in terms of the

projections

na;a = ṅ+ ua;an = 0, (4.57a)

sa;a = ṡ+ ua;as+ ja;a ≥ 0. (4.57b)

Using the decomposition of ua;b, equation (4.32), we can define the symmetric part of

ua;b as

σ̃ab =
1

3
uc;chab + σab. (4.58)

Thus, the equations of motion imply a local energy balance equivalent to Eckart’s expres-

sion (4.17)

T ba;bu
a = ρ̇+ ub;bρ+ qb;b + qbu̇b + πabσ̃ab = 0. (4.59)

Up to this point, the construction is identical to Eckart’s model. It is here, where we

need to introduce a thermodynamic assumption to extract the second law from the energy

balance that Carter’s model differs from Eckart’s and Israel & Stewart.

Let us consider the possible functional dependence of the energy on the state variables.

In the special situation, when the medium is in strict thermal equilibrium, the energy

density is a function of the particle number and entropy densities alone. However, in a

general situation, we could also expect ρ to be a function of the non-equilibrium magnitude

of the entropy transfer vector, i.e.

ρ = ρ(n, s, j). (4.60)
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In an ordinary situation, we would consider states which are close to equilibrium. In

such a case, jq is very small quantity. Moreover, local isotropy requires that the dependence

on jq of the energy density should be of second order in the neighbourhood of equilibrium,

that is

ρ = ρ(n, s, 0) + O(j2). (4.61)

Therefore, a general variation of the energy density takes the form

dρ = µdn+ θds+ µqdj, (4.62)

which we recognize as the extended Gibbs relation of section 2.2.3. Thus, Carter’s theory of

dissipation adopts an EIT point of view before imposing the second law of thermodynamics.

The specific details of how the inclusion of the heat flux as a state variable leads to a

relativistic version of Cattaneo equation are presented in the next chapter. Carter’s regular

model is a particular case of the general multifluid formalism for relativistic dissipation.

For completeness, we finish our discussion as in the original version of Carter’s manuscript.

However, this incomplete view does not present us with the final outcome of the theory.

The reader has been warned.

In order to take this last step, let us consider the Legendre-transformed energy density

ρ̂ = ρ− µqj. (4.63)

Differentiating with respect to the affine parameter of the observer’s worldline gives

˙̂ρ = µṅ+ θṡ+ jbLu[µq]b − σabµaqjb. (4.64)

where we have made the substitution

µ̇q
bj
b = Lu

[
µqbj

b
]
− ua;bµ

a
qj
b. (4.65)

Let us further assume that the heat flow is simply proportional to the transverse entropy

current ja, so we can write

qa = θ̃jas , (4.66)

where we call θ̃ the thermodynamic temperature. Notice that we cannot tell if this is the

temperature that appears in the extended Gibbs relation (4.62).

In analogy with Eckart’s model, collecting the previous result and substituting into the

local energy balance, one can show that the divergence of the entropy density current can
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be written as the sum of three terms

sa;aθ =− jb
[
θ̃;b + Lu

(
θ̃ub + µq

b

)]
+
[
hab (µn+ θs− ρ̂) + µaqj

b − πab
]
σ̃ab

+ jb;b

(
θ − θ̃

)
. (4.67)

Once again, the simplest way to impose the second law of thermodynamics is to require

each term to be positive. Thus, we obtain a heat conduction equation of the form

θ̃;b + Luπq
b = −Yabqa. (4.68)

Here, the quantity πq
b can be interpreted as momentum conjugate to the entropy density

flux given by

πq
a = θ̃ua + µq

a, (4.69)

and the transverse tensor Yab is the thermal resistivity.

Since the other two terms cannot be made strictly positive, it is required that they

both vanish. This imposes the further restriction for the energy momentum tensor

πab = hab(µn+ θs− ρ̂) + µaqj
b, (4.70)

and allows us to conclude that the proportionality coefficient θ̃ in our assumption for the

heat flow is indeed the thermostatic temperature of the fluid

θ̃ = θ. (4.71)

This last equality is also a consequence of the regularity ansatz. It is to severe a constraint

for the relaxation time of thermal phenomena described by this early model. Indeed, this

was a crucial part of the argument in the criticism of Hiscock and Olson of the regular

model [56]. In the next chapter, we construct from scratch a multifluid approach to heat

conduction based on the ideas presented in this subsection. We will show that the regularity

ansatz removes the information contained in the equation of state from the relaxation time.

Therefore, finding a model which would violate local causality was not very difficult. Thus,

as expected by Hiscock and Olson, if the regularity ansatz is relaxed, we stand a better

chance to obtain a consistent relativistic theory of heat.
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Variational thermal dynamics

In this chapter we construct a theory of two interacting fluids in General Relativity by

means of an action principle. Such approach was pioneered by Taub [71] and later by

Friedman & Schutz [28] and championed by Carter [13] in the so called convective vari-

ational approach. Here the central role is played by a single scalar function, the master

function, which we can understand as a generalisation of the Lagrangian for a purely

conservative model.

Variational principles for perfect fluids in General Relativity have been widely studied

in the literature, see for instance [9] and references therein. We start by constructing the

action from a Lagrangian density as a function of all the possible covariant combinations

of the kinematical variables, namely the flows na, sa and the metric gab. By considering

an unconstrained variation of the action we obtain a general expression for the conjugate

momenta. From this we realise that in the generic case the momenta are not aligned with

the flows - we call this effect entrainment. Later we will show that this is an essential

ingredient to extend the analysis to dissipative systems.

To obtain the purely conservative equations of motion, we introduce the idea of a 3-

dimensional material space [13, 15, 41, 9], whose points represent idealised particles of

the medium. We must associate a different material space for each particle species at

each point of space-time. This allows us to impose the current conservation constraints

by “pulling” the closed volume 3-forms “back” into space-time, whose duals will be the

conserved particle number density flow and the “conserved piece” of the entropy flow. By

imposing these constraints we obtain the equations of motion in the form of a force balance

equation corresponding to the local version of the energy conservation law.

We proceed with a thermodynamical analysis. There is an obvious choice of reference

frame to perform such analysis. However, by defining the relevant quantities as space-time
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scalars, the choice of observers is irrelevant for the theory - but is of central importance

for the correct interpretation.

Finally by imposing the second law constraint on the equations of motion we obtain

an entropy production rate which is in perfect agreement with the phenomenological one

produced in the previous section.

5.1 Oldroyd-Carter rheometric (convective) construction

We start our discussion on canonical heat conduction by constructing the appropriate

physical quantities. The main idea throughout this presentation is to follow the variational

formalism as discussed in Chapter 2 while keeping track of the symmetry underlying the

equations of motion (2.22).

The variational approach to relativistic thermodynamics, as presented by Carter [16],

builds on the notion of a lower dimensional matter space which represents the local config-

uration of an extended body in spacetime [25]. This provides an instructive way to identify

physical quantities which are invariant under the group of local transformations acting on

spacetime which characterise the evolution of such a ‘body’.

The set of invariant quantities of the motion represent the state of the medium - its

intrinsic properties. Thus, the matter space description can suitably be applied to the

study of equations of state, as discussed in [10]. We use the matter space to construct

the notion of Lagrangian variation in order to obtain the equations of motion of a system

whose state is represented by conserved particle currents.

Consider a timelike vector field U whose integral curves generate locally the one-

parameter family of diffeomorphisms ϕs ∈ Diff(M). For a small enough region Ω of

spacetimeM, these curves can be thought of as the particles of a medium, rigid or elastic,

or even a fluid. Letting GU = Diff(M)|U denote the one-dimensional sub-group of Diff(M)

generated by U , we define the matter space as the quotient manifold

B(Ω, U) = Ω/GU , (5.1)

whose points are the equivalence classes defined by the orbits of GU . Since the region Ω

is four-dimensional and the orbits of GU are the one-dimensional integral curves of U , it

follows that the matter space B is a three dimensional manifold [57]. Following Carter

[10], we call G the rheometric group.

Notice that we can construct as many matter spaces as we have timelike vector fields.

Thus, anticipating the forthcoming discussion, a two-fluid system generates rheometrical

groups, Gn and Gs say, acting over the same region Ω, and therefore two independent matter

spaces Bn and Bs [6].
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Although the matter space is a manifold of its own, its definition implies a projection

map

f : xa 7→ XA(xa), A = 1, 2, 3, (5.2)

which takes an event xa ∈ Ω into its equivalence class XA ∈ Ω/GU defined by the unique

worldline passing though it. We can think of XA as local coordinates for the points in the

matter space.

Quotient manifolds may have a very limited range of geometric structures defined on

them. For instance, we cannot expect to have an unambiguously defined metric over B, in

fact, only in the case of a rigid congruence1 is it possible to construct such a metric [25].

However, our main physical ansatz is to assume that a canonical measure is well defined.

Let us denote by n[ such a measure which, in the above coordinate representation, can be

written as

n[ = NABCdXA ∧ dXB ∧ dXC . (5.3)

The interpretation of this volume form is obtained by means of the projection map (5.2).

The map f naturally induces the pull-back f∗ from each cotangent space Tf(x)B to Tx

and the push-forward f∗ from the tangent space at TxΩ onto Tf(x)B. Two remarks are in

place [25]:

1. At each point x ∈ Ω, the restriction of f∗ to the subspace of TxΩ orthogonal to U is

a bijection.

2. The range of f∗ consists of the 1-forms which are annihilated by U .

The above remarks suggest that there is natural correspondence between U -orthogonal

objects - tensors whose contraction with ua vanish - and tensors in the matter space. This

is indeed the case, as shown by Oldroyd [55] and Carter [13, 15, 10]. However, the lack of a

unique metric tensor field in B allows the map to distinguish between raised and lowered

indices2.

The pull-back of the canonical volume form (5.3) is the spacetime 3-form

f∗n[ = NABCX
A
;aX

B
;bX

C
;cdx

a ∧ dxb ∧ dxC = nabcdx
a ∧ dxb ∧ dxc = n. (5.4)

1We call a congruence rigid if its expansion and shear are identically zero.
2For a general non-rigid congruence, we can use the projection map to push forward the spacetime metric

gab at each spacelike hypersurface orthogonal to U to obtain a family of tensor fields on B. For an elastic
body, each individual tensor of the family defines a ‘state of strain’. We can extend this notion to the case
of a fluid. However, we do not have a priori a unique manner to identify one-forms and vector fields on B.
In the case of an elastic material, the identification is made, conventionally, through the pushed-forward
metric at the ‘instant’ the material was formed. For a detailed discussion about the state of strain of an
elastic body see [25].
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By virtue of the definition of B and the compatibility between pull-backs and exterior

derivatives, df∗n[ = f∗dn[, we see that (5.4) defines a closed form

dn = f∗dn[ =
∂NABC

∂XD
XD

,dX
A
,aX

B
,bX

C
,c dxd ∧ dxa ∧ dxb ∧ dxc = 0. (5.5)

It is easy to see that this is equivalent to some conservation law obtained by applying

the dual operator given by the spacetime metric to (5.5),

? dn =

√
−g
4!

nabc;dεabcd = 0 ↔ n[abc;d] = 0, (5.6)

which follows from the same symmetry reasoning. Thus, equation (5.6) defines the con-

served current

na;a = 0 where na =
1

3!
nbcdε

abcd = nua, and uaua = −1. (5.7)

We can interpret the canonical measure n[ on the matter space B as the number

density n of conserved particles whose world-lines are a subset of the flow generated by

the normalised vector field U in Ω. We can say, in a less formal manner, that U generates

the conserved particle flow.

It may seem that this construction obscures a fact that we could have taken for granted

as a starting point. However, the true value of using a matter space to describe the motion

of an elastic or fluid medium will shortly become evident when we use the relevant field

variations in the action principle.

Notice that functions (0-forms) defined on B, by construction, are invariants of the

flow generated by U . Conversely, any function on spacetime which is invariant under the

action of GU has a natural counterpart in B. Thus, there is a one-to-one correspondence

between GU -invariant functions in Ω (functions on spacetime which are preserved by the

flow) and arbitrary functions in B [57]. In particular, the coordinate functions XA are

dragged by the flow generated by the current (5.7). We can easily see this, by the explicit

calculation

LnXA = XA
,an

a = XA
,a

1

3!
nbcdε

abcd

=
1

3!
NBCDε

abcdXA
,aX

B
,bX

C
,cX

D
,d = 0, (5.8)

where the last equality follows from the commutative property of partial derivatives and

the anti-symmetry of ε. The study of more general rheometric invariant objects is described

in detail in [10]. Our interest here is to use the matter space to assist in the construction
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of an action principle for thermodynamics following the reasoning described in chapter 2.

5.1.1 Lagrangian and Eulerian variations

In the construction of the variational principle for general relativity, we used a one-

parameter family of diffeomorphisms ϕs locally generated by an arbitrary vector field

ξ, acting on spacetime fields - including the metric - at fixed points in spacetime whose

coordinate representation plays no role. In the forthcoming exposition of a variational

principle for relativistic thermodynamics, however, we want to follow Carter’s work [15]

and introduce two different types of variation.

The first type of variation we wish to consider corresponds to those whose effect on

the fields in Ω is described in terms of a coordinate system which is itself dragged by the

displacement vector ξa = δxa. We call such variations Lagrangian and denote them by δ`.

In particular, as we will explain, Lagrangian variations leave the projection map f fixed

[10, 16].

The second kind arise whenever we have a definite prescription for identifying the

points of spacetime and we consider a variation of the fields at a fixed spacetime point.

Such a prescription is, necessarily, not generally covariant since, as discussed in Section

2.1.2, it gives a physical meaning to the spacetime point at which the variation is taken. In

this case, a general perturbation cannot be required to preserve the projection map and,

therefore, we need to make a distinction between this Eulerian type of variations from

their Lagrangian counterpart. Let us denote this type of variations by δe.

For any field quantity Ψ and Lagrangian displacement ξ generating the one-parameter

family of diffeomorphisms ϕs, as in (2.5), we have that the difference between Lagrangian

and Eulerian variations is the Lie-derivative [15, 10, 16, 6]

(δ` − δe)Ψ = LξΨ. (5.9)

The explanation for this expression - found in many treatments of relativistic elasticity

- is sketched below by making a distinction between active and passive diffeomorphisms.

The spirit of the argument is to facilitate the interpretation of (5.9) and not to provide a

rigorous proof for it.

Active and passive diffeomorphisms

Although in the course of this work we have been using extensively the idea of diffeomor-

phisms of spacetime, we wish to address a subtle but relevant point; the difference between

those which we refer as active from the ones we call passive [65].
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An active diffeomorphism ϕ is a differentiable map with differentiable inverse fromM
into itself. This is to be distinguished from a passive diffeomorphism φ, which is a similar

map from a coordinate system for an open region of spacetime into another coordinate

system. A coordinate system for an open subset Ω ⊂M is also an invertible differentiable

map assigning to each point in the interior of Ω its coordinate representation in Rd. Thus,

we have the following mappings:

1. Active diffeomorphism: ϕ : q 7→ p = ϕ(q), where p, q ∈ Ω.

2. Coordinate system: ϑ : p 7→ x = ϑ(p), where p ∈ Ω and x ∈ Rd.

3. Passive diffeomorphism: φ : x′ 7→ x = φ(x′), where x′, x ∈ Rd.

For simplicity reasons, we consider the case of a scalar field only. A scalar field Ψ is

a function on spacetime. An active diffeomorphism defines a new scalar field at the same

spacetime point

Ψ̃(q) = Ψ (ϕ(q)) . (5.10)

Also, a scalar field Ψ on spacetime determines a function ψ on Rd defined by

ψ(x) = Ψ
(
ϑ−1(x)

)
, (5.11)

which through a passive diffeomorphism φ defines another scalar field in a new coordinate

representation given by

ψ′(x′) = ψ
(
φ(x′)

)
. (5.12)

This can be summarised by the commutative diagram

q p

Ω Ω Active

Lagrangian R

Rd Rd Passive
x’ x

Eulerian

//
ϕ

��

ϑ

��
??

??
??

??
??

??

Ψ̃

��

ϑ

����
��

��
��

��
��

Ψ

//

φ

??�����������
ψ′

__???????????
ψ

(5.13)

Let us now consider the one-parameter families of active and passive diffeomorphisms

locally generated by ξ and ζ respectively. As in section 2.1.2, let ϕ0 = idM and φ0 = idRd.
There are two ways we can compare the different numerical values of the fields Ψ̃ and Ψ.
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First, we can use the upper part of the diagram to visualise the setting we discussed in

section 2.1.2. There, we defined the variation of the field Ψ [see equation (2.6)] in terms of

the one-parameter family ϕs. Following the top cycle of (5.13) we construct the difference

of two distinct fields, Ψ and Ψ̃, at the same spacetime point,

∆Ψ = Ψ̃(q)−Ψ(q) = Ψ(ϕs(q))−Ψ(q). (5.14)

We can divide this variation by the change in the parameter which, when evaluated at

s = 0, is indeed the Lie-derivative of the field Ψ with respect to the vector field ξ at the

point q. Therefore, (5.14) reproduces the RHS of (5.9).

The other way of comparing the two fields is by taking the lower route of (5.13).

Starting at some point q ∈ Ω, we can look at the difference between the value of the field

Ψ̃(q) and its associated value in terms of a coordinate representation ψ′(x′) after being

affected by some passive diffeomorphism φt0

Ψ̃(q)− ψ(x) = ψ ((φt ◦ ϑ)(q))− ψ(ϑ(q)). (5.15)

Then we can take another point p ∈ Ω and proceed in the opposite direction

Ψ(p)− ψ′(x′) = ψ′((φ−t ◦ ϑ)(p))− ψ′(ϑ(p)). (5.16)

The comparison of the two different paths gives the result

∆̌Ψ =
[
Ψ̃(q)− ψ(x)

]
−
[
Ψ(p)− ψ′(x′)

]
=
[
Ψ̃(q)−Ψ(p)

]
−
[
ψ′(x′)− ψ(x)

]
. (5.17)

Notice the similarity between the first term in (5.17) and the intermediate expression

in (5.14). Despite the suggestive look, they are not the same; they are evaluated at

different spacetime points. In the limit when the parameter t tends to zero, this defines

the Lagrangian variation of Ψ

δ`Ψ
!

= Ψ
(
(ϑ−1 ◦ φt ◦ ϑ)(q)

)
−Ψ(p). (5.18)

Now we can explicitly see how the “coordinates are dragged” by the Lagrangian displace-

ment ζ. Looking at the first term of (5.18), we realise that each diffeomorphism in the

family acts directly on the coordinate system ϑ associated with the point q.

The second term in (5.17) is easier to interpret. It is simply the difference between two

representations of the field at the same point in Rd, and, therefore, at the same spacetime
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point. Thus, this term corresponds to the Eulerian variation

δeΨ
!

= ψ′(x′)− ψ(x) = ψ(φt(x
′))− ψ(x′) = Ψ

(
(ϑ−1 ◦ φt)(x′)

)
−Ψ(ϑ−1(x′)). (5.19)

Note that in this case the explicit choice of a coordinate system prevents (5.19) from being

equal to the general covariant expression (5.14).

The final point to notice is that both expressions, (5.18) and (5.19), compare values

of the field Ψ at spacetime locations, independent of the coordinate choice, thus (5.17) is

a generally covariant expression. However, in order to evaluate (5.18) in the limit when

the parameter t is zero, we need the condition ϑ−1 ◦ φ0 ◦ ϑ = idM independently of

the coordinate system we choose. This bounds the displacement ζ to the vector field ξ

generating the family ϕs. Therefore, in the infinitesimal limit, (5.14) coincides with (5.17)

and, using the definitions for the Lagrangian and Eulerian variations, (5.18) and (5.19),

we obtain the expression for the Lie derivative (5.9).

5.1.2 Eulerian variation of conserved currents

From the previous discussion on the rheometric invariance of the coordinate functions of

B, an arbitrary variation of XA is of purely Eulerian type and is simply given by

δeX
A = [δ` − Lξ]XA = −LξXA = −Lξ⊥X

A = −XA
;aξ

a
⊥. (5.20)

Thus, in general, changes of rheometric invariant objects due to an arbitrary coordinate

displacement ξ are solely given in terms of displacements orthogonal to the flow. In this

case, we can freely remove the ⊥ sub-script from (5.20), knowing that the coordinate

variations parallel to the flow will not contribute to the Eulerian perturbation.

Let us consider the Lagrangian and Eulerian variations of the objects we have defined

so far. A Lagrangian variation of the closed 3-form (5.4) is given by a displacement tangent

to the flow of U

δ`n = LλUn = λLUn, (5.21)

where λ is some parameter of the flow. From the Cartan identity for Lie-differentiation of

r-forms [see equation (3.23)] we have

LUn = d(Ucn) = d(ξd
∂

∂xd
cnabcdxa ∧ dxb ∧ dxc). (5.22)

The a-contraction on the RHS of (5.22) is

[δ`n]a = d(uanabcdx
b ∧ dxc) = (uandεabcd);edx

e ∧ dxb ∧ dxc = 0. (5.23)
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This follows from our ansatz (5.3), which implies the conserved current in the form (5.7) and

a symmetry argument. In the same manner, the contractions [δ`n]b and [δ`n]c are identically

zero. Thus, the Lagrangian perturbation of the pulled-back volume form (5.21) vanishes,

as expected from the definition of Lagrangian variations and rheometric invariance.

The Eulerian variation of n follows from the above discussion and the definition (5.9)

δen = −Lξn = −d(ξcn). (5.24)

Using the same contraction decomposition as in (5.23), the a contraction is

[δen]a = −(ξanabc);ddx
d ∧ dxb ∧ dxc = −(ξa;dnabc + nabc;dξ

a)dxd ∧ dxb ∧ dxc. (5.25)

It is not difficult to see that by adding up all the contractions, and shuffling the indices in

a suitable order, we obtain the well known coordinate expression [45, 6]

δenabc = −
(

3ξd;[an|d|bc] + nabc;dξ
d
)
, (5.26)

where the index between the bars is excluded from the antisymmetrisation bracket. Thus,

using the definition (5.7) and contracting with the volume form εabcd, whose Eulerian

variation is [6]

δeεabcd =
1

2
εabcdg

rsδegrs, (5.27)

we obtain a key result for our forthcoming variational principle; the Eulerian variations of

the conserved current

δen
a = −Lξna − na

(
ξb;b +

1

2
gbcδegbc

)
, (5.28)

cannot be varied independently of the metric. This is, however, not surprising. An arbi-

trary variation of the coordinates will not preserve the projection map in general.

5.2 The two-fluids action principle

We start this section by considering an unconstrained variation of the action for a system

of consisting of two fluids. This will exhibit the general formalism contained in a multi-

fluid variational principle. It will show that, in order to obtain the correct dynamics, we

will need to impose a set of constraints on the world-line variation of the currents. It will

also serve as further motivation to use the mathematically more elaborate, but physically

deeper, assumption of a well defined volume form for two independent matter spaces in

the case of the study of conserved currents.
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5.2.1 The unconstrained variation

Let us define the relativistic invariant Lagrangian-type density Λ as the integrand for the

matter sector of the Einstein-Hilbert action (2.4). We refer to this density as the master

function. The symmetry group of general relativity requires the action to be generally

covariant, therefore, assuming that the system is isotropic, the master function can only

depend on the scalars we can form from the two fluxes and the metric. As customary,

following the notation previously introduced, we use na and sa to denote the particle

number and entropy density currents respectively. Thus, we have the three scalars

n2 =− gabnanb, (5.29a)

s2 =− gabsasb, (5.29b)

j2 =− gabnasb, (5.29c)

and the matter action [see (2.4)]

Sm(Ω) =

∫
Ω

Λ(n, s, j)
√
−gdΩ. (5.30)

An unconstrained variation leads to

δΛ =
∂Λ

∂n
δn+

∂Λ

∂s
δs+

∂Λ

∂j
δj. (5.31)

Using equations (5.29), we can change the passive density variations for dynamical

variations of the world-lines generated by the fluxes and the metric. That is,

δn =− 1

2n
[2gabn

aδnb + nanbδgab], (5.32a)

δs =− 1

2s
[2gabs

aδsb + sasbδgab], (5.32b)

δj =− 1

2j
[gab(n

aδsb + sbδna) + nasbδgab], (5.32c)

together with the fact

1

2n

∂Λ

∂n
=

∂Λ

∂n2
,

1

2s

∂Λ

∂s
=
∂Λ

∂s2
,

1

2j

∂Λ

∂j
=
∂Λ

∂j2
, (5.33)
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we find that the variation (5.31) becomes

δΛ =

[
−2

∂Λ

∂n2
na −

∂Λ

∂j2
sa

]
δna +

[
−2

∂Λ

∂s2
sa −

∂Λ

∂j2
na

]
δsa

+

[
− ∂Λ

∂n2
nanb − ∂Λ

∂s2
sasb − ∂Λ

∂j2
nasb

]
δgab. (5.34)

From (5.34), we can read off the conjugate momenta associated with each of the fluxes

µa =
∂Λ

∂na
=gab(Bnnb +Anssb) (5.35a)

θa =
∂Λ

∂sa
=gab(Bssb +Ansnb) (5.35b)

where we have introduced the coefficients

Bn ≡ −2
∂Λ

∂n2
, Bs ≡ −2

∂Λ

∂s2
, Ans ≡ − ∂Λ

∂j2
. (5.36)

The conjugate variables (5.35a) and (5.35b) demonstrate the fundamental role of the

master function [16]. The distinct role of the fluxes and their conjugate momenta are

mostly omitted in the fluids literature. A key advantage of the variational approach is

that these quantities are immediately determined by the form of the master function.

Furthermore, it is clear that the momenta are not aligned with the respective currents,

owing to the fact that the master function depends on the relative flow (5.29c). This is a

physically relevant effect. Fundamentally, there is no argument to rule out the dependence

of the master function on the relative flow. In fact, this coupling is associated with the

entrainment effect that is known to be of central importance in multi-fluid systems [6].

In the case of a super-fluid neutron star core, the entrainment arises owing to the strong

interaction and couples the neutron and proton fluxes. In the heat problem we want to

address, we will show that the entrainment between matter and entropy is associated with

the thermal relaxation of the medium.

It remains to identify the coefficient for the metric variation. From the discussion in

chapter 2, it is related to the energy momentum tensor through (2.17). From the symmetry

of δgab and the definitions (5.35a) and (5.35b), we can re-write the variation (5.34) in terms

of the fluxes and their momenta to obtain

δΛ = µcδn
c + θcδs

c +
1

2
gbc(µcn

a + θcs
a)δgab. (5.37)

It is not difficult to see that the metric contraction with each individual quantity inside
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the brackets in (5.37), µcn
a and θcs

a, is symmetric only when the entrainment coefficient

Ans is identically zero

µ[anb] =
1

2
[Anssanb −Anssbna], (5.38a)

θ[asb] =
1

2
[Ansnasb −Ansnbsa]. (5.38b)

However, it is evident that these terms satisfy the Noether identity

µ[anb] + θ[asb] = 0, (5.39)

regardless of entrainment. This should indeed be the case if we expect to produce a stress-

energy tensor from the variation of the master function with respect to the metric.

From (5.37) and the variational definition (2.17), we can read off the stress-energy

tensor

T ab = µanb + θasb − Λ(n, s,g)gab. (5.40)

The equations of motion are given by a variational identity [see (2.22)] as the local con-

servation law of the stress-energy tensor (5.40). If the variation of the fluxes, na and sa,

were left un-constrained, such variational identity would require the momenta (5.35a) and

(5.35b) to vanish in all cases. To show this, we explicitly evaluate the local conservation

law, and then note that this implies the orthogonality between the currents and the ‘forces’

given by

T b
a ;bn

a = µa;bn
bna + θa;bs

bna + 2nb;(bµa)n
a + 2sb;(bθa)n

a = 0, (5.41)

with an analogous expression for T b
a ;bs

a. Even in the simplest case, when both currents

are aligned, the only possibility for these equations to hold is that both momenta are

identically zero. In particular, this is an indication that the particle number density flux

has only three independent components and, therefore, the only compatible dynamics with

an unconstrained variation is trivial. Thus, the only hope to obtain non-trivial dynamics

from this type of Lagrangian master function, where equation (5.41) follows as a varia-

tional identity, is to impose some kind of constraints on the variations of the currents. In

particular, if we assume from the onset that at least one of the fluxes coming into the

action principle is conserved, we can fully exploit the matter space formalism introduced

in the previous section. Furthermore, we can use it to explore the rheometric symmetry of

the system.
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5.2.2 The constrained variation

Let us assume that the particle number density and entropy currents are conserved. This

corresponds to the existence of two different matter spaces together with their respective

volume forms. This imposes the constrained Eulerian variation of each current in the form

(5.28). Thus, assuming two different Lagrangian displacements, ξn and ξs, we have

δen
c = −Lξnnc − nc

(
ξan;a +

1

2
gabδegab

)
, (5.42a)

δes
c = −Lξssc − sc

(
ξas;a +

1

2
gabδegab

)
. (5.42b)

Some feeling of discomfort may arise from the use of equations (5.42) directly into the

variation of the master function. The current displacements in (5.37) are of the general form

(2.6), whereas equations (5.42) correspond to the Eulerian part of the general variation

(5.9). However, as far as the variation principle is concerned, there is no difference in

choosing one kind of variation from the other. The reason for this is given by Carter [15]

in the following argument. Consider the Lagrangian and Eulerian variations of the action

(5.30) produced by a general displacement ξ. Then, using formula (5.9), their difference is

given by

(δ` − δe)S(Ω) =

∫
Ω
Lξ
[
Λ
√
−g
]

dΩ. (5.43)

The integrand is straightforward to evaluate

Lξ[Λ
√
−g] = Λ;aξ

a√−g + ξa;aΛ
√
−g = (Λξa);a

√
−g, (5.44)

where we have made use of the formula Lξ
√
−g =

√
−gξa;a. Therefore, using Stokes

theorem, we have

(δ` − δe)S(Ω) =

∫
∂Ω

ΛξadΣa, (5.45)

where dΣa denotes the surface volume element of the boundary ∂Ω. Thus, from our regular

assumption, the displacement ξ vanishes on the boundary of the region Ω and, therefore,

the action principle does not distinguish between Eulerian and Lagrangian variations.

Before we continue with our variation analysis, let us make one further assumption; we

consider the metric as a passive field. By this we mean that, to linear order, a Lagrangian

variation of the metric is zero. Thus, the metric acts as a predetermined background. This

does not contravene general covariance in the sense that the equations of motion will still

follow as a Noether identity, but their symmetry may not be as broad as Diff(M) but a

sub-group of it.
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Substituting the Eulerian variations (5.42) into equation (5.37), the variation of the

master function becomes

δeΛ =
(
−nc;bξbn + 2ξ

[c
n;bn

b]
)
µc +

(
−sc;bξbs + 2ξ

[c
s;bs

b]
)
θc

+
1

2

[
µanb + θasb−

(
µcn

c + θcs
c
)
gab
]
δegab. (5.46)

It is straightforward to show that the first term in each bracket of (5.46), contracted with

the corresponding momentum, can be written as

−na;bξbnµa = −
(

2µ[a;b]n
b + nb;bµa

)
ξan − 2ξ

[a
n;bn

b]µa +
(

2ξ[a
n n

b]µa

)
;b
, (5.47a)

−sa;bξbsθa = −
(

2θ[a;b]s
b + sb;bθa

)
ξas − 2ξ

[a
s;bs

b]θa +
(

2ξ[a
s s

b]θa

)
;b
. (5.47b)

Thus, the constrained variation (5.46) can be written in terms of the two different dis-

placement vectors for the fluxes, ξn and ξs, together with a general displacement for the

Eulerian variation of the metric and a divergence term which does not contribute to the

variational principle.

Using equation (5.9) and the assumption of a passive metric we have

δegab = −2ξ(a;b), (5.48)

and after the usual integration by parts, ignoring all the boundary terms, the Eulerian

variation of the action (5.30) is [compare with (2.8)]

δeS(Ω) =

∫
Ω

[
−fn

a ξ
a
n − f s

aξ
a
s − T b

a ;bξ
a
]√
−gdΩ, (5.49)

where we introduce the notation for the ‘forces’

fn
a = 2µ[a;b]n

b + nb;bµa, (5.50a)

f s
a = 2θ[a;b]s

b + sb;bθa, (5.50b)

and the energy-momentum tensor is found directly from (5.46) to be

T b
a = µan

b + θas
b + Ψδ b

a , (5.51)

where we define the generalised pressure, Ψ, as a function of the conjugate momenta by

Ψ = Λ− µana − θasa. (5.52)
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Using (5.51) and (5.52) only, it is an easy task to show that the divergence of the

energy-momentum tensor can be written as a “sum of forces”

T b
a ;b = fn

a + f s
a. (5.53)

Furthermore, as stated in chapter 2, if the matter fields satisfy their own equations of

motion, that is, if each of the forces (5.50) are identically zero, the local conservation law

for the energy-momentum tensor follows as an identity [see (2.22)]. In particular, this

implies the force balance

fn
a = −f s

a. (5.54)

Thus, the equations of motion are given by the system (5.53) together with with (5.54).

It is worth mentioning that the reasoning followed to obtain those equations also applies

to the unconstrained variation (5.37). However, the only solution to those is trivial. That

is because we needed to impose the orthogonality condition with respect to the parti-

cle number density flux. In the case of the constrained equations of motion (5.53), the

orthogonality follows as an identity consequence of the symmetry of (5.50a)

fn
an

a = 2µ[a;b]n
bna = 0, (5.55)

where we use the conservation law (5.7) to eliminate the second term of (5.50a). Therefore,

by virtue of the force balance, equation (5.54), the particle flux is also orthogonal to f s
a

and hence

T b
a ;bn

a = 0 (5.56)

holds in all cases.

In the strict variational sense, we should have an analogous identity for the entropy

flux sa. This would imply that the particle number density current and the entropy flux

are parallel, as can be seen by the symmetry of both equations (5.50) when contracted

with each of the fluxes provided both currents satisfy a conservation law of the type (5.7).

Furthermore, it means that both currents are dual to two, in general distinct, spacetime

volume 3-forms pulled back from their respective matter spaces. In this case only, both

matter spaces coincide and the canonical volume form becomes degenerate. However, as

far as the variational principle is concerned, the dynamics of the system are implied by the

vanishing of (5.50) regardless of any production term. It is the identity (5.55) that implies

the non-trivial behaviour of the system, which follows from the conservation law of one of

the currents only. This is the key point we analyse in detail in the coming sections.

Let us make a final remark about the symmetry group of the equations of motion

implied by the identity (5.56). The orthogonality between the particle number density

90



5.3. Thermodynamic interpretation Variational thermal dynamics

current and the divergence of the stress-energy tensor shows that both forces, fn and f s,

are U -orthogonal tensors and, therefore, their evolution has a suitable description in the

matter space corresponding to the particles.

5.3 Thermodynamic interpretation

The action principle and the equations of motion we have derived are those of an arbitrary

two-fluid system. So far the labels n and s, denoting particle number density current and

entropy flux, have just been ad-hoc tags to distinguish between two generic fluid species.

This section is devoted to show that, indeed, these tags can be given the thermodynamic

meaning they express.

As noted in the last remark in the previous section, when the particle number density

current satisfies the conservation law (5.7), the forces (5.50) are U -orthogonal3. We will

assume from the outset that this is the only conserved current. This suggests that it is

natural to choose observers moving with the matter flow [see (5.7)]. This coincides with

the choice made by Eckart, as we have seen in the previous chapter. In the following

discussion we use the terms matter and Eckart frame to express the same observer choice.

More complex settings, e.g. when dealing with more than one conserved current (excluding

entropy) or when reactions are present, make the choice of frame less obvious. We will

extend this discussion further at the end of the section.

From the previous discussion, it is clear that when the entropy flux is not conserved,

it cannot be parallel to the matter flow. Thus, it can be decomposed into co-moving and

U -orthogonal components. The entropy flux is then expressed as

sa = s∗(ua + wa), s∗ = −saua, (5.57)

where s∗ is the projection of the entropy current into the matter frame and wa is the

relative velocity between the two frames which, by definition, satisfies the orthogonality

condition waua = 0.

Let us denote the normalised entropy four velocity by uas . In this frame the entropy

flux is written simply as sa = suas , where s is given by (5.29c). From this and (5.57), we

see that

s∗ = s (uasua) = sγ, where γ = |ua + wa| = (1− w2)−1/2, (5.58)

is the redshift associated with the relative motion of the two frames.

Analogously, we can decompose the momenta (5.35) into ‘co-moving’ and ‘orthogonal’

3Here U corresponds to the normalised four-velocity associated with the particle number density flux.
See discussion in Section 5.1.
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pieces. Substituting (5.57) into the momenta (5.35) one obtains

µa = (Bnn+Anss∗)ua +Anss∗wa = µ∗ua + µ\wa, (5.59a)

θa = (Bss∗ +Ansn)ua + Bss∗wa = θ∗ua + θ\wa. (5.59b)

Here we denote with a ‘star’ the components of the momenta (5.35a) and (5.35b) aligned

with U and with a ‘natural’ symbol the pieces which are orthogonal. Thus, we have the

definitions

µ∗ ≡ −uaµa = Bnn+Anss∗ and µ\ ≡ Anss∗, (5.60a)

θ∗ ≡ −uaθa = Ansn+ Bss∗ and θ\ ≡ Bss∗. (5.60b)

It is the aim of this subsection to show that the ‘starred’ quantities in (5.60) are the

ones susceptible to a thermodynamic interpretation.

When dealing with a generic multi-fluid system, the components of each momentum

measured in its associated frame - the one defined by the current it is conjugate to -

correspond to the chemical potential of that species. In the case of the entropy flux, we

use the tag thermal for its conjugate momentum, equation (5.35b). It is reasonable that

the projection of the thermal momentum (5.60b) into the matter frame should correspond

to the temperature an observer moving with the flow would measure. In the following

subsection, we argue that the quantity θ∗ indeed satisfies the definition of temperature

in the Gibbs sense; as the rate of change of the energy with respect to the entropy while

keeping all other thermodynamic variables fixed.

5.3.1 The temperature problem

Thermodynamic properties such as temperature or pressure are uniquely defined only in

the case when the system under consideration is in equilibrium. Intuitively this makes

sense since, in order to carry out a measurement, the measuring device must have time

to reach equilibrium with the system. Such measurement is only meaningful as long as

the time scale required to obtain a result is shorter than the evolution time of the system.

This, however, does not prevent a generalization of the various thermodynamic concepts.

The procedure may not be unique, but one should at least require the generalized concepts

to be internally consistent within the chosen extended thermodynamics model.

In our present discussion we are facing a larger problem. We must find an internally

consistent set of thermodynamic variables to describe the state of the system when it is out

of equilibrium. This approach should allow us to infer the thermodynamic temperature

from an extended Gibbs relation in terms of this set of variables. Furthermore, since
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there are no well established transformation laws for the temperature (see [44]), we need

to show that when the analysis is carried out in the matter frame, the thermodynamic

temperature corresponds exactly to the dynamical temperature (5.60b). Therefore, in

the spirit of physical interpretation, unless stated otherwise, we shall consider all physical

measurements to be taken in - and with respect to - the matter frame defined by the vector

field U . We attach a star symbol to distinguish any quantity defined in this manner.

Let us start by re-writing the variationally defined two-fluid stress-energy tensor (5.51)

into its more common dissipative form [see definitions (4.8) and (4.35)]. Following the

general decomposition (4.6), the energy-momentum tensor (5.51) takes the form

T b
a = ρ∗uau

b + qau
b + uaq

b + P b
a . (5.61)

Here, the energy density ρ∗, the heat flux qa and the purely spatial stresses P ab can be

obtained by direct computation [see (4.6a)-(4.6c)]

ρ∗ = µ∗n+ θ∗s∗ −Ψ, (5.62a)

qa = θ∗σa, (5.62b)

P b
a = paσ

b + Ψh b
a , (5.62c)

where h b
a is the projection into the space orthogonal to U [see definition (4.4)] and where

we have defined the quantities

σa = s∗wa, (5.63a)

pa = θ\wa, (5.63b)

which are simply the spacelike components of the entropy flux and the thermal momentum

respectively.

It is, however, physically more interesting to note that the energy density (5.62a) could

equally have been obtained as a Legendre-type transform on the master function in terms

of the quantities (5.63). To see this, we also note that the definition of the generalised

pressure, equation (5.52), is also a Legendre-type transform on the master function

Ψ(µ, θ∗, σ) = Λ + µn+ θ∗s∗ − pσ (5.64)

where σ = s∗ (waw
a)1/2 and p = Bsσ. Thus, substituting (5.64) into (5.62a), the energy

density becomes

ρ∗(n, s∗, p) = −Λ + paσ
a. (5.65)
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This result is in complete analogy with (4.63). In fact, this relation informs us that the

definitions (5.63) are indeed key variables in our thermodynamic model. Therefore, by

virtue of (5.65) and (5.64), the variation of the energy density

dρ∗ = µ∗dn+ θ∗ds∗ + σadpa, (5.66)

shows that indeed, the dynamical temperature (5.60b) is the thermodynamic temperature

as measured in the matter frame U .

Another point worth noting at this stage is that the variational analysis leads naturally

to the presence of shear terms in the energy momentum tensor, (5.62c). Such terms are

usually associated with viscous stresses and it is interesting to note that they arise even

when we consider the pure heat conduction problem.

To close our discussion on the thermodynamic interpretation of the model, let us note

that in the limit when the two currents are parallel, σa = pa = 0, the energy density (5.65)

becomes ρ = −Λ and the starred notation becomes redundant. In this case, the quantities

(5.60a) and (5.60b) become the usual chemical potential and thermostatic temperature

respectively

µ =
∂ρ

∂n
= −∂Λ

∂n
= −2n

∂Λ

∂n2
= nBn, (5.67)

θ =
∂ρ

∂s
= −∂Λ

∂s
= −2s

∂Λ

∂s2
= sBs. (5.68)

Thus, equation (5.62a) becomes the familiar equilibrium Euler relation

ρ+ Ψ = µn+ θs, (5.69)

which gives a consistent and unambiguous thermodynamic interpretation of the two-fluid

model, at least in the case when the relative flow vanishes. Furthermore, this is an in-

dication that the non-equilibrium case is effectively characterised by the misalignment of

the two fluxes. However, a correct understanding of the nature of equilibrium can only be

achieved by means of the second law of thermodynamics; through the entropy production.

5.4 Rheometric covariant thermodynamics

Now we are about to present the central result of this chapter. Its simplicity will be a direct

consequence of the dynamical multi-fluid programme introduced in section 5.2, combined

with the ability to draw thermodynamic conclusions from such approach.

We have seen that - independently of any observer - the conservation of the particle

number density current (5.7) implies that each of the forces (5.50) are U -orthogonal tensors.
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Also, the result from the previous section shows that the multi-fluid formalism has a natural

thermodynamic interpretation when the physical measurements are taken in the matter

frame U .

Let us make a pertinent remark about the role of general covariance in a generic theory

of dissipation. It is clear that (5.61) is a mere decomposition of the manifestly general

covariant tensor (5.51) relative to a particular observer; the matter flow U in our case4.

For a manifestly general covariant theory of matter - defined as in section 2.1.2 - the

internal variables, e.g. heat flow or shear stresses, play a passive role in the dynamics;

they are implicit in the equations of motion. It is the specific choice of observer that gives

them a definite physical interpretation; their meaning is bound to such a choice.

It may seem that the above remark represents a backwards step in our pursuit a co-

variant theory of thermodynamics. Quite the opposite, the symmetry of the action (5.30)

is the complete group of diffeomorphisms of spacetime. However, we have shown that in

order to obtain non-trivial dynamics in the physical case where one has a conservation

law of the form (5.7), the relevant symmetry is that of the rheometric group GU . Thus,

although the dynamics is clearly independent of any possible choice of observer [see (5.50),

(5.53) and (5.54)], by construction, the most suitable family of observers from a physical

and geometric point of view are those moving with the matter flow. In this sense, local

deviations away from thermodynamic equilibrium have a natural description in the matter

space B(Ω, U).

The study of departures from equilibrium is objectively characterised by a non-vanishing

entropy production. As discussed earlier in this chapter, we will use the explicit freedom

present in the ‘force’ equation (5.50b) to explore the dynamical consequences of a positive

entropy production term. In the rest of this section, we will divide our thermodynamic

analysis in two parts. First we deal with the internal ‘rheometric’ dynamics, taking place

in the matter space B. Then, in the second part, we shall discuss the implications of

thermodynamic departures from equilibrium in the ‘objective’ covariant dynamics of the

system.

4This remark trivialises a point often made by Garcia-Colin and collaborators [29] in their efforts to
merge the principles of linear irreversible thermodynamics with those of relativistic fluids. They argue that

...this [the inclusion of the heat flow in the stress-energy tensor] is against the tenets of the
general theory of relativity, the stress energy tensor includes only all forms of mechanical
energy...Heat cannot be incorporated into its structure...[29]

From our discussion, it is clear that the presence of the transverse energy flow (5.62b) in a particular
expression for the energy-momentum tensor is a consequence of the choice of observer. We could have
equally chosen another observer whose four-velocity is aligned with a time-like eigenvector of the stress
energy tensor at each spacetime point. In such case, the decomposition (5.61) would be free from terms
containing qa. However, such an observer will see (in a general case) a net particle flux in its rest frame.
Historically, this is the difference between the Eckart (matter) frame and Landau descriptions.
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5.4.1 Internal dynamics: the relativistic Cattaneo equation

The aim of this subsection is to show that the internal thermodynamic evolution of a

material system - represented by the particle number density current - leads in a natural

way5 to a relativistic analogue of the Cattaneo equation [see (2.62)].

Let us first note that by making use of the definition of the transverse energy flow

(5.62b), we can re-express the entropy flux (5.57) as

sa = s∗ua +
1

θ∗
qa. (5.70)

The conjugate momentum (5.35b) can also be decomposed in terms of the matter four

velocity U and the heat flow q. Although the calculation is straightforward, we wish to alert

that such decomposition highlights a feature which is of prime importance to guarantee

the stability and causality of the theory; entrainment. As a reminder, entrainment is a

generic effect in multi-fluids systems which tilts the momenta relative to their respective

currents, i.e. in a generally coupled multi-fluids system, currents and momenta are not

‘aligned’. One way of characterising such effect is given by the scalar quantity

a ≡ (θ\ − θ∗)s∗ = −Ansns∗. (5.71)

Thus, using once again the expression for the heat flow (5.62b), it is easy to see that the

decomposition of the thermal momenta (5.59b) can be written as

θa = θ∗ua +

(
1

s∗
+
θ\ − θ∗

s∗θ∗

)
qa. (5.72)

Finally, in order to preserve the clarity of the analysis, let us introduce the shorthand

notation for the quantity inside the brackets in the above equation

β ≡ 1

s∗
+
θ\ − θ∗

s∗θ∗
=

1

s∗
− A

nsn

s∗θ∗
. (5.73)

It is worth noting that entrainment makes the decomposition (5.72) non-trivial. If we

ignore the entrainment coupling between the currents in the Lagrangian density by setting

Ans = 0, it follows from the definitions (5.60b) that θ\ = θ∗. This particular case was

considered by Carter [11] and, from the analysis made by Hiscock and Olson [56], we know

that it leads to a model that exhibits stability and causality problems. We will shortly

5By now it should be clear that, when dealing with non-equilibrium thermodynamics, we understand
‘natural’ to mean the simplicity motivated quadratic ansatz for the entropy production. It cannot be
overemphasised that such ansatz is the simplest - not the most general - way to ensure that the second law
holds.
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return to this point.

In terms of the decompositions for the entropy flux and thermal momenta, equations

(5.70) and (5.72), and by virtue of the orthogonality of the force (5.50b) with the normalised

vector field U tangent to the particle world-lines, the entropy creation rate is found to

satisfy

sb;bθ
∗ = 2θ[a;b]u

asb = 2θ[a;b]u
aqb

1

θ∗
. (5.74)

Expanding the RHS of (5.74) immediately leads to

sa;a = − 1

θ∗
qa
[
θ∗;a

1

θ∗
+ u̇a − qc;a

ucβ

θ∗
+ q̇a

β

θ∗
+ β;c

ucqa
θ∗

]
. (5.75)

As we have been doing in the previous chapter, the simplest assumption one can make

to secure the positivity of (5.74) is to introduce the constitutive equation for the heat flow

qa = −κθ∗hab
[
θ∗;b

1

θ∗
+ u̇b − qc;a

ucβ

θ∗
+ q̇b

β

θ∗
+ β;c

ucqa
θ∗

]
, (5.76)

which we can immediately re-arrange to obtain a Cattaneo-like relation

2τq[a;b]ub + qa = −κ̃hab [θ∗b + θ∗u̇b] . (5.77)

Here we have introduced the effective thermal conductivity

κ̃ =
κ

1 + κβ̇
, (5.78)

and the thermal relaxation time

τ =
κβ

1 + κβ̇
. (5.79)

It is worth noting that, if β varies on a time scale τβ which is long compared with the

relaxation time, then

κβ̇ ∼ κβ

τβ
∼ τ

τβ
� 1, (5.80)

and in this case one would simply have

κ̃ ∼ κ and τ ∼ κβ. (5.81)

Thus we see that the dynamics obtained from the constrained variation of the two-fluid

Lagrangian as described by an observer moving together with the matter flow, not only

has a natural thermodynamic interpretation, but it provides us with the key constitutive
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equation to obtain a hyperbolic theory of heat conduction. This was already the case of

Carter’s regular model, however, it is now clear that the omission of entrainment would

make the relaxation time, equation (5.79) together with (5.73), independent of the matter

description as given by the master function or through an equation of state. This disad-

vantage was the main tool used by Hiscock and Olson [56] to show that, despite being

hyperbolic, linear perturbations of realistic matter models (a non relativistic Boltzmann

gas and a strongly degenerate Fermi gas) violate causality when described in terms of the

regular model. Hence, the variational approach can be used to construct a hyperbolic

theory of dissipation, but entrainment is the key feature to guarantee causality. The linear

stability and causality analysis of a general two-fluid system will be developed in the next

chapter.

Thermal equilibrium and the Tolman-Ehrenfest effect

So far we have been interested on the internal dynamics of our two-fluid construction.

The central idea has been to relax the conservation law (5.7) for the entropy current and

analyse the variational dynamics governed by the Noether identity T ab;b = 0, given by the

pair of equations (5.53) and (5.54). We have seen in Chapter 2 that thermal equilibrium is

defined to be the state for which the entropy production vanishes. Therefore, as we have

previously argued, the misalignment of the two currents na and sa corresponds to a generic

non-equilibrium situation.

In the present case, the only source of entropy is heat [c.f. equations (5.75) and (5.76)].

Therefore, thermal equilibrium is equivalent to the vanishing of the heat flow. In this case,

the entropy is carried along with the matter and we obtain the usual Euler relation (5.69).

By adding the force equations (5.50a) and (5.50b), we find that

(nµ+ sθ) u̇a + hba (µ;bn+ θ;bs) = 0. (5.82)

It follows directly from the Euler relation (5.69) and the Gibbs relation for the pressure

(analogous to (5.66) setting the last term to zero) that

hba [P;b + (P + ρ)u̇b] = 0 (5.83)

from which we immediately obtain

(P + ρ) u̇a = −hbaP;b. (5.84)

As expected, we have the usual relation between the acceleration and the pressure gradient.
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Finally, the entropy momentum equation can be cast in the form

hba [θ;b + θu̇b] = 0. (5.85)

or, equivalently

θu̇a = −hbaθ;b. (5.86)

Comparing equations (5.84) and (5.86), we see that

1

P + ρ
hbaP;b =

1

θ
hbaθ;b. (5.87)

Thus, the equilibrium dynamics are characterised by a balance law between temperature

and pressure gradients. It is worth noting that, even in the case of thermal equilibrium,

the acceleration term plays a central role in the dynamics.

Let us recall a result from section 3.4.1. In our previous discussion about thermal equi-

librium [c.f. equations (3.54)] we conclude that in order to attain such states, a necessary

condition is the existence of a timelike Killing vector field. In this case, the spacetime is

said to be stationary. Therefore, in coordinates adapted to such a Killing field (gab,0 = 0),

the four-acceleration can be expressed in terms of the connection coefficients as

u̇a = −Γa00, with Γa00 = −1

2
g00,bg

ab. (5.88)

Recalling that the acceleration is orthogonal to the matter flow, the entropy momentum

equation (5.86) can be written as

θ,kg
ik = −1

2
g00,kg

ikθ (5.89)

In the Newtonian limit, g00 is associated with the gravitational potential Φg by the expres-

sion

g00
!

= −
(

1 +
2Φg

c2

)
(5.90)

where we have restored the value of the speed of light to c. Substituting (5.90) back in

(5.89) one immediately obtains the Tolman-Ehrenfest effect

∇θ
θ

=
~g

c2
, (5.91)

where ~g is the Newtonian gravitational acceleration.
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5.4.2 Further remarks on the internal thermal dynamics

Before moving forward in our analysis of the second law, it will be useful to consider a

slightly different point of view.

As a first step, we recall that the entropy force f s
a is U -orthogonal. Thus, contracting

fn
a from equation (5.50a) with ua and using the result in the force f s

a, equation (5.50b), we

arrive at the rather elegant expression

θ∗f s
a = −2ucsb

(
θ[cθa];b + θb;[cθa]

)
. (5.92)

This expression is manifestly U -orthogonal. Moreover, it emphasizes the relevance of the

entropy conjugate momentum θa. However, if we want to gain insight into the key factors

that contribute to the force, then we need to expand (5.92). To do this, we contract the

entropy force (5.50b) with the entropy flux (5.70) to obtain

(saθa) Γs = saf s
a =

1

θ∗
qaf s

a. (5.93)

This shows that the entropy production Γs = sa;a only depends on the component of the

entropy force that is parallel to the heat flux. In general, given that the entropy force has

no components in the direction of the particle flow, we can make the decomposition

f s
a = f‖qa + f⊥a . (5.94)

From (5.93), it is clear that f⊥a cannot contribute to the entropy production. Thus, there

are two degrees of freedom in the entropy dynamics which are not constrained by the

second law. This is an important point since there is no obvious way to distinguish the

viability of models with different forms of f⊥a .

It is straightforward to compute the values of f‖ and f⊥a . The former can simply be

read out from (5.93) as

f‖ = − 1

θ∗

[
βq2 − s∗θ∗2

q

]
qb
[
θ∗;b

1

θ∗
+ u̇b + β̇

qb
θ∗

+ 2q[b;c]
ucβ

θ∗

]
. (5.95)

This component should vanish when there is no heat transport. Again, there are a number

of ways in which we could impose this condition. The simplest corresponds to our previous

ansatz (5.76), leading to our generalization of Cattaneo equation (5.77). This is not a

surprising result. However, it should be noticed that in this case we were never concerned

about the second law at all! We arrived at this result solely by requiring that (5.95)

vanishes in the absence of heat. As we have seen before, such an ansatz guarantees the
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positivity of the entropy production Γs in (5.93).

To compute the perpendicular component f⊥a , let us introduce the projector orthogonal

to qa

⊥ab= δab −
1

q2
qaqb. (5.96)

Then, using ansatz (5.76), it follows that

f⊥a = −2s∗θ∗hca ⊥bc
[
β;bq

2 +
1

2
q2

;bβ − qb;dqdβ
]
. (5.97)

We see that the variational approach leads to the presence of terms that, even though

they involve the heat flux, are not associated with entropy production. As far as we are

aware, the dynamical role of these terms has not been discussed in detail in the literature

even though similar terms are (as we will soon see) also included in the Israel & Stewart

formalism. The variational model leads to these terms taking a specific form. In particular,

those in equation (5.97) are all quadratic in qa, the deviation from equilibrium. At this

order, the most general case would allow a force of the form

f⊥a = hca ⊥bc
[
Abq

2 + (q2);bB + qb;dq
dC
]
, (5.98)

with Aa, B and C unspecified coefficients. There may also, in principle, be first order terms.

Clearly, equation (5.97) represents a particular case where all the coefficients follow from

β. Hence, the variational model is a particular example of the general class of permissible

theories. The fact that all these models satisfy the second law of thermodynamics means

that we cannot express a preference at this point. A very interesting question concerns

whether there are situations where f⊥a has a distinguishable effect on the dynamics of the

system.

Comments on the four-acceleration

The key result of this section is the relativistic extension of Cattaneo equation. We obtained

this by examining the dynamics of the two-fluid model in the Eckart frame, where the

system has a natural thermodynamic interpretation and the state of the system is well

described by the matter space.

To facilitate a comparison with earlier results, let us recall the form of the relativis-

tic version of Fourier’s law as derived by Eckart and the constitutive equation for heat
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transport obtained by Cattaneo [c.f. equation (4.31) and (2.62)]

qa = −κhab [θ;b + θu̇b] ,

qi = −κ ∂

∂xi
T − τ ∂

∂t
qi i = 1, 2, 3.

The structure of the variational constitutive relation, equation (5.77) combines the fea-

tures present in both of the above equations, including the acceleration term which in the

variational context arises as a consequence of the equations of motion.

The role of the four acceleration can naturally be interpreted as being due to an effective

‘mass’ per unit entropy given precisely by the temperature. As we will see later, this term

has no counterpart in the Newtonian problem. Formally, this term originates from the

local energy balance, equation (4.17). As we have discussed in the previous chapter [c.f.

the discussion after equation (4.25)], it results from the fact that the infinitesimal 3-spaces

orthogonal to the matter world lines are not parallel, but relatively tipped over because

of the curvature of the world line. This leads to the interpretation of the four-acceleration

contribution in terms of the effective inertia of heat.

5.4.3 Equivalence with Israel & Stewart

Since the two approaches are based on different strategies, any comparison between the

variational model and the Israel & Stewart results must be done carefully. Notably, the

Israel & Stewart model is based on an expansion including terms up to second order in the

deviation from equilibrium in the entropy flux.

Meanwhile, the variational analysis did not involve such an expansion. As a result,

the final equation for the heat flux, equation (5.77), contains higher order terms. The

corresponding Israel & Stewart version [c.f. equation (4.50b)] reduces to

qa = κ̌Thab

[
T;b + T u̇b + Tβ1q̇b +

(
β1

2T
uc
)

;c

T 2qb

]
(5.99)

when we neglect the viscous terms τ and τab. We observe that equation is manifestly linear

in qa.

In order to compare the results, we focus on the linear deviation from equilibrium of

the temperature θ∗. Thus, we have

θ∗ = T +O(q2), (5.100)
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and it follows that the generalised Cattaneo equation (5.77) can be approximated by

τ (q̇a + uc;aqc) + qa ' −κ̃hab (T;b + T u̇b) . (5.101)

Here it is worth noting that in the second term in the first bracket, we could use the

standard decomposition of ua;b in terms of the expansion, shear, vorticity and acceleration.

This would lead to terms that were explicitly excluded from the Israel & Stewart model

at the point where we focussed on the case with τab = τ = 0. Basically, the variational

analysis leads to the presence of terms that couple the heat flux to the shear and expansion

of the flow. As these were artificially excluded from the analysis that led to equation (5.99),

we cannot count this as a difference between the two models. In fact, the full comparison

carried out by Priou show that these terms agree in the two descriptions [64].

Keeping terms up to second order (treating the shear and the divergence of ua as

first-order quantities), equation (5.99) can be written as

τI q̇
a + qa ' −κ̌Ihab (T;b + T u̇b) , (5.102)

where the Israel & Stewart thermal relaxation time is given by

τI = β1κ̌T

[
1 +

(
β1

T

)
;c

uc
κ̌T 2

2

]−1

, (5.103)

and the thermal conductivity is

κ̌I = κ̌

[
1 +

(
β1

T

)
;c

uc
κ̌T 2

2

]−1

. (5.104)

Now it is clear that the two equations for the heat flux are formally identical, and

we can identify the parameters in the two models. The upshot of this is that the models

will only produce different results at higher order deviations from equilibrium. Given that

this regime is hardly tested at all, we cannot at this stage comment on which of the two

descriptions (if either) may be the most appropriate. Having said that, it is clear that the

variational approach is formally elegant and the fact that it also applies far from equilibrium

(at least in principle) may be relevant. An interesting question concerns whether there are

situations where the, rather specific, set of higher order terms predicted by the variational

analysis affect the non-linear dynamics.
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5.4.4 Covariance and entropy production: an electrodynamic analogue

To close this section, let us discuss an analogy with electrodynamics. Consider the motion

of a congruence of test charged particles inside a region Ω of a fixed spacetime background

under the influence of an electromagnetic field whose Faraday tensor is F ab. The equations

of motion for such a particle are given by

ua;bu
b = qF abu

b, (5.105)

where ua represents the normalised timelike vector field tangent to the particles’ worldlines

and q represents its charge density.

In classical electrodynamics, a source of the electromagnetic field acts effectively as a

singularity, i.e. as missing point in the interior of Ω. Thus, for a source-free electromagnetic

field, Ω must be a simply connected region and the homogeneous Maxwell’s equations,

dF = 0, (5.106)

imply the existence of a a gauge dependent potential one-form A such that

F = dA. (5.107)

In this case, we can write the equations of motion (5.105) as the ‘force’ equation

f em
a = 2A[a;b]j

b, (5.108)

where f em
a stands for the electromagnetic force and we have defined the charge density

current by

ja = qua. (5.109)

Thus, the electromagnetic force has the exact same form as that of the force equation of a

multifluid system whose individual components are conserved [c.f. equations (5.50) with

vanishing production terms]. In particular, for our two-fluid case, each of the conjugate

momenta µa and θa, play the role of the potential one-form for electromagnetism. More-

over, has we have argued at the end of section 5.2.2, when more than one fluid species is

present the dynamics allows for one of the species to have non-vanishing production, as in

the case of (5.50b)

f s
a = 2θ[a;b]s

b + sb;bθa.

This is the fact that we use to obtain an expression for the entropy production. There is

a striking feature in this: What would be the analogous electromagnetic expression of the
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entropy force (5.50b)? We can write down the answer straight away

f em
a = 2A[a;b]j

b + jb;bAa. (5.110)

Note that, in this case, the gauge potential would have an observable effect in the motion of

the test particles! Fortunately, we can invoke the variational principle from which (5.105)

was derived and verify that charge conservation in Ω implies that ja;a = 0, removing every

gauge dependence from the dynamics.

In electrodynamics, gauge invariance means that the potentials have no observable

effects; only a potential difference is meaningful. In the same manner, in special relativity

Lorentz invariance tells us that velocities on their own are meaningless, the physically

relevant information is contained in relative velocities. Furthermore, in general relativity,

general covariance removes the physical significance of individual spacetime points, only

coincidences are important. Thus, let us close this chapter with the following question:

What is happening here, that allows the thermal momenta to have an effect on the dynamics

away from equilibrium?6

6Perhaps a principle of restricted covariance is forced upon us by the dynamics of thermal systems
away from equilibrium. The answer to this question may give a physical meaning to the covariance of our
dynamical laws. For a discussion on the physical significance of general covariance, the reader is referred
to [26, 76].
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Adiabatic perturbations of equilibrium

In the preceding chapter we developed a theory of heat conduction from a generic two-fluid

variational principle. It would be natural then to expect that some generic features of a

two-fluid system should appear in the context of our approach to relativistic dissipation. In

particular, in this chapter we study the onset and development of instabilities arising from

the interaction between the fluids, either through their chemical coupling or entrainment.

We address the issues of stability and local causality of adiabatic perturbations, that

is, we look for a criterion to be imposed on a given matter model (equation of state) in

order to maintain the sound speeds bounded by that of light. Thus, this chapter presents

an analysis of the local propagation of plane waves on a given background space-time.

Compared to the standard single-fluid analysis, a multi-fluid system has more degrees

of freedom; we need to account for relative flows between the different components. This is

an essential requirement for the two-stream instability [5]. This is a generic phenomenon

that does not require particular fine-tuning to be triggered, nor is limited to any specific

physical system. The only requirements are that there must be a relative (background)

flow and a coupling between the fluids. Such instabilities are known to exist for a variety

of configurations. For example, in shearing motion at an interface, we have the well known

Kelvin–Helmholtz instability. This chapter presents a covariant generalization of the two-

stream instability analysis to relativistic situations.

The stability and causality analysis of relativistic theories of dissipation as presented

by Hiscock and Lindblom [34] was tailored to suit the variables of the Israel & Stewart

expansion. One of their main results, as we have previously discussed (c.f chapter 4),

was that of the generic instabilities of ‘first-order’ theories. To close this chapter, we

provide a different view regarding the stability of such theories. Building on the two-fluid

construction of the previous chapter, we carry out a ‘consistent’ first-order analysis and
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show that one can have stable first-order models. However, when the relaxation time is

varied over the dissipation time-scale, the system under consideration becomes unstable.

6.1 Linear perturbations of thermal equilibrium

In this section we deal with linear adiabatic perturbations of equilibrium states, i.e. those

occurring without heat transfer.

From the discussion in the previous chapter, the thermal dynamics of a single heat-

conducting fluid can be described in terms of the interacting components of an ‘enlarged’

two-fluid system consisting of particles and entropy. This view was motivated by the

thermodynamic limit of non-equilibrium relativistic kinetic theory, where we obtained a

well defined entropy flux whose main effect is to redistribute the internal energy of the

system towards the state of thermal equilibrium1. In this manner, the internal dynamics

of a dissipative fluid are given by a force-balance relation between a ‘material’ and a

‘thermal’ fluid2. Thus, the dynamics of thermal equilibrium is given by

na;a = 0, (6.1a)

sa;a = 0, (6.1b)

T b
a ;b = fn

a + f s
a = 0. (6.1c)

Here T ab is the canonically defined two-fluid energy momentum tensor [see equation (5.51)],

na and sa are the conserved particle number density and entropy density currents and, using

the conservation laws (6.1a) and (6.1b), the forces fn
a and f s

a are given by [see equations

(5.50)]

fn
a = 2µ[a;b]n

b, (6.2a)

f s
a = 2θ[a;b]s

b. (6.2b)

To obtain the linearised dynamics of the system, we consider only those perturbations

which have no effect on the background geometry, that is, those for which δgab = 0. Thus,

considering the set of linear perturbations

na −→ na + δna, fn
a −→ fn

a + δfn
a , (6.3a)

sa −→ sa + δsa, f s
a −→ f s

a + δf s
a, (6.3b)

1See the definition at the beginning of section 2.2.
2See the discussion in section 5.2.2. In particular, the variational definition of the forces (5.50), and the

force balance expressed by (5.53) and (5.54).
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the linearised equations of motion are

δna;a = 0, δfn
a = nbδµ[a;b], (6.4a)

δsa;a = 0, δf s
a = sbδθ[a;b], (6.4b)

which must satisfy the energy conservation constraint expressed by

δf s
a + δfn

a = 0. (6.5)

Let us make a remark about the dynamics of thermal equilibrium. As discussed at the

end of section 5.2.2, in thermal equilibrium the two matter-spaces used to define each of

the currents coincide. That is, for a compact region of spacetime Ω, the one-parameter

families of diffeomorphisms generated by each of the particle species’ worldlines, are the

same. Therefore, there is a unique normalised timelike vector field whose integral curves, up

to reparametrization, represents the two different flows3. In this case, where the dynamics

are completely constrained, the system becomes completely integrable, i.e.

µ[a;b] = θ[a;b] = 0. (6.6)

Thus, each of the forces (6.2) vanishes independently. Moreover, if the perturbations are

adiabatic, we need to require, in addition of (6.5), that the perturbed components of the

force balance (6.5) individually satisfy

nbδµ[a;b] = 0, (6.7a)

sbδθ[a;b] = 0. (6.7b)

If this where not the case, the non-zero value of the perturbed force acting on each dis-

placement of the individual currents would generate a relative flow between them, thus

producing heat.

In order to express the linearised equations of motion, let us recall the definition of the

conjugate momenta µa and θa given in the previous chapter [equations (5.35a) and (5.35b)]

µa =gab(Bnnb +Anssb),

θa =gab(Bssb +Ansnb),

where the coefficients Bn, Bs and Ans are given by the partial derivatives of the master

3See the discussion in section 5.1.
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function Λ(n, s, j) [equation (5.36)]

Bn ≡ −2
∂Λ

∂n2
, Bs ≡ −2

∂Λ

∂s2
and Ans ≡ − ∂Λ

∂j2
.

Therefore, the perturbations of the momenta which leave the background metric unchanged

take the form

δµa = gab(n
bδBn + Bnδnb + sbδAns +Ansδsb), (6.8a)

δθa = gab(s
bδBs + Bsδsb + nbδAns +Ansδnb). (6.8b)

where the variations of the coefficients (5.36) are given by

δBn = −2
∂

∂n2
δΛ, δBs = −2

∂

∂s2
δΛ and δAns = − ∂

∂j2
δΛ. (6.9)

Following the work by Andersson and Comer [6], we introduce the ‘abbreviations’ for the

quantities

Bn
ab = Bngab − 2

∂Bn

∂n2
gacgbdn

cnd, (6.10a)

Bs
ab = Bsgab − 2

∂Bs

∂s2
gacgbds

csd, (6.10b)

Ann
ab = −gacgbd

(
∂Bn

∂j2
[ncsd + ndsc] +

∂Ans

∂j2
scsd

)
, (6.10c)

Ass
ab = −gacgbd

(
∂Bs

∂j2
[scnd + sdnc] +

∂Ans

∂j2
ncnd

)
, (6.10d)

Ans
ab = Ansgab − gacgbd

(
∂Bn

∂j2
ncnd +

∂Bs

∂j2
scsd +

∂Ans

∂j2
scnd

)
, (6.10e)

χns
ab = −2

∂Bn

∂s2
gacgbdn

csd, (6.10f)

χsn
ab = −2

∂Bs

∂n2
gacgbds

cnd, (6.10g)

in order to separate the perturbed momenta in terms of the variations of the currents.

Thus, we have

δµa = (Bn
ab +Ann

ab )δnb + (χns
ab +Ans

ab)δs
b, (6.11a)

δθa = (Bs
ab +Ass

ab)δs
b + (χsn

ab +Asn
ab)δn

b. (6.11b)

This is a very significant result. In the previous chapter, we defined entrainment as the

misalignment between one of the fluxes and its conjugate momentum due to the presence of
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the other fluid. Such an effect is a consequence of the dependence of the master function Λ

on the relative flux between the currents, characterised by the coefficient Ans above. Here,

equations (6.11) tell us that, even in the case that the master function is independent of

the relative flux, the perturbed momenta have non-vanishing components in the direction

of both perturbed currents.

To understand better this more complicated setting, we step back for a moment to

analyse wave propagation in a perfect single fluid.

6.2 Sound waves in a single fluid

To set the stage for our forthcoming analysis, we consider first the propagation of sound

waves on a single perfect fluid given by the conserved particle current na. In this section,

we perform a local analysis of linear perturbations of the fluid propagating on a generic

background geometry given by the spacetime metric gab.

Let us make the following plane-wave ansatz for the particle number density current

δna = Aa exp(−ikbxb). (6.12)

Here we assume that both, the amplitude Aa and the wave four-vector ka, have vanishing

covariant derivatives

Aa;b = 0 and ka;b = 0. (6.13)

For a single perfect fluid, the perturbed momentum (6.11a) reduces to

δµa = Bn
abδn

b. (6.14)

Following the convention set in the previous chapter, we work in the Eckart frame. Thus,

we can decompose the amplitude and the wave vector into their co-moving and transverse

components

kan = kn(σnu
a + k̂an), (6.15a)

Aan = An
‖u

a +Aan⊥. (6.15b)

Here, we have made the usual definitions

knσn = −kaua and knk̂
n
a = hbakb. (6.16)

where k̂n
a is a unit three-vector pointing in the spatial direction of the wave propagation.
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Similarly, the components of the amplitude are expressed by

An
‖ = −Aanua andAan⊥ = habA

b
n, (6.17)

and σn measures the phase velocity of the waves as seen in the Eckart frame.

The perturbed conservation law, equation (6.4a), becomes

δna;a = [Aa exp(−ikbx
b)];a

= [Aa;a + iAa(−kb;axb − δbakb)] exp(−ikbxb)

= iAaka exp(−ikdx
d) = 0 (6.18)

which implies that the waves are transverse in the space-time sense

kaA
a = 0. (6.19)

It is a straightforward exercise to show that the contraction AcBn
c[a;b] is identically zero.

Therefore, (6.7a) becomes

δµ[a;b]n
b = nb[(Bn

acδn
c);b − (Bn

bcδn
c);a]

= inbAck[bBn
a]c exp(−ikdxd) = 0, (6.20)

and thus we express the linearised force by

nbk[bBn
a]cA

c = 0. (6.21)

The dispersion relation can be easily obtained by contracting equation (6.21) with kb.

Assuming that ncA
c
n 6= 0, we may define the speed of sound by

c2
n = 1 +

∂ logBn

∂ log n
. (6.22)

Thus, we can rewrite the coefficient Bn
ab in terms of the sound speed cn as

Bn
ab = Bngab − 2

∂Bn

∂n2
gacgbdn

cnd

= Bn

[
gab + uaub − uaub −

2n2

Bn

∂Bn

∂n2
uaub

]
= Bn

[
hab − uaub

(
1 +

∂ logBn

∂ log n

)]
= Bn(hab − c2

nuaub). (6.23)
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Substituting this result in the first term of the anti-symmetrised bracket of the reduced

perturbation of the force, equation (6.21), we obtain

kanbkaBn
bcA

c
n = (kak

a)nbBn
(
hbc − c2

nubuc
)
Acn, (6.24)

whilst the second term is

kanbkbBn
acA

c =
(
nbkb

)
ka
[
Bn
(
hac − c2

nuauc
)]
Ac. (6.25)

Therefore, the single fluid dispersion relation takes the simple form

kanbk[aBn
b]cA

c
n = 0. (6.26)

Note that this is equivalent to

σ2
n − c2

n = 0, (6.27)

where, from the first equation in (6.16), we have

σn = − 1

kn
kanua. (6.28)

Now we can see that σn corresponds to the phase velocity of the waves as measured in

the Eckart frame. Now, we just need to show that cn is effectively the speed of sound. To

see that this is indeed the case, it will suffice to introduce the pressure and recall that, for

the single fluid case, the energy density is related to the master function simply by

ρ = −Λ. (6.29)

In this case, the energy density is a function of the particle number density alone. Thus,

the Gibbs relation is just

dρ = µdn. (6.30)

The pressure Ψ is defined by the standard Euler relation ρ + Ψ = µn, and in this very

simple case we can write it as

Ψ = −ρ+ n
dρ

dn
= −ρ+ Bnn2. (6.31)
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Therefore,

dΨ

dρ
= −1 + n2 dBn

dρ
+ 2nBn dn

dρ

= 1 + n2Bn

dρ

Bn

Bn

dn

dn

= 1 +
d logBn

d log n
, (6.32)

and we can see that, indeed, cn is the speed of sound.

Let us recapitulate what we have achieved with this exercise. We studied the perturbed

equations of motion of a single perfect fluid through a plane wave ansatz. We found the

dispersion relation and defined the speed of sound in terms of variations of the master

function for the matter model of our choice. This allows us to rule out non-physical

models, for instance, if the perturbations end up propagating faster than the speed of

light. In this sense, the relativistic analysis constrains our choices for master functions,

and hence, of equations of state. Thus, equation (6.32) serves to analyse when the matter

model we use will give non-physical results. Therefore, let us discuss a bit further the issue

of local causality.

On the local causality of the selected matter model

Consider the wave vector ka of the plane wave ansatz. From the above dispersion relation

we see that

kak
a = k2

n(1− c2
n). (6.33)

Thus, for causal wave propagation, the speed of sound should be less than the speed of

light, in natural units

c2
n ≤ 1. (6.34)

Note that the amplitude Aa of the perturbed current defines the character (timelike, space-

like or null) of the perturbation. In order to have causal disturbances, Aa must be a timelike

vector field. Thus, from the transversality of the waves, equation (6.19), ka is a spacelike

vector.

Let us also note that, when the force equation (6.11b) is evaluated in terms of the

solution to the dispersion relation, we find that,

Aan⊥ = σnA
n
‖ k̂

a
n. (6.35)

Thus, the waves are transverse in the ordinary three dimensional sense.

Equation (6.34) is the first encounter we have with a restriction imposed by causality.
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This implies a constraint on the master function

∂ logBn

∂ log n
+ 1 ≤ 1. (6.36)

In addition, in order to avoid absolute instabilities, the speed of sound should also be

bound from below, i.e.

c2
n ≥ 0. (6.37)

This restriction prevents cases in which σ2
n ≤ 0. This can be written in terms of the master

function by the inequality
∂ logBn

∂ log n
+ 1 ≥ 0. (6.38)

Combining these two results, we obtain a criterion that must be satisfied by any proposed

matter model that guarantees absolute stability and local causality of the perturbed system

in terms of the defining master function alone. That is

− 1 ≤ ∂ logBn

∂ log n
≤ 0. (6.39)

In the following section, we will extend this analysis to obtain a stability and causality

criterion for the two-fluid system we are concerned with.

6.3 Sound waves in the matter and entropy system

Having discussed plane wave propagation for a perfect fluid, we use the same technique

for the conducting model developed in chapter 5. The aim of this section is to work out

the dispersion relation for wave propagation in the particle-entropy two-fluid system. To

make the discussion more general, we relax the thermal equilibrium assumption and work

out the perturbations in the case where there exists a relative flow between the fluids.

In this sense, the particular case of thermal equilibrium (aligned flows), will be discussed

separately in section 6.3.2.

Using the plane wave ansatz [equation (6.12)], we write the perturbations of the two

conserved currents as

δna = Aan exp(−ikbxb), (6.40a)

δsa = Aas exp(−ikbxb). (6.40b)

Let us note that in these expressions we do not attach a constituent index to the wave

vector ka, since waves in a system are such that the constant wave vector is the same for

all fluids. Thus, from the component decomposition of the wave vector, equation (6.15a),
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we have

ka = kn(σnu
a + k̂an) = ks(σsu

a
s + k̂as ). (6.41)

Also, since the dispersion relation is a scalar equation, it will be useful to express the inner

product ŵak̂n
a (where ŵa = wa/w) in terms of the angle βns between the two vectors

ŵak̂n
a = cosβns. (6.42)

Note that there is significant difference from the previous single fluid case. For a

generic multifluid system, we have to take into account the relative flow wa between the

fluids introduced in section 5.3. There, we expressed the entropy flux in the Eckart frame

by the relation (5.57), that is,

sa = suas = sγ(ua + wa). (6.43)

Having introduced the entropy current raises a subtlety. The quantities σn, and k̂an are

what would be measured in the matter frame. We could choose the frame defined by

the entropy flux instead, and make our measurements with respect to the entropy flow.

Although, from the mathematical point of view there are well-defined transformations

between the two descriptions, working in the entropy frame would produce unnecessary

complications due to the fact that thermometers and accelerometers are naturally carried

by the particles in the fluid; not by the phonons of the system. Moreover, the relative flow

of the particles with respect to the entropy frame, which we may call was , will clearly have

the same magnitude as wa and is just

was = −γ(w2ua + wa). (6.44)

Denoting the normalised four velocity associated with the entropy flux by uas , it is useful

to note that we can write the two four-velocities in terms of their relative flow as

ua = −w−2(wa + γ−1was ) (6.45)

uas = −w−2(was + γ−1wa). (6.46)

Thus, by contracting each of the four-velocities with the wave vector ka, we obtain a matrix

equation of the form[
wσn − cosβns −γ−1 cosβsn

−γ−1 cosβns wσs − cosβsn

][
kn

ks

]
=

[
0

0

]
. (6.47)
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The determinant of the 2× 2 matrix should vanish, and this leads to

σs = cosβsn
σn − w cosβns

wσn − cosβns
. (6.48)

Thus, we have shown that if σ2
n ≤ 1 then σ2

s ≤ 1. This is a natural conclusion since

causality is a frame independent requirement.

It was shown in the Newtonian case [5], that two chemically coupled fluids may become

two-stream unstable. This result was later generalised in [66] for the relativistic case. In

what follows, we reproduce the same analysis.

Let us begin by noting that the perturbed conservation laws, equations (6.4a) and

(6.4b), give the same transversality condition as in (6.19), that is,

kaA
a
n = kaA

a
s = 0. (6.49)

However, the perturbed forces are more complicated than in the previous case. The co-

variant derivative of the perturbed momentum (6.11a) is

δµa;c = δnb;c(Bn
ab +Ann

ab ) + δsb;c(χ
ns
ab +Ans

ab)

= ikc(A
b
nBn

ab +AbnAnn
abA

b
sχ

ns
ab +AbsAns

ab) exp(−ikdxd). (6.50)

Thus, we encounter our first problem. The perturbed equations of motion satisfy

a similar force balance as in the previous chapter, but that does not directly imply the

vanishing of the individual perturbed forces. In a generic multi-fluid system, the discussion

becomes significantly more elaborate at a very early stage. In our case, however, we can use

the fact that, in the strict equilibrium sense, we can use the integrability of the individual

forces to obtain

δfn
a = ncδµ[a;c] = nc{(k[cBn

a]b + k[cAnn
a]b)A

b
n + (k[cχ

ns
a]b + k[cAns

a]b)A
b
s}

= Kn
abA

b
n +Kns

abA
b
s = 0, (6.51)

where we have introduced the ‘n-dispersion’ tensors

Kn
ab = nc(k[cBn

a]b + k[cAnn
a]b), (6.52)

Kns
ab = nc(k[cχ

ns
a]b + k[cAns

a]b). (6.53)

Similarly, the perturbed entropy force is

δf s
a = Ks

abA
b
s +Ksn

abA
b
n = 0 (6.54)
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where the ‘s-dispersion’ tensors are

Ks
ab = sc(k[cBs

a]b + k[cAss
a]b) (6.55)

Ksn
ab = sc(k[cχ

sn
a]b + k[cAsn

a]b). (6.56)

Following the argument in section 6.2, we contract both equations (6.51) and (6.54)

with the wave vector ka. This will result in a 2 × 2 matrix problem which we address

by systematically increasing the degree of interaction between the two fluids. In order

to do so, it is convenient to isolate further the different contributions that appear in the

dispersion matrices.

The bulk contribution in the Kn
ab and Ks

ab matrices can be reduced to [66]

Bn
ab = nck[cBn

a]b = −1

2
Bnn(knσnhab + c2

nkaub), (6.57)

Bs
ab = sck[cBs

a]b = −1

2
Bss(knσsh

s
ab + c2

skau
s
b), (6.58)

while the entrainment piece becomes

A n
ab = nck[cAnn

a]b =
1

2
γn
{
Bn
,ns[(knσnwa − 2ka)ub − kawb]

+ γ
s

n
Ans
,ns(knσnwa − ka)(ub + wb)

}
, (6.59)

A s
ab = sck[cAss

a]b =
1

2
γs
{
Bs
,sn[(ksσsw

s
a − 2ka)u

s
b − kaws

b]

+ γ
n

s
Asn
,sn(ksσsw

s
a − ka)(us

b + ws
b)
}
. (6.60)

We have also introduced here the orthogonal projector hs
ab associated with the entropy

four-velocity uas and the speed of sound for the entropy perturbations c2
s [c.f. equation

(6.22)]

c2
s = 1 +

∂ logBs

∂ log s
. (6.61)

We have introduced the shorthand notation for derivatives of the coefficients Bn, Bs and

Ans

Bn
,ns ≡

1

BnBs

(
2ns

∂Bn

∂j2

)
, (6.62)

Bs
,sn ≡

1

BsBn

(
2sn

∂Bs

∂j2

)
, (6.63)

Ans
,ns ≡ ns

∂Ans

∂j2
, (6.64)
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and for the cross-coupling terms in Kns
ab

X ns
ab = nck[cχ

ns
a]b = −1

2
Cγn
√
BnBska(ub + wb), (6.65)

X ns
ab = sck[cχ

sn
a]b = −1

2
Cγs
√
BnBska(u

s
b + ws

b). (6.66)

Here,

C ≡ 1

BnBs

(
2ns

∂Bn

∂s2

)
=

1

BnBs

(
2ns

∂Bs

∂n2

)
. (6.67)

Finally, we see that the entrainment part has significantly more presence

A ns
ab = nck[cAns

a]b

=
n

2

{
−Ansknσnhab −

[
Ans +

s

n
Bn
,ns + γ

(
γ
s

n
Bs
,ns +Ans

,ns

)]
kaub

+ γknσn

(
γ
s

n
Bs
,ns +Ans

,ns

)
waub

}
, (6.68)

A sn
ab = sck[cAsn

a]b

=
s

2

{
−Asnksσsh

s
ab −

[
Asn +

n

s
Bs
,sn + γ

(
γ
n

s
Bn
,sn +Asn

,sn

)]
kau

s
b

+ γksσs

(
γ
n

s
Bn
,ns +Asn

,ns

)
ws
au

s
b

}
. (6.69)

As stated in [66], a multi-fluid system must have non-zero bulk properties, the other

terms can be absent depending on the equation of state. We now proceed with our sound

propagation analysis by gradually increasing the coupling between the matter and entropy

fluids.

6.3.1 The completely decoupled case

In this very simple case, the two fluids are completely independent of one another. The

forces vanish independently and the system is absolutely integrable. Thus, although the

currents may not be aligned, the dynamics are not affected by any relative flow. In this

particular case, the only non-zero contributions to the dispersion matrices K are equations

(6.57) and (6.58) and we can proceed as in section 6.2. Thus, the contraction of equation

(6.51) and (6.54) with the wave vector

kaδfn
a = 0, (6.70)

kaδf s
a = 0, (6.71)
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produces the simple 2× 2 matrix problem[
Bn(σ2

n − c2
n) 0

0 Bs(σ2
s − c2

s )

][
uaA

a
n

us
aA

a
s

]
=

[
0

0

]
. (6.72)

Therefore, the dispersion relation is simply given by

(σ2
n − c2

n)(σ2
s − c2

s ) = 0. (6.73)

As we have seen before, σ2
n corresponds to the squared phase three-velocity as measured

in the Eckart frame. Similarly, σ2
s is the squared phase velocity of the ‘entropy waves’ as

measured in the frame defined by uas , whose transformation to the Eckart frame is given

by (6.48). Thus we see that, for the uncoupled system, we must require that the equation

of state satisfies (6.39) for both, particles and entropy.

This simple case has served the purpose of defining the quantities cn and cs. As we

have argued in the single fluid case, these quantities are identified with the decoupled sound

speeds. It will be useful to keep this in mind in the following more elaborate discussion.

6.3.2 Cross-constituent coupling

The next situation corresponds to that where the system is sensitive to the relative flow

wa but not to entrainment. That is, in addition of (6.57) and (6.58), we have contributions

due to the cross-coupling tensors (6.65) and (6.66). Again, we reduce the problem to a

2× 2 matrix by contracting (6.51) and (6.54) with the wave vector ka. The cross-coupling

produces the expected off-diagonal terms[
Bn(σ2

n − c2
n) −

√
BnBsC

−
√
BnBsC Bs(σ2

s − c2
s )

][
uaA

a
n

us
aA

a
s

]
=

[
0

0

]
, (6.74)

where C2 is the cross constituent coupling defined by

C2 =
1

BnBs

(
2ns

∂Bn

∂s2

)2

. (6.75)

The dispersion relation is again the determinant of the 2 × 2 matrix and in this case

gives

(σ2
n − c2

n)(σ2
s − c2

s ) = C2. (6.76)

We can see from the definition of C2, (6.75), that in order for it to be less than zero,

either Bn or Bs should be negative. For ordinary matter, or entropy, this is not generally
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the case. Hence we do not deal with such possibilities in this work.

Equation (6.76) shows the richer phenomenology of the coupling between matter and

entropy, or of a two-fluid system in general. This allows for two-stream unstable flows,

as discussed below (see also [66] and [5]). Once more we are going to take small steps to

analyse this situation.

Aligned flow: the stability of thermal equilibrium

We can now use the angular relationship between σn and σs given by (6.48) to write a

dispersion relations solely in terms of σn. Addressing the question of absolute stability

(σ2
n ≥ 0), we set the relative flow wa = 0 in (6.48), for which we would have σs = σn and

(6.76) becomes the quadratic expression in σ2
n

(σ2
n)2 − (c2

n + c2
s )σ2

n + (c2
nc

2
s − C2) = 0, (6.77)

whose roots are

σ2
n =

1

2

(
c2

n + c2
s ±

√
(c2

n + c2
s )2 − 4(c2

nc
2
s − C2)

)
=

1

2

(
c2

n + c2
s ±

√
(c2

n − c2
s )2 + 4C2

)
(6.78)

In order to avoid complex σ2
n, the square root in (6.78) has to be real, which follows

from the fact that C2 ≥ 0. Now, to have absolute stability it is sufficient to require that

the absolute value of the negative square root in (6.78) be less than the first term, that is

(c2
n + c2

s )2 ≥ (c2
n − c2

s ) + 4C2, (6.79)

that is equivalent to the requirement

C2 ≤ c2
nc

2
s . (6.80)

This can be written in terms of the bulk quantities we expect to be positive, BnBs > 0,

and so absolute stability constrains the master function to satisfy

∂ logBn

∂ log s

∂ logBs

∂ log n
≤
(

1 +
∂ logBn

∂ log n

)(
1 +

∂ logBs

∂ log s

)
. (6.81)

The causality constraint requires σ2
n ≤ 1. For this we notice that if the absolute stability

condition (6.80) is satisfied, and C2 ≥ 0, we need only to guarantee that the positive root
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of (6.78) is causal, since the negative one is always smaller

1

2
(c2

n + c2
s ) +

√
(c2

n − c2
s )2 + 4C2 ≤ 1√

(c2
n − c2

s )2 + 4C2 ≤ (1− c2
n) + (1− c2

s )

(c2
n − c2

s )2 + 4C2 ≤ [(1− c2
n) + (1− c2

s )]2

C2 ≤ (1− c2
n)(1− c2

s ), (6.82)

which in terms of the master function becomes

∂ logBn

∂ log s

∂ logBs

∂ log n
≤ ∂ logBn

∂ log n

∂ logBs

∂ log s
. (6.83)

Note that causality and absolute stability set upper bounds for C2. In general it can

be shown [66] that if c2
n + c2

s ≤ 1 then any absolutely stable master function is also causal.

Conversely, if c2
n + c2

s ≥ 1, any causal master function is absolutely stable.

Equation (6.83) is one of our most important results since it represents the stability of

thermal equilibrium. Thus, a matter model whose master function (equation of state) fails

to satisfy the inequality (6.83) can be regarded as non-physical.

In order to obtain a comparison with the Newtonian problem, we consider the case of

‘small’ relative flow. Although this would not strictly correspond to an adiabatic perturba-

tion, it will allow us to show the similarities with a better known problem. In this case, we

will be in position to examine if a dynamical two-stream instability is present by solving

(6.76) for some relative flow and then take the the limit in which the flows are aligned. In

what follows we will assume that the master function is absolutely stable and causal.

Small relative flow: ‘almost’ adiabatic perturbations

Assuming that w and σn are both much smaller than the speed of light (c = 1) in (6.48),

the dispersion relation (6.76) becomes

(σ2
n − c2

n)[(σn − w cosβns)
2 − c2

s ] = C2. (6.84)

Introducing the variables

x =
σn

cs
, y =

w cosβns

cs
, b2 =

(
cn

cs

)2

, a2 =
C2

c4
s

, (6.85)

we get
x2 − b2

a2
[(x− y2)− 1] = 1. (6.86)
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Written in this form, the problem is identical to the Newtonian plane wave propagation

discussed by Andersson, Comer and Prix [5] where they show the regime in which the two-

stream instability operates. It is also shown in [66] that the particular example used by

Andersson, Comer and Prix obeys the causality and absolute stability criteria derived

above. First, let us note that, due to the presence of a velocity scale given by the speed

of light, we cannot completely scale out the velocities. Thus, the relativistic analysis of

stability will, in general, contain an extra parameter compared to the Newtonian case.

Following [66], we take that parameter to be the speed of sound for the entropy, cs, which

without loss of generality, we can take larger than the cn. Using these parameter the

absolute stability criterion (6.80) becomes

a2

b2
≤ 1, (6.87)

which is satisfied in the model discussed above.

We now turn to the relativistic dispersion relation (6.78). Written as an equation for

σn, it constitutes a non-trivial quartic. If we use the same re-scaling (6.85), then (6.78)

becomes
x2 − b2

a2

[
(x− y)2

γ−2(1− c2
sx

2) + c2
s (x− y)2

− 1

]
= 1. (6.88)

Although the general solution of (6.88) is available, it is quite a complicated expression

and offer very little insight for our analysis. Thus, we tackle the problem numerically for a

set of parameter values that maintain absolute stability and causality. Figure 6.1 provides

plots of the real and imaginary parts for the solutions of (6.88) in the case when the

particle and entropy flow are aligned. The solutions for σn are taken to be functions of the

relative flow parameter y and the coupling C2, with the choice c2
s = 0.5, b2 = 1 and θ = 0.

Non-zero values for Im(σn) in the figures indicates the presence of an unstable mode. The

appearance of unstable modes is reflected in the real parts whenever two frequencies merge.

This behaviour is typical for this kind of dynamical instability [5, 66]. Note that, although

in the central figure the instability sets at a ‘high’ relative flow (w ∼ 0.6), unstable modes

can be produced for arbitrary small values of the coupling C, as can be seen from the third

column.

6.3.3 The role of entrainment

We finally turn our attention to the full problem. Up to this point we have introduced

three equation of state parameters, i.e. cn, cs and C, that are obtained as second derivatives

of the master function Λ. Given that we have established the two-stream instability for

the general cross-constituent coupling and arbitrary background flow, the main reason for
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Figure 6.1: Plots of the real (top) and imaginary (bottom) parts of the mode frequencies
σn as functions of w, for cs = 0.5, b2 = 1.0, and βns = 0. The merger of two frequencies,
and subsequent non-zero imaginary parts, signal the presence of a two-stream instability.
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discussing entrainment is because it is an essential ingredient for the correct interpretation

of relaxation times in the Cattaneo-like equations derived in Chapter 5. We will simplify

the entrainment case by assuming that the system is close to equilibrium, that is the

relative velocity is such that w � 1, and that the flows are aligned. This does not mean

that the sound wave speeds or phase velocities have to be small, nor do the flows ua nor

uas have to be similarly restricted.

If we keep deviations from thermal equilibrium to O(w2), the master function can be

approximated as [4, 3]

Λ = λ0(n2, s2) + λ1(n2, s2)(j2 −
√
n2s2), (6.89)

which immediately implies

Bn = −2

[
∂λ0

∂n2
+
∂λ1

∂n2
(j2 −

√
n2s2)− λ1

s

2n

]
(6.90)

Bn
,ns = −2ns

∂λ1

∂n2
(6.91)

Bs
,ns = −2ns

∂λ1

∂s2
(6.92)

and

Ans = −λ1, Ans
,ns = 0. (6.93)

In the spirit of understanding a complicated problem, we shall make a further simpli-

fying approximation by assuming that λ1 is constant, so that

Bn
,ns = Bs

,ns = 0. (6.94)

This leaves the problem with the simple entrainment parameter λ1. With this approx-

imation we find[
Bn(σ2

n − c2
n) −C

√
BsBn −Ans εnskn

εsnks
(σ2

n − 1)

−C
√
BsBn −Ans εsnks

εnskn
(σ2

s − 1) Bs(σ2
s − c2

s )

][
uaA

a
n

us
aA

a
s

]
=

[
0

0

]
.

(6.95)

It follows from (6.33) and (6.41) that

kn

ks
=

√
1− σ2

s

1− σ2
n

, (6.96)
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and hence the dispersion relations becomes

(σ2
n − c2

n)(σ2
s − c2

s )−
[
C + C\

√
(1− σ2

n)(1− σ2
s )
]2

= 0, (6.97)

where

C\ = εnsεsn
Ans

√
BnBs

, (6.98)

and because the inverse of (6.95) must exist, |C\| 6= 1.

We stress that, unlike the simpler cases, the dispersion relation (6.97) does not hold for

arbitrary propagation direction with respect to the relative velocity. This mirrors the fact

that entrainment enters the master function in a fundamentally different way: At first-

order in the relative velocity squared. In the dispersion relation, however, entrainment

contributes even in the limit of zero relative velocity, as we have seen in the previous

section, because there are still two sets of interacting sound waves.

In the limit of aligned flows and small deviations from thermal equilibrium (w � 1),

we see from (6.48) that σ2
n = σ2

s , and so

(σ2
n − c2

n)(σ2
n − c2

s )−
[
C + C\(1− σ2

n)
]2

= 0. (6.99)

Even though when it is difficult to think of a system of fluids which are entrained and

yet not chemically coupled, it is particularly instructive to consider the entrainment case

alone, i.e. set C = 0. The corresponding dispersion relation is a quadratic for σ2
n, and has

solutions

σ2
n =

c2
n + c2

s − 2C\2 ±
[
(c2

n − c2
s )2 + 4C\2(1− c2

n)(1− c2
s )
] 1

2

2(1− C\2)
. (6.100)

For speeds of sound satisfying the causality requirement, cn, cs ≤ 1 the discriminant is

obviously positive and hence the σ2
n are real. In order to analyse absolute stability and

causality we need to consider the ranges 0 ≤ C\2 < 1 and 1 < C\2 separately. We will look

at C\2 > 1 first.

We rewrite (6.100) so that the denominator is positive

σ2
n =

2C\2 − c2
n − c2

s ±
[
(c2

n − c2
s )2 + 4C\2(1− c2

n)(1− c2
s )
] 1

2

2(C\2 − 1)
. (6.101)

Since we are imposing cn, cs ≤ 1 and C\2 > 1, the terms outside the square root in the

numerator are positive. therefore the positive solution is absolutely stable. But, we can

also show that it cannot be causal. As for the minus solution, it can be shown that it is
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absolute stable only if C\ < 1 [66], which is not the case we are considering at the moment.

Therefore, C\2 > 1 does not lead to both absolutely stability and causality, and is therefore

ruled out.

In a manner similar to the cross coupling case, the region 0 ≤ C\2 < 1 is a different

story, because the terms outside the radical in the numerator of (6.100) are not of any

definite sign. This affects the absolute stability analysis more than the determination of

causality. In fact the causality requirement is sufficiently straightforward in this range for

C\.
In order to assess absolute stability, it is useful to introduce [66]

τ =
[
(c2

n − c2
s )2 + 4C\2(1− c2

n)(1− c2
s )
] 1

2
. (6.102)

This allows the numerator (6.100) to be written in such a way that the absolute stability

condition becomes

τ2 −
[
±2(1− c2

n)(1− c2
s )
]

+
[
c2

n(1− c2
s ) + c2

s (1− c2
n)
] [

2− (c2
n + c2

s )
]
≤ 0, (6.103)

where the ± corresponds to that of (6.100). The final step is to factorise (6.103) to obtain

{
τ ±

[
2− (c2

n + c2
s )
]} {

τ ∓
[
c2

n(1− c2
s + c2

s (1− c2
n))
]}
≤ 0, (6.104)

where if the ‘+’ is taken from the first factor, then the ‘−’ must be taken in the second,

and vice versa. In either case, the factor that has the + is positive definite, and so the

other factor must be less than zero. When the first factor takes the − the inequality leads

to C\2 > 1. The other choice leads to the more restrictive condition C\2 ≤ c2
nc

2
s .

To summarise, we have shown that when C\2 > 1, there is either no absolute stability

or causality, which makes this range non-physical. Meanwhile, for 0 ≤ C\2 ≤ c2
nc

2
s this

system is causal and absolutely stable. In terms of our previous definitions, this translates

to

(Ans)2 ≤ BnBs

(
1 +

∂ logBn

∂ log n

)(
1 +

∂ logBs

∂ log s

)
, (6.105)

as a constraint on the master function, when the relative speed between the two fluids

is sufficiently small. A numerical analysis shows a similar behaviour to the one shown in

Figure 6.2.

What have we learned?

This chapter built on the relativistic two-stream instability analysis developed in [5, 66].

The central results of this chapter can be summarised by the following two points:
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1. Although it was not the aim of this chapter to present a two-stream instability

analysis for a system of ‘generic’ fluids, let us note that there is still work to be done

in this direction. This is important because, although we have made some progress

in our understanding of the role of entrainment in linear perturbations, we have not

been able to produce a complete analysis of the fully coupled two-fluid system. Such

analysis should become relevant in answering specific questions regarding the onset

of instability for particular matter models, where the two-fluids under consideration

are strongly coupled.

2. In our present thermodynamical discussion we note that in all three cases - decoupled,

chemically coupled and entrained - equilibrium is always stable against adiabatic

perturbations. This is, perhaps, not surprising. However, notice that for some matter

models, if the couplings are strong enough, there might be unstable modes in an

arbitrarily small neighbourhoods of equilibrium, i.e. in the regime of almost adiabatic

perturbations. In this sense, the emergence of a two-stream instability for the matter-

entropy system is a concrete prediction of our multifluid programme for relativistic

dissipation.
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Figure 6.2: Plots of the real and imaginary parts of the mode frequencies σn as functions

of y and C\2, for cs = 0.5, and b2 = 1.0. The lines of intersection and subsequent merger
of two frequencies signal the presence of a two-stream instability.
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7

Non-adiabatic perturbations of equilibrium

In the previous chapter, we have found the criteria that matter models should satisfy

in order to have a stable state of thermal equilibrium. However, thus far we have only

considered adiabatic perturbations, i.e. those which do not produce heat. Here, we will

take a first step towards testing the stability of thermal equilibrium against deviations

‘down hill’ the summit of maximum entropy; those where heat has a role to play.

We have shown in Chapter 5 that the heat conduction problem has two degrees of

freedom. However, we have only focused on the thermal one, leaving aside the one related

to the material degree of freedom. Taking both into account, let us consider the case

where the original state is that of thermal equilibrium, so that the two conservation laws

for particles and entropy, equations (6.1a) and (6.1b), hold. As discussed in the previous

chapter, by adiabatic perturbations we mean those which produce heat. Here, we consider

the case of ‘small’ non-adiabatic deviations from thermal equilibrium, that is, those which

are linear in the heat flux. Thus, we linearise the momentum equations associated with

the transport phenomena given by the Cattaneo-like relations [c.f. section 5.4] to obtain

αq̇a + α̇qa + hbaµ;b + µu̇a = 0, (7.1a)

τ q̇a + qa + κhbaT;b + κT u̇a = 0, (7.1b)

where the coefficient α is directly related to the entrainment and the equilibrium temper-

ature T by

α =
Ans

T
=
κ− τs
κn

, (7.2)

and we have used the definitions (5.73) and (5.79) to eliminate Ans in favour of the material

properties κ and τ .

Note that here we use the local equilibrium hypothesis since s∗ and θ∗ differ from their
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equilibrium values only at second order. Moreover, the first order pressure is obtained from

the standard equilibrium Gibbs relation

p;a = µ;an+ T;as. (7.3)

Therefore, in the case of linear deviations from thermal equilibrium, the fundamental Euler

relation involves only equilibrium variables, that is

ρ+ p = µn+ Ts. (7.4)

The key point to note is that the first-order model remains cognizant of its higher order

origins. Specifically, α and, therefore, τ depend on the entrainment of the two-fluid system.

Thus, although the deviations from equilibrium are linear, the dependence of the master

function on the relative flux between particles and entropy is a second order effect1 which

is a crucial ingredient to address the problem of non-adiabatic perturbations.

In order to analyse the linearised dynamics of the heat problem, let us consider pertur-

bations away from a uniform background state. We denote such perturbations by δ. Since

we start at equilibrium, we have qa = u̇a = α̇ = 0. Therefore, the perturbed momentum

equations can be written as

αδq̇a + hbaδ (µ;b) + µδu̇a = 0, (7.5a)

τδq̇a + δqa + κhbaδ (T;b) + κTδu̇a = 0. (7.5b)

Now, we can divide our analysis into two parts. First, we will study the transverse mode

to obtain the requirements that need to be fulfilled in order to have a stable equilibrium

state against non-adiabatic perturbations. Secondly, we will look at the dispersion relation

for the longitudinal mode, containing further information about the stability of the theory

and where we can impose local causality as described in the previous sections.

7.1 Transverse modes: first stability criterion

Noting that the perturbed momenta (7.5) only have spatial components with respect to the

Eckart frame, we can take the spatial curl in coordinates associated with the background

flow. Throughout this section, we will denote spatial indices in the traditional manner by

the Latin letters i, j and k (not to be confused with spacetime indices a, b, c, d ...). Thus,

1See for instance the original discussion by Carter presented in the last section of chapter 4.
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acting with the curl operator εijk∇k on the perturbed momentum equations we obtain

µU̇ i + αQ̇i = 0, (7.6a)

τQ̇i +Qi + κT U̇ i = 0, (7.6b)

where we have defined the spatial three vectors U i and Qi by

U i = εijk∇juk and Qi = εijk∇jqk, (7.7)

and εijk is the totally-antisymmetric three-volume form whilst ∇j is the spatial gradient

operator.

Assuming that the perturbations have a dependence on time of the form eiωt, we arrive

at the dispersion relation for the transverse perturbations

iω [µ (1 + iωτ)− iωακT ] = 0. (7.8)

Obviously, the case ω = 0 is a solution. With the aid of the fundamental Euler relation,

equation (7.4), it is not difficult to show that the other solution of (7.8) can be written as

ω = i
nµ

p+ ρ

(
τ − κT

p+ ρ

)−1

. (7.9)

This is quite a remarkable result. It shows that the relaxation time τ is essential in

order for the system to be stable. We need the imaginary part of the frequency ω to

be positive. Thus, given that the chemical potential, the particle number density and

absolute equilibrium temperature are positive quantities, and assuming that the weak

energy condition2 holds, we have

µn

ρ+ p
≥ 0 and

κT

ρ+ p
> 0. (7.10)

Therefore, the stability criterion of the system is given in terms of the relaxation time

through

τ >
κT

ρ+ p
. (7.11)

Thus, we arrive at a similar result to the one obtained by Hiscock and Olson [56] regard-

ing the stability of first-order theories. In particular, the Eckart model - for which the

relaxation time is identically zero - is inherently unstable.

2For matter described by the energy momentum tensor Tab, the weak energy condition asserts: that for
every future directed timelike vector field X, the energy density ρ = XaXbTab ≥ 0. In particular, for a
perfect fluid, it implies ρ+ p ≥ 0.
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7.2 Longitudinal modes: causality and the onset of instability

For the case of longitudinal perturbations, we take the three-divergence of the perturbed

momenta, equations (7.6), to get

µ
∂

∂t
∇iδui +∇2δµ+ α

∂

∂t
∇iδqi = 0, (7.12a)

τ
∂

∂t
∇iδqi +∇iδqi + κδ2T + κT∇iδui = 0. (7.12b)

Here, we also need to consider the divergence of the perturbed conservation laws. These

take the form

∇iδui = − 1

n

∂

∂t
δn, (7.13a)

∇iδqi = −nT ∂

∂t
δŝ, (7.13b)

where we have defined the specific entropy as ŝ = s/n. This problem is clearly more

involved than the transverse one. To make progress we need to make some decisions.

First, we need to choose an appropriate set of variables to work with. Secondly, we need

to provide an equation of state for matter. In the following we will opt to work with the

perturbed densities δn and δŝ. In this case, we have the set of thermodynamic relations

δµ =
∂µ

∂n

∣∣∣∣
ŝ

δn+
∂µ

∂ŝ

∣∣∣∣
n

δŝ, (7.14a)

δT =
∂T

∂n

∣∣∣∣
ŝ

δn+
∂T

∂ŝ

∣∣∣∣
n

δŝ. (7.14b)

It is also useful to keep in mind that the temperature can be interpreted as the ‘entropy

chemical potential’, i.e. it is defined by

T =
∂ρ

∂s

∣∣∣∣
n

, (7.15)

where ρ = ρ(n, s) represents the equation of state. This immediately implies the other

thermodynamic relation
∂T

∂n

∣∣∣∣
s

=
∂µ

∂s

∣∣∣∣
n

(7.16)

This relation allows us to reduce the number of unspecified thermodynamic quantities,

which is the key reason for the choice to work with the perturbed densities. It is also

worth noting that
∂µ

∂ŝ

∣∣∣∣
n

= n
∂µ

∂s

∣∣∣∣
n

. (7.17)
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Again, we will consider the plane wave solutions such that the perturbations behave

as exp(iωt + kjx
j). In a similar way as in the previous sections, we introduce the phase

velocity of the waves σ = ω/k, where k2 = kik
i. Thus, the above relations lead to the

coupled equations

µ

n

[
σ2 − n

µ

∂µ

∂n

]
δn+ nαT

[
σ2 − 1

αT

∂T

∂n

]
δs̄ = 0 (7.18a)

κ
T

n

[
σ2 − n

T

∂T

∂n

]
δn+ nτT

[
σ2 − i 1

kτ
σ − κ

τT

∂T

∂s

]
δs̄ = 0. (7.18b)

The dispersion relation we will obtain from (7.18) will be a quartic on σ. Furthermore,

we immediately notice the appearance of a complex root. To facilitate the interpretation

of the roots, we complete the square in the last bracket of (7.18b)

σ2 − i 1

kτ
σ − κ

τT

∂T

∂s
=

(
σ − i 1

2τk

)2

−
(
κ

τT

∂T

∂s
− 1

4k2τ2

)
. (7.19)

Let us introduce the speed of sound, specific heat and the coefficient b given by

c2
n =

n

µ

∂µ

∂n
,

1

cv
=

1

T

∂T

∂s
and b =

1

2τk
, (7.20)

together with the auxiliary ‘velocities’

c2
1 =

n

T

∂T

∂n
, (7.21a)

c2
2 =

1

αT

∂T

∂n
, (7.21b)

c2
3 = c2

n, (7.21c)

c2
4 =

κ

τcv
− 1

4k2τ2
. (7.21d)

With the above definitions, the system of equations (7.18) takes the more manageable

form

µ

n

[
σ2 − c2

3

]
δn+ nαT

[
σ2 − c2

2

]
δs̄ = 0 (7.22)

κ
T

n

[
σ2 − c2

1

]
δn+ nτT

[
(σ − ib)2 − c2

4

]
δs̄ = 0, (7.23)

where we can read off the dispersion relation as

A
[(
σ2 − c2

1

) (
σ2 − c2

2

)]
−
[
σ2 − c2

3

] [
(σ − ib)2 − c2

4

]
= 0. (7.24)
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Here, we have introduced the additional abbreviation

A =
ακT

µτ
. (7.25)

Expanding (7.24) gives us the quartic polynomial

(1−A)σ4 + iBσ3 + Cσ2 + iDσ + E = 0, (7.26)

where each of the coefficients are given by

B = 2b, (7.27a)

C = b2 + c2
4 + c2

3 −A
(
c2

1 + c2
2

)
, (7.27b)

D = −2bc2
3, (7.27c)

E = Ac2
1c

2
2 − c2

3b
2 − c2

3c
2
4. (7.27d)

This expression is obviously too complicated for us to be able to make definite statements

about the solution, without making further assumptions. The most direct strategy would

be to consider an explicit example equation of state, work out the relevant thermodynamics

quantities, and then solve (7.26). This would allow us to establish whether the considered

model is stable and causal. This route is, however, not particularly attractive given the need

to introduce an explicit model. Nevertheless, we still have hope to make some progress

by attempting the alternative involution method to find some stability criterion in the

following manner. Suppose ri, i = 0, 1, 2, 3 are the roots of (7.26). If we now transform

this set of solutions by an involution into

s0 =
1

2
(r0 + r1 + r2 + r3) , (7.28a)

s1 =
1

2
(r0 − r1 + r2 − r3) , (7.28b)

s2 =
1

2
(r0 + r1 − r2 − r3) , (7.28c)

s3 =
1

2
(r0 − r1 − r2 + r3) , (7.28d)

where we know from (7.26) that [67]

s0 = i
B

2(1−A)
. (7.29)
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Thus, we can evaluate s0 directly in terms of known thermodynamic quantities

s0 =
1

2

3∑
k=0

rk = −i B

2(1−A)
= −i b

A− 1
= − i

2τk

[
αkT

µτ
− 1

]−1

, (7.30)

which, by substituting the definition of α given by equation (7.2), reduces to

s0 = − i

2k
nµ [(κ− τs)T − τnµ]−1 (7.31)

Writing s0 as the sum of the real and imaginary parts of the roots of (7.26)

s0 =
1

2

[
3∑

k=0

Re(rk) + i
3∑

k=0

Im(rk)

]
(7.32)

it follows that
3∑

k=0

Re(rk) = 0 (7.33)

Therefore, there would be no hope for the system to be stable if the sum of the imaginary

parts is negative,
3∑

k=0

Im(rk) < 0. (7.34)

However, this condition requires that (κ− τs)T − τnµ ≥ 0, that is,

κT

ρ+ p
≥ τ (7.35)

for arbitrary small values of the temperature. Thus, the system is absolutely unstable only

in the case in which the relaxation time vanishes. This is not a new result but it shows

that our longitudinal analysis is consistent with the transverse one [see equation (7.11)].

If we want to continue to consider the problem in (at least to some extent) generality,

then we need to resort to approximations. As we will see, this is a very instructive route.

Thus, let us consider the case for which s0 vanishes. This corresponds to the limit of very

large wave number. In this limit, we can see that (7.26) reduces to the bi-quadratic

(1−A)σ4 + Cσ2 + E = 0 (7.36)

whose roots are given by

σ2
± =

1

2(1−A)

{
−C ±

[
C2 − 4(1−A)E

]1/2}
. (7.37)
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Let us examine this expression carefully. First, we evaluate the coefficient

1−A = 1− ακT

µτ
=

1

τµn
[(ρ+ p) τ − κT ] > 0. (7.38)

Thus, to guarantee the stability of the system (σ2
± ≥ 0), the following conditions must hold

C =
κ

τcv
+ c2

n −
κ

µτ

∂T

∂n

(
2− τs

κ

)
> 0, (7.39a)

E =
κ

τ

[
1

T

n

µ

(
∂T

∂n

)2

− c2
n

cv

]
≤ 0. (7.39b)

This last condition leads immediately to

c2
n ≥

ncv

µT

(
∂T

∂n

)2

, (7.40)

It is worth noting that this last condition is readily satisfied by all separable equations

of state of form ρ = f(n) + g(s).

Our analysis leads to two further conditions that must be satisfied. Condition (7.39a)

leads to

τ > κ

[
µ

cv
+ 2

∂T

∂n

] [
s
∂T

∂n
+ µc2

n

]−1

. (7.41)

which, provides us with a further lower bound for the relaxation time. Thus, we have a

second criterion to establish local stability in a given matter model whose equation of state

is separable.

Finally, we can approximate the finite wavelength regime through an expansion in

powers of ε = k−1. Thus, consider the expression

σ = σ± +
1

k
σ1 = σ± + εσ1, (7.42)

where σ± solves (7.36). We can evaluate (7.42) up to the fourth power and neglect terms

of order O(ε2). Thus, we have

σ4 = (σ± + εσ1)4 = σ4
± + 4εσ3

±σ1 +O(ε2), (7.43a)

σ3 = (σ± + εσ1)3 = σ3
± + 3εσ2

±σ1 +O(ε2), (7.43b)

σ2 = (σ± + εσ1)2 = σ2
± + 2εσ±σ1 +O(ε2). (7.43c)
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Substituting (7.43) into (7.26) while keeping only linear terms in ε gives

4(1−A)σ2
±σ1 +

i

τ
σ2
± + 2Cσ1 −

i

τ
c2
n = 0, (7.44)

which leads immediately to

σ1 =
i

2τ

c2
n − σ2

±
2(1−A)σ2

± + C
. (7.45)

Since all quantities in this expression are constrained to be real and stability requires

Im(σ1) ≥ 0, we have two cases:

1. 2(1−A)σ2
+ + C = +

[
B2 − 4(1−A)E

]1/2 ≥ 0→ c2
n < σ2

+.

2. 2(1−A)σ2
− + C = −

[
B2 − 4(1−A)E

]1/2 ≤ 0→ c2
n > σ2

−.

Therefore, we can write the conditions for the stability of our complete first-order theory

as

σ2
− ≤ c2

n ≤ σ2
+, (7.46)

which is consistent with the notion that mode-mergers signal the onset of instability.

7.3 What have we learned?

In this section, we constructed a consistent first-order expansion away from thermal equilib-

rium. We argued in chapter 4 that first order theories are ‘pathological’ due to instabilities

and causality violations. Therefore, two remarks are in order:

1. On the one hand, the presence of instabilities is not sufficient to rule out a particular

matter model. There are physical instabilities, as the two-stream case, which provide

essential information about the dynamics of the system. Moreover, in situations far

away from thermal equilibrium, thermal instabilities are responsible for structure

formation, e.g. Benard cells, Taylor instability, Kelvin-Helmholtz, etc...

2. On the other hand, causality violations may lead to unstable behaviour. However,

even when no instabilities are present, in any relativistic matter model this is a clear

violation of our mathematical construction. Therefore, causality is a requirement to

consider a matter model as physical.

Here, we have shown that, in contrast with the conclusion of Hiscock and Lindblom

[34], a first-order expansion away from thermal equilibrium is possible provided we do not

exclude second-order terms prematurely. This is manifest in our first stability criterion for

transverse modes, equation (7.11), where we can see that the Eckart model not only fails
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to be stable, but also causal. That is because from the construction, the relaxation time

- which is a second-order effect - was absent from the dynamics of the model. Moreover,

the stability criterion (7.11) gives a non-trivial lower bound for the relaxation time of

transverse [and longitudinal waves, see (7.35)] modes and, hence, an upper bound for the

speed of propagation for thermal disturbances.

To tackle the problem of stability and causality in an analytic manner for arbitrary

wave numbers is a very difficult task. However, we can obtain approximate criteria from

an expansion away from the ‘geometrical optics’ regime, where the dispersion relation

reduces to a bi-quadratic providing the upper and lower bounds for the phase velocity. In

this sense, we obtained the onset of instability as a merger of modes in our expansion away

from thermal equilibrium. Notice that our only true criterion to rule out the instabilities

as non-physical is well established. That is, if the onset of instability occurs beyond the

causality regime, every unstable mode will necessarily be non-physical. However, if the

instability region is within the causality domain, we cannot rule out the instability on

the grounds of local causality. Moreover, (7.46) gives us the time-scale for the unstable

behaviour, providing us with the relevant information to observe their evolution given a

particular matter model, e.g. superfluid states of matter inside a neutron star.

This is just the first step towards a better understanding of the dynamical basis of

dissipative systems in a general relativistic setting. There are still many issues to address.

Of immediate interest is to apply our stability analysis to specific matter models to test

and predict the dynamics of heat transport in relativistic systems.

138



8

Closing remarks

The central aim of the research presented in this thesis was to elaborate on the geometric

formalism pioneered by Carter with the aim of understanding heat flow in a large range

of physical scales and situations. We formulated a theory of relativistic heat conduction

through a completely generally covariant constrained variational principle for a multi-

fluid system. In such an approach, we dealt only with the matter sector of the Einstein-

Hilbert action for a system consisting of two coupled fluids - particles and entropy - whose

interaction is a crucial ingredient to guarantee stability and causality in situations away

from thermodynamic equilibrium.

We started our discussion by introducing the basic empirical principles upon which we

construct general relativity - the equivalence principle and general covariance - and the

way they lead to a dynamical theory of geometry and matter. We also discussed that the

laws of thermodynamics are a collection of self-consistent empirical facts which must be

added as additional hypotheses to our fundamental theory of motion. In this sense, these

empirical laws rule out entire classes of phenomena predicted by the dynamics but whose

occurrence in nature may never be observed, e.g. the flow of heat from colder to warmer

bodies. This constitutes one of the central topics of fundamental debate on the apparent

time-asymmetry of nature. In this work we have not entered this debate but it would have

been remiss not to acknowledge the conceptual difficulties inherent in the inclusion of the

second law of thermodynamics into any dynamical framework.

Variational techniques are powerful and elegant mathematical tools. We have formu-

lated a theory of relativistic heat conduction through a completely generally covariant

constrained variational principle for a multi-fluid system. In such an approach, we dealt

only with the matter sector of the Einstein-Hilbert action for a system consisting of two

coupled fluids - particles and entropy - whose interaction is a crucial ingredient to guarantee
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stability and causality in situations away from thermodynamic equilibrium.

The motivation for treating entropy as another ‘fluid’ coupled to the matter current -

rather than considering it merely as a component - stemmed from the hydrodynamic limit

of relativistic kinetic theory. The emergence of an entropy density current, generally not

aligned with the matter flow, is generic to every theory of relativistic dissipation. The

novel feature in our programme is that we incorporate the entropy flux into the action

principle, allowing us to truly analyse the dynamics of the coupled matter and entropy

system, where the entrainment effect plays a crucial role.

Compared to the standard single-fluid analysis, a multi-fluid system has more degrees

of freedom; we need to account for relative flows between them. This is an essential re-

quirement for the two-stream instability. It is a generic phenomenon that does not require

particular fine-tuning to be triggered, nor is limited to any specific physical system. The

only requirements are that there must be a relative (background) flow and a coupling be-

tween the fluids. Such instabilities are known to exist for a variety of configurations. For

example, in shearing motion at an interface, this corresponds to the well known Kelvin–

Helmholtz instability. A key result from our work was a covariant generalization of the

two-stream instability analysis to relativistic situations. Here, we have shown that the equi-

librium configurations of our variational construction, as expected, are absolutely stable.

Moreover, we argued that, for some equations of state, the onset of instability is arbitrarily

close to the equilibrium regime. It is worth noting that this instability for thermodynamic

systems is a prediction of our programme for relativistic heat conduction. The dynamical

role of this instability has not been explored for particular matter models beyond the linear

regime.

Finally, we took our first step in non-adiabatic equilibrium perturbations at the linear

regime. We obtain the criteria for the stability of this type of perturbations. It follows from

our analysis that the Eckart model is intrinsically unstable because it prematurely ignores

higher order terms in deviations from equilibrium. In this sense, our results constitute a

consistent ‘first-order’ theory of relativistic dissipation.

8.1 Further developments

There are a number of future directions which our formalism will allow us to explore. To

list a few, we have:

8.1.1 Microscopic foundations of relativistic thermal dynamics

There are many directions that can be explored regarding the connection between the

microscopic canonical dynamics of a relativistic system and its averaged thermal dynamics
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on spacetime. Here, we enlist three steps of a particular strategy:

1. Kinetic limit of the two-fluid formalism.

In order to improve our understanding of the variational model in a physical setting,

and the role of the various non-equilibrium terms, we need to consider our heat

model in the context of relativistic kinetic theory. The aim should be to develop a

consistent model for the entrainment and the thermal relaxation of a dissipative fluid.

A detailed exploration of the constrains on the relativistic single-particle phase-space

imposed by the two-fluid nature of the macroscopic system is needed. This would

help us to understand the connection between the variational formalism and the

geometry of the canonical formulation for the microscopic dynamics of a dissipative

system. Let us note that the standard approach to relativistic kinetic theory is

based on two fundamental assumptions: the notions of a dilute gas and the (time-

asymmetric) molecular chaos hypothesis. It is relevant to ask whether these concepts

need to be extended in order to match more complex macro-scale physics. After all,

the variational approach is readily extended to more complicated multi-component

systems (e.g. with varying composition). It also accounts for non-linear phenomena

that would require the inclusion of higher moments of the distribution function at

the microscopic level.

Thus, our formalism could allow us to address a range of conceptual issues concerning

the entropy of a relativistic system. Most importantly we may be able to develop a

link between the two-fluid phenomenology and statistical physics. An understanding

of this issue is important for a number of relevant applications. The key point

is that, from a technical point- of-view, the variational model can account for a

number of ‘distinct’ entropy components e.g. phonons, rotons, etc... This may be an

advantage in order to describe specific systems, like relativistic superfluids at finite

temperatures. However, it is not clear how these models are linked to statistical

physics. To explore this problem, one can extend existing models for phonons in

finite temperature superfluids (and the associated phonon hydrodynamics) to more

complex setting with several ‘distinct’ entropy-carrying components.

2. The matter-space dynamics and the geometry of dissipation.

The notion of individual matter spaces associated with the various fluid components

played a central role in the variational construction of chapter 5. In this case, the

matter-space construct essentially boils down to the variation of flow lines associated

to the individual fluid elements. This problem is relatively simple because the matter

space has no real physical ‘structure’. However, there are situations where it is
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necessary to generalize this idea. A particular case concerns elastic matter [13, 38],

where the elasticity is encoded in the matter-space geometry. This problem is fairly

well understood. What is less clear at the present time is how we should handle

evolving system, e.g. when elastic matter undergoes plastic flow or when there are

composition changes due to reactions in a multi-component system. This problem

is central to the description of irreversible phenomena. After all, the second law

requires us to allow for entropy production. In order to do this, as in the heat-flow

model described above, we need to relax the variational assumptions.

A natural step forward in this direction would be to develop the variational formalism

further by considering ‘evolving’ matter spaces. This idea is technically challenging,

but we see no reason why one should not be able to make progress on it. We will

need to add more structure to the description (as in the elastic case) and likely

account for interaction between individual matter spaces (particularly if there are

reactions involved), but the mathematics should be sufficiently flexible to deal with

these issues. The main challenge may be conceptual. At the deeper level we need

to develop a link between the matter-space and the coarse-graining of phase-space

in statistical physics. It is, in fact, relevant to ask at what level the statistics should

be considered. Is it at the spacetime level, or is it in the lower-dimensional matter-

space? In principle, both answers seem viable but the latter would be an attractive

(possibly quite revolutionary) solution. In analogy with the description of elastic

matter one may envisage a model based on the notion of an evolving ‘thermal geom-

etry’ (in matter-space) directly linked to the entropy change between hypersurfaces

in spacetime. The model also requires a dynamical map between the matter space

and spacetime, in order to link the changes in the local geometric structure of the

matter configuration (described in terms of normal coordinates) to the macroscopic

evolution of the system.

3. The thermodynamics of the gravitational degrees of freedom

This direction is, perhaps, one of the most challenging from a foundational point-of-

view. It stems from the fact that there seems to be an intimate link between gravity

and thermodynamics. This follows immediately from the equivalence of energy and

mass, which implies that heat must affect the gravitational field. Nevertheless, from

a conceptual point of view it is not understood to what extent the gravitational field

is ‘hot’. Basically, we do not yet have a clear definition of the entropy associated

with an evolving gravitational field.

The variational model for heat accounts for the coupling to (and evolution of) the

gravitational field via the Einstein field equations. However, so far our main focus
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has been on the matter sector of the problem. In order to explore the role of the

gravitational field one can consider the coupled system of equations in a number of

model scenarios (plane waves and simplistic matter models). The aim is to established

how the second law of thermodynamics feeds into the evolution of the gravitational

field, and (conversely) how variations in the gravitational field affect the entropy and

the heat flow. An interesting conceptual issue concerns the link between observers

and the increase of gravitational entropy.

8.1.2 The ‘near’ and ‘far’ from equilibrium entropy conditions

We have argued in chapter 2 that, although the evolution towards equilibrium of a ther-

modynamic system is governed by the second law, there is no criterion to ‘select the path’

towards equilibrium, i.e. there is no fundamental principle of extremal entropy production.

It would be interesting to explore how systems thermalise once the entropy production is

constrained. The variational model provides us with a useful context for such work. How-

ever, we would need to develop a clearer understanding of the entropy production associated

with a given initial configuration.

To make progress in this direction, one can consider two extreme cases; the near and

far from equilibrium regimes. In the former case, we can rely on an expansion away from

thermal equilibrium (as in the moment expansion of kinetic theory), while in the latter

we need to account for the non-linearities of the variational model. Non-linear systems

are, in fact, very interesting because the available models for relativistic heat differ in

the quadratic (and higher order) terms. Thus, we need to explore to what extent these

differences lead to distinguishable differences in the evolution. To this end, one can build

on experience of non-linear evolutions of relativistic material systems in general relativity,

accounting for a suitably constrained thermodynamics.

1. Near-equilibrium regime. In chapter 2, we gave an example of the principle of min-

imum entropy production for systems close to thermal equilibrium. However, this

notion is closely related to the Onsager’s symmetry principle of the Linear Irreversible

Thermodynamics programme. It is, of course, not at all obvious that usual derivation

can be extended to the relativistic problem. However, if the argument fails then we

will have learned something fundamental about non-equilibrium physics.

An understanding of the near-equilibrium behaviour gained from a perturbative ap-

proach would obviously be incomplete. Moreover, as we have shown at the end of

chapter 6, even at linear order in a perturbation expansion we need information about

the full non-linear regime. Nevertheless, such analysis gives us the causality criterion

and the onset of thermodynamic instability. In the case of physical unstable modes,
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these criteria would be serve to set limit cases for the evolutions in the non-linear

regime.

2. Far-from-equilibrium regime. To fully understand the role of the second law and its

association with pattern and structure formation we need a non-linear framework

which must account for (as in numerical relativity) the coupling between matter and

spacetime. In order to explore the non-linear sector, we may consider the maxi-

mum entropy principle. This idea is based on the notion that when estimating a

probability distribution, it is natural to select the distribution that leaves the largest

remaining uncertainty (maximum entropy) consistent with the system constraints.

The advantage of this approach is that it minimises the information required (which

indeed was Jaynes’ motivation for the approach) in the calculation. The maximum

entropy principle is intimately linked to information theory, identifying the entropy

in that context with the statistical physics. This connection is relevant for the grav-

ity problem, especially as it may provide insight into the issues like information loss

associated with black-hole horizons.

To sum up, one could extend the variational model in such a way that the evolution

ensures maximum entropy production. This can be done using Lagrange multipliers,

but in order to ensure computational efficiency we need to learn from other contexts

where this principle has been implemented (e.g. for biological systems). Successful

implementation of this idea is likely to lead to a real breakthrough in non-linear

relativity simulations of heat.

8.1.3 Classical origins of the arrow of time

The research described in this thesis is entirely within the realm of classical physics. Yet, it

is clear that any real understanding of the nature of time will have to account for quantum

aspects. While we make progress at the classical level, we should prepare the ground for

future explorations of the quantum arena. In absence of a theory for quantum gravity this

is obviously a huge step, but some basic principles seem clear. For example, if we want to

make direct contact (and build upon) Rovelli’s notion of thermal time (associated with the

evolution of pre-symplectic systems), then we need to develop a Hamiltonian description

for the relativistic thermo/hydrodynamics. This is known to be a challenging problem, but

Dirac’s procedure for developing a Hamiltonian system from a given Lagrangian is (at least

in principle) clearly laid out. However, the steps involved are far from straightforward in

practice. This is particularly true in the case of a constrained variational model, as in the

present case.
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8.2 Conclusion

The work presented in this thesis represents a few fundamental steps towards a deeper

understanding of a relativistic theory of irreversible processes. Thus, we have learned that

the dynamical contribution of heat plays a crucial role in the evolution of a material system

in spacetime. Moreover, we have seen that, to correctly account for such dynamics, we

need to include the contribution of heat directly into the variational principle through the

entropy current. In this manner, the equations of motion for an internal observer (one

which is moving with the material particles) include a thermodynamic description where

the inertial properties of heat are an essential feature for the system’s evolution towards

equilibrium. To show this, we have made a linear perturbation analysis for both the

adiabatic and non-adiabatic cases. In the former, we generalise the two-stream instability

analysis for linear perturbations of equilibrium to a relativistic setting. The consequences

of this analysis are yet to be explored. In the latter case, we obtained a consistent first

order perturbative analysis of deviations from thermal equilibrium. This is a novel and

unexpected result which provides new light on the old second-order paradigm. However,

let us emphasise that such a consistent first-order model can only stem from an underlying

second order dynamical theory which contains the complete thermodynamic information

for the propagation of linear waves. Finally, we have presented a number of exciting

directions in which this programme can be extended. With some luck, one of them may

give us a hint in a quest that, just like entropy itself, grows as we walk ahead.
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Figure 8.1: Gravity and entropy production: What can our intuition tell us about the
future of this initial configuration? [This image is property of Steve Strawn, splutphoto.com]
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Regular and Anomalous Heat Conduction

This appendix contains an extract of a set of notes by Brandon Carter [14]. We
have included this transcript here in order to make more accessible a reference
which, otherwise, would be a bit less than impossible to get1. The material be-
low is a collection of the original ideas which motivated the later developments
presented in this work.

The purpose of this work is to offer a fresh approach to an old problem by providing an

appropriate relativistic formulation of classical thermodynamics. In particular, of the law

of heat conduction. The essential feature of this approach is the prominence given to the

canonical 4-momentum covector associated with the entropy flux. The main result of this

work is to provide a more satisfactory alternative to the traditional Eckart heat conduction

equation.

Eckart’s equation [c.f. Eckart’s hypothesis, equation (4.31)] differs from the non-

relativistic Fourier’s equation only by the second term on the left hand side involving

the acceleration u̇a. Many authors have found that (4.31) is unsatisfactory because it

leads to a causality paradox (heat conduction faster than light), and it has been suggested,

notably by Cattaneo [18] and Kranys [39] that this should be remedied by replacing the

LHS of Eckart’s equation by the ad-hoc expression qa+τhabq̇
b, where the coefficient τ of the

additional term is a new phenomenological parameter, to be interpreted as representing a

microscopic relaxation time.

In the present approach, based purely on the most intrinsically plausible thermody-

namic axioms, we find that an extra term having essentially the same effect as one of

the Kranys type turns up automatically on the LHS of (4.31). Part of our purpose is

1The author is thankful to Greg Comer for this communication.
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to point out that it is not surprising that the original form of (4.31) gave unsatisfactory

results. The reason for this, is that the traditional textbook derivation of Eckart’s conduc-

tion equation is based on a rather incoherent set of simplifying assumptions. The weak

point in the traditional derivation of (4.31) is the (usually implicit rather than explicit)

assumption that inertia associated with the heat current is zero. A priori, this might not

seem unreasonable in a course-tuned treatment aimed at maximum simplicity, but its utter

inappropriateness is made evident post-facto by the fact that the Eckart acceleration term

in is naturally interpretable (c.f. Ehlers [25]) as being due to an effective inertia which

amounts quantitatively (in units for which Boltzmanns constant is unity) to the rest mass

associated with the energy per unit entropy. It follows that instead of ignoring the inertia

associated with the heat current, a much more reasonable ansatz would be to suppose

consistently from the outset that there is an effective mass per unit entropy given precisely

by the temperature θ. When this condition is satisfied, we shall describe the heat flux as

regular. In the regular case, we shall show that an appropriately modified version of the

standard textbook derivation of (4.31) leads unambiguously to the appearance of an extra

term Lu(qa/s) on the LHS, where s is the rest frame entropy density, and Lu denotes Lie

differentiation with respect to the fundamental flow vector ua.

Although it is certainly not fair to suggest that this regularity condition is ‘ad-hoc’ (as

was implied by Israel with reference to an abbreviated oral communication of this work) it

would nevertheless be entirely justifiable to describe it as ‘naive’, since it is certainly not a

logical necessity that inertia appearing in different contexts should always be strictly the

same. In defence of the regularity condition all that one can say is the following.

Firstly, it will be accurately valid in the limit when thermal energy is entirely in the

form of a perfect gas of black body equilibrium radiation with negligible coupling to the

background medium, and hence it will be a good approximation in many problems in-

volving radiative transfer in radiation pressure dominated stellar or cosmological media.

Secondly, in many other contexts the difference between the various conceivable correction

terms will be important only for variations of such high frequency that a straightforward

thermodynamic treatment would fail anyway, so that one is in practice free to choose the

most mathematically satisfactory hypothesis, i.e. that of regularity. Nevertheless, in addi-

tion to these two kinds of physical situation (i.e. those where regularity holds accurately,

and those where there is no practical loss of accuracy in imposing it for convenience) there

are also situations where anomalous behaviour (i.e. deviations from regularity) can give

important measurable effects, the most obvious example being that of superfluidity. One

may draw a close analogy with the case of regular and anomalous magnetic moments:

for the electron, the ‘naive’ Dirac’s theory applied very well. However, for more strongly

interacting particles, such as the proton, a significant anomaly occurs. In a somewhat anal-
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ogous manner, the strong correlations between atoms of superfluid helium make possible

the occurrence an effective inertia per unit entropy that is enormously greater than the

regular value (which is of course negligibly small in such a highly non-relativistic context).
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Glossary

Aa Amplitude for a plane wave, 110

H Hamiltonian function, 38

L Liouville operator, 43

TM Tangent bundle whose base is spacetime, 37

T ∗M Co-tangent bundle whose base is spacetime,

37

TxM Tangent space to spacetime at a point x, 37

U Timelike vector field associated with a family

of observers, 77

XH Hamiltonian vector field, 41

Λ Lagrangian function (Master function in

Chapter 5), 37

Ω Open subset of spacetime with compact clo-

sure, 15

Ψ Generalised pressure, 93

Σ Spacetime hypersurfaces orthogonal to the

worldlines of a Hamiltonian observer, 45

αn and βa Lagrange multipliers associated with the

chemical potential and temperature, respec-

tively, of the n fluid species, 50

dΩ spacetime volume element, 15

δ[ Variations of the action which keep the metric

fixed, 17

δ] Variations in the metric which leave the values

of the fields unchanged, 17

δ` Lagrangian variation, 80

δe Eulerian variation, 80

C Chemical coupling coefficient, 120
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C\ Entrainment coupling, 124

GH The one dimensional sub-group of the diffeo-

morphisms of phase-space generated by XH ,

43

GU The one-dimensional sub-group of Diff(M)

generated by U , 77

H Negative of the entropy at a spacelike hyper-

surface orthogonal to an observer, 50

K Dispersion tensor, 116

Lξ Lie-differentiation with respect to the vector

field ξ, 19

M Spacetime manifold, 15

P Relativistic single-particle phase-space, 39

Pm Mass shell of mass m, 39

B Matter space, 77

µ∗ Chemical potential measured in the matter

frame, 92

µa Conjugate momentum to the particle number

density current, 86

n Pulled back three-volume form the matter

space Bn, 78

ω Symplectic form, 41

Ω\ Volume element for the hypersurfaces of phase

space of ‘orthogonal’ to the Hamiltonian flow,

45

∂Ω Boundary of Ω, 17

σn Phase velocity of matter waves, 112

σs Phase velocity of entropy waves, 115

? Hodge dual associated with the metric g, 79

θ∗ Thermal momentum measured in the matter

frame (temperature), 92

θa Conjugate momentum to the entropy density

current, 86

cn Speed of sound of matter waves, 111

cs Speed of sound of entropy waves, 115

151



Glossary Glossary

fn One-particle distribution function for the

species n, 46

hab Orthogonal projector to the observer’s four

velocity ua, 62

ka Wave four vector, 110

n[ Matter space volume form, 78

na Particle number density current, 54

qa Heat flow, 96

s∗ Entropy density as measured on the matter

frame, 73

sa Entropy density current, 55

ua Observer’s normalised four-velocity, 56

wa Relative velocity between the matter and en-

tropy frames, 91

g Spacetime metric, 15

Diff(M) Group of diffeomorphisms from spacetime

into itself, 16

idM Spacetime identity map, 17
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