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The work presented in this thesis is concerned with algebraic coding theory, with a particular focus on space-time codes constructed from crossed product algebras. This thesis is divided into three parts. In the first part we will present a method for constructing codes from crossed product algebras and derive bounds on their performance. The second part concerns itself with codes constructed from cyclic algebras. Finally in the third part, constructions based on biquadratic crossed product algebras are considered.

It is well known that two important design criteria in the construction of spacetime codes are the rank criterion and the determinant criterion. The rank criterion is closely linked to the notion of fully diverse codes. Constructing codes that are fully diverse led to the study of codes based on division algebras. To give explicit constructions of codes, central simple algebras were considered and in particular crossed product algebras. In this thesis we derive bounds on the minimum determinant of codes constructed from crossed product algebras.

A lot of work has focused on constructing codes based on cyclic division algebras. The well known perfect space-time block codes are codes that satisfy a variety of coding constraints that make them very efficient for coding. We consider the performance of these codes and prove that the best known examples are optimal with respect to the coding gain.

Finally we consider codes based on biquadratic crossed product algebras, where the Galois group of the underlying field extension is isomorphic to the Klein fourgroup. It has been shown that these codes can satisfy a large number of coding criteria and exhibit very good performance. We prove the optimality of the best known code.
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## Introduction

Due to the rise in use of wireless communication, there has been a great deal of interest in investigating how the amount of information transmitted can be increased. Following the work in [13], [14], [42] and [43], a lot of research has considered MIMO (multiple-input multiple-output) communication, since it is shown that MIMO systems can be used to increase the amount of transmitted information.

The design criteria of MIMO codes with perfect channel state information (CSI) that was established in [14] led to the development of space-time codes[42], specifically space-time trellis codes (STTCs). In this thesis we will be concerned with another class of space-time codes called space-time block codes (STBCs) [41]. A STBC $\mathcal{C}$ consists of a set of $n_{t} \times T$ matrices with entries in $\mathbb{C}$.

In [42] a bound on the pairwise probability of error of a space-time code is derived, i.e. a bound on the probability of receiving a message and decoding it incorrectly. Obviously for an efficient code we would like the probability of an error occurring to be as small as possible. This bound led the authors to develop two design criteria: the rank criterion and the determinant criterion. The rank criterion states that in order to maximise the diversity gain we require the difference of any two distinct matrices $X, X^{\prime} \in \mathcal{C}$ to be full rank. A code satisfying this property is called fully diverse. Once the rank criterion has been satisfied, the determinant criterion states that in order to maximise the coding gain, the determinant of $\left(X-X^{\prime}\right){\overline{\left(X-X^{\prime}\right)}}^{t}$, taken over all pairs of distinct codewords in $\mathcal{C}$, must be maximised.

Finding codes that are fully diverse led to an interest in constructing codes from division algebras [34], in particular cyclic division algebras. This work generated a lot of interest and in [37] constructions of codes based on crossed product algebras were given. An approach based on cyclic division algebras, which differs from
[34] was given in [29]. This paper introduced perfect space-time block codes (PSTBCs). These codes satisfy a large number of properties including an energy constraint that is related to the cubic lattice $\mathbb{Z}^{n}$. In [29] the authors give examples of perfect codes in dimensions $2,3,4$ and 6 .

In [5] it is shown that PSTBCs only exist in these dimensions, although by relaxing the definition slightly PSTBCs can exist for any number of antennas [11]. We will largely be interested in the former case. The optimality of perfect codes has been studied and in [27] it is shown that the golden code, a PSTBC of dimension 2 presented in [3], is optimal with respect to the coding gain.

Codes from non-cyclic division algebras that satisfy a variety of coding constraints including the energy constraint have also been investigated. In [4] the authors consider biquadratic crossed product algebras and construct a code with good performance in dimension 4.

We would like now to introduce the MIMO transmission system and certain important aspects of wireless communication. Following this we will briefly discuss the pairwise probability of error discussed above.

## The Transmission Scheme

## Modelling the Communication Channel

The basic structure of a MIMO system is as follows: encoded signals are transmitted from $n_{t}$ transmit antennas and then received by $n_{r}$ receive antennas. However the transmission is not flawless. The signals are attenuated due to various obstacles in the channel environment. Furthermore a signal can be reflected several times before reaching its destination, as well as being interfered by (and interfering with) other signals. This effect on the signal is known as fading. In addition, the noise in the environment must also be considered.

Let $x_{i t}$ represent the complex signal transmitted by the $i^{t h}$ antenna at time $t$ and let $y_{j t}$ represent the signal received by the $j^{t h}$ antenna at time $t$. Also denote by $h_{j i}$ the fading from the $i^{t h}$ transmit antenna to the $j^{t h}$ receive antenna and let $v_{j t}$ denote the noise at the $j^{\text {th }}$ receive antenna at time $t$. All of these coefficients are assumed to be complex.

Consider the case of two transmit antennas and two receive antennas. This can
be modelled as follows:

$$
\begin{aligned}
& y_{1 t}=h_{11} x_{1 t}+h_{12} x_{2 t}+v_{1 t} \\
& y_{2 t}=h_{21} x_{1 t}+h_{22} x_{2 t}+v_{2 t}
\end{aligned}
$$

Note that the fading coefficients $h_{j i}$ are approximated to be constant over some period of time. We are able to do this, as it is reasonable to assume that there is a time interval $T$ during which the channel remains constant. This period $T$ is called the coherence interval.

Consider the case above of two transmit antennas and two receive antennas with a coherence interval $T=2$. The first antenna receives consecutively a signal which is the sum of two transmitted signals with fading and some noise:

$$
\begin{aligned}
& y_{11}=h_{11} x_{11}+h_{12} x_{21}+v_{11} \\
& y_{12}=h_{11} x_{12}+h_{12} x_{22}+v_{12}
\end{aligned}
$$

Similarly, the second antenna receives

$$
\begin{aligned}
& y_{21}=h_{11} x_{12}+h_{12} x_{22}+v_{21} \\
& y_{22}=h_{21} x_{12}+h_{22} x_{22}+v_{22}
\end{aligned}
$$

The above equations can be written as the matrix equation

$$
\left(\begin{array}{ll}
y_{11} & y_{12}  \tag{1}\\
y_{21} & y_{22}
\end{array}\right)=\left(\begin{array}{ll}
h_{11} & h_{12} \\
h_{21} & h_{22}
\end{array}\right) \cdot\left(\begin{array}{ll}
x_{11} & x_{12} \\
x_{21} & x_{22}
\end{array}\right)+\left(\begin{array}{ll}
v_{11} & v_{12} \\
v_{21} & v_{22}
\end{array}\right)
$$

It is easy to see that this model can be expanded to $n_{t}$ transmit antennas, $n_{r}$ receive antennas and an arbitrary coherence interval $T$. At time $t$ the $n_{t}$ transmit antennas each send one signal, this can be written as the vector $\mathbf{x}_{t}=\left(\begin{array}{c}x_{1 t} \\ \vdots \\ x_{n_{t} t}\end{array}\right)$. Each $x_{i t}$ will be received by all $n_{r}$ receive antennas, so a given $x_{i t}$ follows $n_{r}$ different paths, each with a given fading coefficient $h_{j i}$, to reach its $n_{r}$ destinations. Therefore a given receive antenna will obtain a signal that is the sum of $n_{t}$ transmitted signals with fading and some noise. So for a given coherence interval $T$, during which the channel is assumed constant, Equation 1 can be rewritten as

$$
\begin{equation*}
\mathbf{Y}_{n_{r} \times T}=\mathbf{H}_{n_{r} \times n_{t}} \cdot \mathbf{X}_{n_{t} \times T}+\mathbf{V}_{n_{r} \times T} \tag{2}
\end{equation*}
$$

We will sometimes drop the subscripts and simply rewrite Equation 2 as

$$
\mathbf{Y}=\mathbf{H} \cdot \mathbf{X}+\mathbf{V}
$$

As we have seen, in this system a transmitter sends a message $\mathbf{X}$ and it is then up to the receiver to recover this original message from their received signal Y. A crucial point is how sure can a receiver be of recovering the correct message from its received signal, or in other words how reliable is the system. This is where coding comes into play. The basic idea is that instead of sending a message directly, we first encode the message to get a codeword, which is a function of the original data and will again be denoted by $\mathbf{X}$. It is the codeword that is then transmitted and we call the set of all possible codewords the codebook denoted by $\mathcal{C}$. Our system then consists of a set of information symbols, i.e. the data to be sent, which is the input to an encoder. The encoder then maps the information symbols to a codeword $\mathbf{X}$ that is then transmitted. The receiver obtains $\mathbf{Y}=\mathbf{H} \cdot \mathbf{X}+\mathbf{V}$. It is the role of a decoder to recover the original information symbols from $\mathbf{Y}$, see Figure 1.

Since the encoding here is done over space (multiple antennas) and time (multiple time slots), this type of coding is known as Space-Time Coding.


Figure 1: Transmission Scheme

## Transmission Channel

We now go into a little more detail on the fading channel in our communication system. Throughout this thesis we will assume that the receiver has perfect Channel State Information (CSI), i.e. the receiver has perfect knowledge of the fading matrix $\mathbf{H}$. This is also known as the coherent case. This can be achieved via
the introduction of pilot symbols that can then be used to estimate the channel accurately.

The channel we will consider is the Rayleigh Fading channel. In this system the elements of the channel matrix $\mathbf{H}$ are assumed to be independent, complexgaussian random variables with zero mean. As mentioned earlier, we will assume that our channel remains constant for some coherence interval $T$, this is known as the quasi-static fading channel. For further information on fading channels see [7].

Furthermore we will assume that the noise in our channel is Additive White Gaussian Noise (AWGN). In this case the elements of the noise matrix $\mathbf{V}$ are independent, complex-gaussian distributed elements with zero mean and variance $\sigma^{2}$.

## Coding Requirements

## Diversity

A key difference between wireless and wired environments is that in the wireless setting the attenuation of a signal, due to fading, must be considered. If this attenuation is too severe a receiver will not be able to reliably recover a transmitted signal. Therefore a less-attenuated copy of the transmitted signal must also be provided to the receiver. This method is known as diversity. The notion of diversity is considered the most important factor in reliable wireless communication [42]. There are various different diversity techniques including:

- Temporal diversity: The same signal is transmitted in multiple time slots. In this way the receiver is provided with replicas of the transmitted signal via redundancy in the temporal domain.
- Frequency diversity: The same signal is transmitted on multiple frequency channels. In this way the receiver is provided with replicas of the transmitted signal via redundancy in the frequency domain.
- Spatial diversity: The same signal is transmitted using multiple transmit antennas and/or multiple receive antennas. In this way the receiver is provided with replicas of the transmitted signal via redundancy in the spatial domain.


## Performance Criterion

A question to ask at this point is what process does the receiver follow in order to decode the received matrix $\mathbf{Y}=\mathbf{H} \cdot \mathbf{X}+\mathbf{V}$. In our system the receiver knows the codebook $\mathcal{C}$ and also the fading matrix $\mathbf{H}$. They are therefore able to compute the faded codebook $\{\mathbf{H} \cdot \mathbf{X} \mid \mathbf{X} \in \mathcal{C}\}$. One can then choose to decode $\mathbf{Y}$ as the codeword that minimises the distance between $\mathbf{H} \cdot \mathbf{X}$ and $\mathbf{Y}$. Therefore our decoded codeword $\hat{\mathbf{X}}$ is taken to be an element of the following set:

$$
\left\{\mathbf{X} \in \mathcal{C}:\|\mathbf{H} \cdot \mathbf{X}-\mathbf{Y}\|^{2}=\min _{\mathbf{X} \in \mathcal{C}}\|\mathbf{H} \cdot \mathbf{X}-\mathbf{Y}\|^{2}\right\}
$$

with our norm taken to be the Frobenius norm, $\|M\|^{2}=\operatorname{Tr}\left(M M^{\dagger}\right)$, where $\operatorname{Tr}$ denotes the matrix trace and $M^{\dagger}$ denotes the conjugate transpose of $M$.

It is clear that an error will have occurred in our decoding if $\hat{\mathbf{X}} \neq \mathbf{X}$. We are able to formalise the reliability of our channel by computing the pairwise probability of error, namely, the probability of sending $\mathbf{X}$ and decoding it incorrectly as $\hat{\mathbf{X}} \neq \mathbf{X}$. We will write this probability as $\mathbb{P}(\mathbf{X} \rightarrow \hat{\mathbf{X}})$.

An upper bound for this probability in the case of Rayleigh Space-Time codes has been formulated in [42]. We first set some notation. We define the codeword distance matrix as

$$
\mathbf{A}(\mathbf{X}, \hat{\mathbf{X}})=(\mathbf{X}-\hat{\mathbf{X}})(\mathbf{X}-\hat{\mathbf{X}})^{\dagger}
$$

Let $r$ be the rank of $\mathbf{A}$ and denote by $\lambda_{1}, \ldots, \lambda_{r}$ the non-zero eigenvalues of $\mathbf{A}$. Denote by $E_{s}=\mathbb{E}\left(\left|x_{i j}\right|^{2}\right)$, where $\mathbf{X}=\left(x_{i j}\right)_{i, j}$. An important measure is that of the Signal-to-Noise Ratio (SNR). We define the SNR at the receiver as

$$
\frac{\mathbb{E}\left(\|\mathbf{H} \cdot \mathbf{X}\|^{2}\right)}{\mathbb{E}\left(\|\mathbf{V}\|^{2}\right)}=\frac{n_{t} E_{s}}{N_{0}} .
$$

where $N_{0}$ is the noise power spectral density. The authors in [42] then show that an upper bound for the pairwise probability of error $\mathbb{P}(\mathbf{X} \rightarrow \hat{\mathbf{X}})$ is given by

$$
\begin{equation*}
\mathbb{P}(\mathbf{X} \rightarrow \hat{\mathbf{X}}) \leq\left(\prod_{i=1}^{r} \lambda_{i}\right)^{-n_{r}} \cdot\left(\frac{E_{s}}{4 N_{0}}\right)^{-r n_{r}} \tag{3}
\end{equation*}
$$

Note this is an asymptotic bound.
The diversity gain of the code is defined as $\min \left\{r n_{r}\right\}$ taken over all possible codewords. This upper bound for $\mathbb{P}(\mathbf{X} \rightarrow \hat{\mathbf{X}})$ leads to the following design criterion [42]:

- Rank Criterion: In order to achieve the maximum diversity gain $n_{t} n_{r}$, we ask that the rank of $(\mathbf{X}-\hat{\mathbf{X}})$ for any codewords $\mathbf{X} \neq \hat{\mathbf{X}} \in \mathcal{C}$ must be maximal.
- Determinant Criterion: If a maximum diversity gain is the target, then the minimum determinant of $\mathbf{A}(\mathbf{X}, \hat{\mathbf{X}})$, taken over all possible $\mathbf{X} \neq \hat{\mathbf{X}} \in \mathcal{C}$, must be maximised.

To expand on the determinant criterion, consider the case of full rank codes. In this instance we have that $\operatorname{det}(\mathbf{A})=\prod_{i=1}^{n_{t}} \lambda_{i} \neq 0$ (for $\mathbf{X} \neq \hat{\mathbf{X}}$ ) and we say that the code is fully diverse. As mentioned earlier, division algebras provide us with a means of constructing codes that are fully diverse.

We set the following notation:

$$
\delta_{\min }(\mathcal{C})=\inf \left\{|\operatorname{det}(\mathbf{X}-\hat{\mathbf{X}})|^{2} \mid \mathbf{X} \neq \hat{\mathbf{X}} \in \mathcal{C}\right\} .
$$

The real number $\delta_{\min }(\mathcal{C})$ is called the minimum determinant of the code. In the square case ( $n_{t}=n_{r}=T$ ) with common value denoted $n$, Equation 3 can be rewritten as

$$
\begin{equation*}
\mathbb{P}(\mathbf{X} \rightarrow \hat{\mathbf{X}}) \leq \frac{\kappa}{\delta_{\min }(\mathcal{C})^{n}}, \tag{4}
\end{equation*}
$$

where $\kappa$ is a function that depends on the minimum determinant and the SNR. The function $\kappa$ is a decreasing function that converges to zero as the SNR tends to infinity. Furthermore, as the size of the minimum determinant increases, so does the speed of convergence. Hence a large minimum determinant $\delta_{\min }(\mathcal{C})$ means that our code $\mathcal{C}$ will have a small pairwise probability of error (for a SNR not too large). Further details can be found in [42].

A major factor in the design of codes is how to ensure that the minimum determinant is bounded away from zero. The construction of such codes will be discussed in Section 2.1.

The first chapter in this thesis gives the necessary definitions and results from the theory of number fields and central simple algebras that will be needed in our study. In particular, it introduces the notion of a crossed product algebra and a cyclic algebra.

Chapter 2 then explains how we are able to construct codes that satisfy certain coding properties from crossed product algebras. It introduces an important coding
constraint, called the energy constraint and links this notion to the theory of complex ideal lattices. We end the chapter by providing bounds on the performance of codes constructed from crossed product algebras.

In Chapter 3 we restrict ourselves to codes based on cyclic algebras. We introduce perfect space-time block codes and give several examples. We then consider the optimality of these perfect codes.

Then in Chapter 4 we consider biquadratic codes. We detail their construction and give the best known example. Finally we consider the optimality of this example.

## Chapter 1

## Mathematical Background

This chapter is concerned with providing the mathematical framework that will be necessary to study the codes in this thesis. We first introduce some ideas from algebraic number theory, because it will be shown that the performance of the codes we will consider is closely linked to the discriminant ideal of a number field extension. Our starting point for this discussion is the field of rational numbers $\mathbb{Q}$. A finite algebraic extension of $\mathbb{Q}$ is known as an (algebraic) number field and the set of algebraic integers of a field $K$ forms a ring called the ring of integers of $K$, denoted $\mathcal{O}_{K}$. It is well known that the ring of integers of a number field is a Dedekind domain. As one might expect the ring of integers of $\mathbb{Q}$ is simply $\mathbb{Z}$. A lot of our work will be based around extensions of algebraic number fields and their respective rings of integers.

We then go on to introduce central simple algebras, which play a key part in the construction of the codes. Our focus will be on crossed product algebras and cyclic algebras. As mentioned in the Introduction, division algebras will play a key part in our discussion.

### 1.1 Hermitian Lattices

Before providing details on algebraic number fields, we would like to introduce a few generalities on hermitian lattices.

Definition 1.1.1. Let $K / \mathbb{Q}$ be a totally imaginary quadratic field extension with non-trivial automorphism $K \rightarrow K$, $u \mapsto \bar{u}$, i.e. $K=\mathbb{Q}(\sqrt{-z})$ for some $z \in \mathbb{Z}^{+}$.

A hermitian $\mathcal{O}_{K}$-lattice is a pair $(M, h)$, where $M$ is a free $\mathcal{O}_{K}$-module and $h: M \times M \rightarrow \mathcal{O}_{K}$ is a hermitian form with respect to complex conjugation ${ }^{-}$.

Consider two hermitian $\mathcal{O}_{K}$-lattices $(M, h)$ and $\left(M^{\prime}, h^{\prime}\right)$. If there exists an $\mathcal{O}_{K}$-module isomorphism $f: M \stackrel{\sim}{\rightarrow} M^{\prime}$ satisfying

$$
h(x, y)=h^{\prime}(f(x), f(y)) \text { for all } x, y \in M
$$

then $(M, h)$ and $\left(M^{\prime}, h^{\prime}\right)$ are said to be isomorphic.
The lattice $(M, h)$ is called positive definite if $h(x, x)>0$ for all $x \in M \backslash\{0\}$.
Definition 1.1.2. The hermitian $\mathcal{O}_{K}$-lattice $\left(\mathcal{O}_{K}^{n}, h_{0}\right)$ where $n \geq 1$ and

$$
h_{0}: \mathcal{O}_{K}^{n} \times \mathcal{O}_{K}^{n} \rightarrow \mathcal{O}_{K}, \quad(x, y) \mapsto \bar{x}^{t} y
$$

is called the cubic lattice of rank $n$.
Remark A hermitian $\mathcal{O}_{K}$-lattice $(M, h)$ is isomorphic to the cubic lattice if and only if $M$ has an orthonormal $\mathcal{O}_{K}$-basis with respect to the hermitian form $h$. In this case $(M, h)$ is positive definite.

Proposition 1.1.3. Let $(M, h)$ be a hermitian $\mathcal{O}_{K}$ lattice and let $e_{1}, \ldots, e_{n}$ be an $\mathcal{O}_{K}$-basis of $M$. Then the determinant of the matrix $H=\left(h\left(e_{i}, e_{j}\right)\right)$ lies in $\mathbb{Z}$ and is independent of the chosen basis.

Proof. By the definition of the hermitian form $h$, every entry of $H$ and therefore the determinant of $H$ lies in $\mathcal{O}_{K}$. Furthermore the matrix $H$ is a hermitian matrix, i.e. $H=\bar{H}^{t}$, which implies $\operatorname{det}(H)=\operatorname{det}(\bar{H})=\overline{\operatorname{det}(H)}$. Therefore the determinant of $H$ also lies in $\mathbb{R}$. Hence $\operatorname{det}(H) \in \mathcal{O}_{K} \cap \mathbb{R}=\mathbb{Z}$, since $K / \mathbb{Q}$ is a totally imaginary quadratic field extension.

Now under a change of basis of $M$ the determinant of $H$ is multiplied by a non-zero element of $\mathcal{O}_{K}$ of the form $\bar{\alpha} \alpha$, where $\alpha$ is an invertible element of $\mathcal{O}_{K}$. Hence $\bar{\alpha} \alpha$ is a real positive unit of $\mathcal{O}_{K}$. Since $K / \mathbb{Q}$ is a totally imaginary quadratic field extension, we see that $\bar{\alpha} \alpha=1$.

Definition 1.1.4. The determinant of the lattice $(M, h)$ is defined as the determinant of the matrix $\left(h\left(e_{i}, e_{j}\right)\right)$ for any $\mathcal{O}_{K}$-basis $e_{1}, \ldots, e_{n}$ of $M$.

Proposition 1.1.5. If $(M, h)$ is isomorphic to the cubic lattice, then $\operatorname{det}(M, h)=1$.

Proof. Assume $(M, h)$ is isomorphic to the cubic lattice. Then by the remark above there exists an orthonormal $\mathcal{O}_{K}$-basis and therefore the matrix $H$ is necessarily the identity matrix. Hence $\operatorname{det}(M, h)=1$.

### 1.2 Algebraic Number Fields

The theory of ideals is key to the study of number fields. We therefore introduce some basic notions of ideals and a very important theorem that describes the factorisation of an ideal in the ring of integers of a number field.

Definition 1.2.1. Let $R$ be an integral domain and $K$ its field of fractions. An $R$ submodule $M$ of $K$ is called a fractional ideal of $R$ if $x M \subseteq R$ for some non-zero $x$ in $R$. Note that integral ideals (i.e. ideals in the standard definition) can be seen as fractional ideals by simply taking $x$ equal to one.

Definition 1.2.2. Let $R$ be an integral domain and $K$ its field of fractions. $A$ submodule $M$ of $K$ is called invertible if there exists some submodule $N$ of $K$ such that $M N=R$.

Theorem 1.2.3. [23] If I is a non-zero fractional ideal of a Dedekind domain $R$, then I has a unique prime ideal factorisation $\mathfrak{p}_{1}^{n_{1}} \mathfrak{p}_{2}^{n_{2}} \cdots \mathfrak{p}_{r}^{n_{r}}$, with $n_{i} \in \mathbb{Z}$ and almost all $n_{i}=0$. Consequently, the non-zero fractional ideals form a group under multiplication.

Definition 1.2.4. Let $I$ and $J$ be non-zero integral ideals in a Dedekind domain $R$. We say that I divides $J$, denoted $I \mid J$, if $J=K I$ for some integral ideal $K$.

Proposition 1.2.5. [6] Let I and $J$ be non-zero integral ideals, then $I \mid J$ if and only if $J \subseteq I$.

Remark It is therefore clear that $I \mid K$ if each prime ideal factor of $I$ is also a factor of $J$.

As mentioned in Definition 1.1.1, a quadratic field $K$ is called totally imaginary if $K=\mathbb{Q}(\sqrt{-z})$ for some $z \in \mathbb{Z}^{+}$. We can expand this definition for a number field of arbitrary degree.

Definition 1.2.6. A number field $K$ is called totally real if the image of every embedding from $K$ into $\mathbb{C}$ lies in $\mathbb{R}$ and called totally imaginary if the image of every embedding from $K$ into $\mathbb{C}$ does not lie in $\mathbb{R}$.

Definition 1.2.7. Let $K$ be a number field. If $K$ is totally imaginary and a quadratic extension of a totally real field, then $K$ is called a CM-field.

Definition 1.2.8. Let $K$ be a number field closed under complex conjugation. $A$ unit $u$ in $K$ is called unimodular if $|u|^{2}:=u \cdot \bar{u}=1$.

Theorem 1.2.9. [8] Let $K$ be a number field closed under complex conjugation. Then $K$ contains unimodular units that are not roots of unity if and only if $K$ is totally imaginary and not a CM-field.

### 1.2.1 Decomposition of Prime Ideals

Given an extension of number fields $L / K$ of degree $n$, we will need to examine how prime ideals of $\mathcal{O}_{K}$ decompose into prime ideals of $\mathcal{O}_{L}$. We have the following diagram:


Note that $\mathcal{O}_{L}$ is the integral closure of $\mathcal{O}_{K}$ in $L$. Now consider a prime ideal $\mathfrak{p}$ of $\mathcal{O}_{K}$, which we will sometimes refer to as a prime ideal of $K$. What can we say about the distinct prime ideals $\mathfrak{P}_{i}$ of $\mathcal{O}_{L}$ in the following equation

$$
\mathfrak{p} \mathcal{O}_{L}=\mathfrak{P}_{1}^{e_{1}} \cdots \mathfrak{P}_{r}^{e_{r}}
$$

for some $e_{i} \in \mathbb{N}$, known as the ramification index of $\mathfrak{P}_{i}$ over $\mathfrak{p}$, denoted $e_{\mathfrak{P}_{i} \mid \mathfrak{p}}$. There are in fact three possibilities:

- $\mathfrak{p}$ remains inert in $\mathcal{O}_{L} \quad: \quad \mathfrak{p} \mathcal{O}_{L}=\mathfrak{P}$
- $\mathfrak{p}$ splits in $\mathcal{O}_{L} \quad: \mathfrak{p} \mathcal{O}_{L}=\mathfrak{P}_{1} \cdots \mathfrak{P}_{m}$

$$
m>1
$$

- $\mathfrak{p}$ ramifies in $\mathcal{O}_{L} \quad: \mathfrak{p} \mathcal{O}_{L}=\mathfrak{P}_{1}^{e_{1}} \cdots \mathfrak{P}_{r}^{e_{r}}$ where at least one $e_{i}>1$.

We will often be interested simply in whether a prime ideal ramifies or does not ramify. If a prime ideal $\mathfrak{p}$ remains inert or splits in $\mathcal{O}_{L}$ then it is said to be
unramified. We can illustrate the point above with a simple example. Let $K=\mathbb{Q}$ and $L=\mathbb{Q}(i)$, with $\mathcal{O}_{K}=\mathbb{Z}$ and $\mathcal{O}_{L}=\mathbb{Z}[i]$. We consider the decomposition of the primes 2,3 and 5 in $\mathbb{Z}[i]$.

- 3 remains inert in $\mathbb{Z}[i] \quad: \quad(3) \mathbb{Z}[i]=(3)$
- 5 splits in $\mathbb{Z}[i]$
$(5) \mathbb{Z}[i]=(1+2 i) \cdot(1-2 i)$
- 2 ramifies in $\mathbb{Z}[i] \quad: \quad(2) \mathbb{Z}[i]=(1-i)^{2}$
since $(1+i)$ and $(1-i)$ differ only by a unit in $\mathbb{Z}[i]$.

In each of these cases we say that $\mathfrak{P}_{i}$ lies above $\mathfrak{p}$.
Lemma 1.2.10. A prime ideal $\mathfrak{P}_{i} \subset \mathcal{O}_{L}$ lies above $\mathfrak{p}$ if and only if $\mathfrak{P}_{i} \bigcap \mathcal{O}_{K}=\mathfrak{p}$.
Proof. If $\mathfrak{P}_{i}$ lies above $\mathfrak{p}$ then clearly $\mathfrak{p} \subset \mathfrak{P}_{i} \cap K$ and $\mathfrak{P}_{i} \cap K \neq \mathcal{O}_{K}$. As $\mathfrak{p}$ is maximal, this implies $\mathfrak{p}=\mathfrak{P}_{i} \cap K$. For the converse we have $\mathfrak{p} \subset \mathfrak{P}$, which implies $\mathfrak{p} \mathcal{O}_{L} \subset \mathfrak{P}$. Hence $\mathfrak{P}$ must occur in the factorisation of $\mathfrak{p} \mathcal{O}_{L}$.

Definition 1.2.11. If $\mathfrak{P}_{i}$ lies above $\mathfrak{p}$ we will denote by $f_{\mathfrak{P}_{i} \mid \mathfrak{p}}$ the degree of the residue class field extension $\mathcal{O}_{L} / \mathfrak{P}_{i}$ over $\mathcal{O}_{K} / \mathfrak{p}$ and call it the residue class degree (of $\mathfrak{P}_{i}$ over $\mathfrak{p}$ ).

Theorem 1.2.12. [19] We keep the notation above and suppose that

$$
\mathfrak{p} \mathcal{O}_{L}=\mathfrak{P}_{1}^{e_{1}} \cdots \mathfrak{P}_{g}^{e_{g}}
$$

with distinct prime ideals $\mathfrak{P}_{i}$ of $\mathcal{O}_{L}$ and $e_{i}>0$. Let $f_{i}=f_{\mathfrak{P}_{i} \mid \mathfrak{p}}$. Then

$$
\sum_{i=1}^{g} e_{i} f_{i}=[L: K]
$$

We should also note that there are two types of ramification.
Definition 1.2.13. Let $\mathfrak{p}$ be a prime ideal that ramifies in $L / K$, so $\mathfrak{p} \mathcal{O}_{L}=\mathfrak{P}_{1}^{e_{1}}$ $\cdots \mathfrak{P}_{g}^{e_{g}}$ where at least one $e_{i}>1$. Let $\mathfrak{P}_{i}$ be a prime ideal of $\mathcal{O}_{L}$ with $e_{\mathfrak{P}_{i} \mid \mathfrak{p}}>1$ and let $p$ be the characteristic of the residue class field $\mathcal{O}_{K} / \mathfrak{p}$. If $p \nmid e_{\mathfrak{P}_{i} \mid \mathfrak{p}}$ then we say that $\mathfrak{P}_{i}$ is tamely ramified over $\mathfrak{p}$ and wildly ramified otherwise.

We say that a prime ideal $\mathfrak{p}$ splits completely in $L / K$ if $\mathfrak{p} \mathcal{O}_{L}$ is a product of $[L: K]$ distinct prime ideals. We will sometimes be interested in the decomposition of a prime ideal in the compositum of two extensions.

Proposition 1.2.14. Let $K_{1}$ and $K_{2}$ be two extensions of $K$. Let $\mathfrak{p}$ be a prime ideal of $K$ that splits completely in $K_{1}$ and $K_{2}$. Then $\mathfrak{p}$ also splits completely in the compositum $K_{1} K_{2}$. Furthermore if $\mathfrak{p}$ is a prime ideal of $K$ that is unramified in $K_{1}$ and $K_{2}$, then $\mathfrak{p}$ is also unramified in $K_{1} K_{2}$.

Proof. See [22], proof of Proposition 4.9.1 and Proposition 4.9.2.
In the case where $L / K$ is a Galois extension we can be more specific about the decomposition of a prime ideal $\mathfrak{p}$.

Proposition 1.2.15. [19] Assume $L / K$ is Galois of degree $n$. Let $\mathfrak{p}$ be a prime ideal of $\mathcal{O}_{K}$. The action of $\operatorname{Gal}(L / K)$ transitively permutes the prime ideals $\mathfrak{P}_{i}$ of $\mathcal{O}_{L}$ lying over $\mathfrak{p}$. Furthermore for any prime ideal $\mathfrak{p}$ of $\mathcal{O}_{K}$ and for any prime ideals $\mathfrak{P}_{i}, \mathfrak{P}_{j} \subseteq L$ that lie above $\mathfrak{p}$ we have $e_{\mathfrak{F}_{i} \mid \mathfrak{p}}=e_{\mathfrak{P}_{j} \mid \mathfrak{p}}$. If we denote this common value by e then

$$
\begin{equation*}
\mathfrak{p} \mathcal{O}_{L}=\left(\mathfrak{P}_{1} \cdots \mathfrak{P}_{g}\right)^{e} . \tag{1.1}
\end{equation*}
$$

All the residue class degrees $f_{\mathfrak{P}_{i} \mid \mathfrak{p}}$ are equal and if we denote them by $f$ we have

$$
e f g=n .
$$

Hence in a Galois extension $L / K$ we can talk about the ramification index $e$ of a prime ideal $\mathfrak{p}$ in $\mathcal{O}_{K}$. As mentioned above, in Equation 1.1 of Proposition 1.2.15 if $g=n$ (and hence $e=f=1$ ) the prime ideal $\mathfrak{p}$ is said to split completely in $L / K$ and if $e=n$ then $\mathfrak{p}$ is said to be totally ramified in $L / K$. It is then clear that in a Galois extension $L / K$ of prime degree, the only possibilities for a given prime ideal $\mathfrak{p}$ are for $\mathfrak{p}$ to be inert, to split completely or to be totally ramified.

Two important objects in the study of number fields are the trace and norm. Assume $L$ is a finite extension of $K$. We can define a function $r_{x}: L \rightarrow L$ by $r_{x}(y)=y x$. By regarding $L$ as a finite dimensional vector space over $K$ we can see that $r_{x}$ is a linear map. If we take a $K$-basis $w_{1}, \ldots, w_{n}$ of $L$ then we can associate to $r_{x}$ the matrix $\left(a_{i j}\right)$ where

$$
r_{x}\left(w_{i}\right)=w_{i} x=\sum_{j} a_{i j} w_{j} .
$$

Now define $\operatorname{trace}\left(r_{x}\right):=\operatorname{trace}\left(a_{i j}\right)$ and $\operatorname{det}\left(r_{x}\right):=\operatorname{det}\left(a_{i j}\right)$. These are independent of the choice of basis, therefore the following definition makes sense.

Definition 1.2.16. The trace (of an element) of $L / K$ is defined as $\operatorname{Tr}_{L / K}(x)=$ trace $\left(r_{x}\right)$ and the norm (of an element) of $L / K$ is defined as $\mathrm{N}_{L / K}(x)=\operatorname{det}\left(r_{x}\right)$.

Proposition 1.2.17. [19] Let $L / K$ be a finite extension of degree $n$. Let $x, y \in L$ and $a \in K$. Then the following hold:

- $\operatorname{Tr}_{L / K}(x+y)=\operatorname{Tr}_{L / K}(x)+\operatorname{Tr}_{L / K}(y)$
- $\operatorname{Tr}_{L / K}(a x)=a \operatorname{Tr}_{L / K}(x)$
- $\mathrm{N}_{L / K}(x y)=\mathrm{N}_{L / K}(x) \mathrm{N}_{L / K}(y)$
- $\mathrm{N}_{L / K}(a x)=a^{n} \mathrm{~N}_{L / K}(x)$
- Let $K \subset L \subset M$ be a tower of fields. Then

$$
\begin{aligned}
\operatorname{Tr}_{M / K}(x) & =\operatorname{Tr}_{L / K}\left(\operatorname{Tr}_{M / L}(x)\right) \\
\mathrm{N}_{M / K}(x) & =\mathrm{N}_{L / K}\left(\mathrm{~N}_{M / L}(x)\right)
\end{aligned}
$$

In the case where $L / K$ is a Galois extension with Galois group consisting of the automorphisms $\sigma_{i}$ the following hold:

$$
\operatorname{Tr}_{L / K}(x)=\sum_{j=0}^{n-1} \sigma_{j}(x), \quad \mathrm{N}_{L / K}(x)=\prod_{j=0}^{n-1} \sigma_{j}(x)
$$

We can also talk of the norm of an ideal in an extension of number fields.

Definition 1.2.18. Let $I$ be an ideal of $\mathcal{O}_{L}$. The norm of I denoted $\mathcal{N}_{L / K}(I)$ is defined as the ideal of $\mathcal{O}_{K}$ generated by all the elements $\mathrm{N}_{L / K}(a)$ with $a \in I$. If $L / K$ is a Galois extension with Galois group $G$ then

$$
\mathcal{N}_{L / K}(I)=\prod_{\sigma \in G} \sigma(I) \cap \mathcal{O}_{K}
$$

Proposition 1.2.19. [19] Let $I$ and $J$ be ideals of $\mathcal{O}_{L}$. Then $\mathcal{N}_{L / K}(I J)=$ $\mathcal{N}_{L / K}(I) \mathcal{N}_{L / K}(J)$.

We will use the notation $\mathcal{N}_{L / K}$ throughout this thesis to indicate that we are considering an ideal in $K$ as opposed to an element. In terms of absolute norms, for an ideal $I \subseteq \mathcal{O}_{L}$ we define $\mathrm{N}_{L / \mathbb{Q}}(I):=\left|\mathcal{O}_{L} / I\right|$ and $\mathcal{N}_{L / \mathbb{Q}}(I):=\mathrm{N}_{L / \mathbb{Q}}(I) \mathbb{Z}$, that is the ideal generated by the integer $\mathrm{N}_{L / \mathbb{Q}}(I)$. This corresponds with the definition given above.

Proposition 1.2.20. [19] Let $L / K$ be an extension of number fields and let $\mathfrak{P} \subseteq \mathcal{O}_{L}$ be a prime ideal above a prime ideal $\mathfrak{p} \subseteq \mathcal{O}_{K}$. Then

$$
\mathcal{N}_{L / K}(\mathfrak{P})=\mathfrak{p}_{\mathfrak{P} \mid \mathfrak{p}}
$$

Let I be a fractional ideal of $\mathcal{O}_{L}$ with

$$
I=\prod \mathfrak{P}_{i}^{a_{i}}
$$

Let $\mathfrak{p}_{i}=\mathfrak{P}_{i} \cap \mathcal{O}_{K}$ and $f_{i}=f_{\mathfrak{P}_{i} \mid \mathfrak{p}_{i}}$. Then

$$
\mathcal{N}_{L / K}(I)=\prod \mathfrak{p}_{i}^{a_{i} f_{i}}
$$

Proposition 1.2.21. [20] Let $I$ and $J$ be ideals of $\mathcal{O}_{L}$ with $I \mid J$. Then $\mathcal{N}_{L / K}(I) \mid \mathcal{N}_{L / K}(J)$. Furthermore $\mathcal{N}_{L / K}(I)=\mathcal{N}_{L / K}(J)$ if and only if $I=J$.

### 1.2.2 Kummer Extensions

In this thesis we will often be concerned with a certain type of extension known as a Kummer extension. Before introducing Kummer extensions and some of their properties we set some notation. Let $I$ be a fractional ideal of $K$ and $\mathfrak{p}$ a prime ideal of $\mathcal{O}_{K}$. We denote by $v_{\mathfrak{p}}(I)$ the power of $\mathfrak{p}$ appearing in the unique prime ideal factorisation of $I$. For any $x \in K$ we will denote $v_{\mathfrak{p}}\left(x \mathcal{O}_{K}\right)$ simply by $v_{\mathfrak{p}}(x)$. Similarly, we will write $\mathfrak{p} \mid x$ to mean $\mathfrak{p} \mid x \mathcal{O}_{K}$. If $\mathcal{O}_{K}$ is a principal ideal domain then any prime ideal $\mathfrak{p}$ is generated by a prime element $\pi \in \mathcal{O}_{K}$. For brevity we write $v_{\pi}$ in place of $v_{(\pi)}$. Furthermore the integer $v_{\pi}(x)$ does not depend on the choice of $\pi$. Finally we will write $a \equiv b(\bmod \mathfrak{p})$ to mean $(a-b) \in \mathfrak{p}$.

Definition 1.2.22. A finite extension of number fields of the form $K(\sqrt[n]{a}) / K$ for some $a \in K$, where $K$ contains $n$ distinct roots of unity is known as a Kummer extension.

A Kummer extension is necessarily a Galois extension. Furthermore a lot is known about the ramification of a given prime ideal $\mathfrak{p}$ in a Kummer extension. We give three of the main results.

Proposition 1.2.23. [21] Let $K$ be a field that contains $n$ distinct roots of unity and let $X^{n}-a$ be an irreducible polynomial in $\mathcal{O}_{K}[X]$. Furthermore let $L=K(\sqrt[n]{a})$.

1. If $\mathfrak{p}$ is a prime ideal of $K$ with $\mathfrak{p} \nmid n a$, then $\mathfrak{p}$ is unramified and decomposes into a product of $s$ prime ideals in $L$, where $s$ is the maximal divisor of $n$ such that the congruence $x^{s} \equiv a(\bmod \mathfrak{p})$ has a solution in $\mathcal{O}_{K}$.
2. If $\mathfrak{p} \mid a$ and $\mathfrak{p} \nmid n$, then the ramification index of $\mathfrak{p}$ is $n / \operatorname{gcd}\left(v_{\mathfrak{p}}(a), n\right)$. In particular, $\mathfrak{p}$ is ramified if and only if $n \nmid v_{\mathfrak{p}}(a)$, and totally ramified if and only if $v_{\mathfrak{p}}(a)$ is prime to $n$.

For the case $\mathfrak{p} \mid n$ we will restrict ourselves to the case when the degree of our Kummer extension is a prime number, say $l$. Recall that in this case a prime ideal $\mathfrak{p}$ of $K$ will either remain inert, split completely or be totally ramified in the extension $K(\sqrt[l]{a}) / K$.

Proposition 1.2.24. [22] Let $\mathfrak{p}$ be a prime ideal of $K$ with $l \nmid v_{\mathfrak{p}}(a)$. Then $\mathfrak{p}$ is ramified in $K(\sqrt[l]{a}) / K$.

Now assume that $l \mid v_{\mathfrak{p}}(a)$ and denote by $l h$ the exact power of $\mathfrak{p}$ that divides $a$. Define an element $b$ by $v_{\mathfrak{p}}(b)=-h$ and $v_{\mathfrak{q}}(b) \geq 0$ for prime ideals $\mathfrak{q} \neq \mathfrak{p}$. Then $a b^{l}$ will not be divisible by $\mathfrak{p}$ and $K(\sqrt[l]{a}) \simeq K\left(\sqrt[l]{a b^{l}}\right)$. Therefore, there remains only one case for us to consider, namely $v_{\mathfrak{p}}(a)=0$ and $\mathfrak{p} \mid l$. For the primitive $l^{\text {th }}$ root of unity $\zeta$ define $\lambda=1-\zeta$ and set $w=v_{\mathfrak{p}}(\lambda)$.

Theorem 1.2.25. [22] Let $\mathfrak{p}$ be a prime ideal of $K$ with $\mathfrak{p} \mid l$ and $v_{\mathfrak{p}}(a)=0$. Then the following properties hold:

1. $\mathfrak{p}$ splits in $L$ if the congruence

$$
x^{l} \equiv a\left(\bmod \mathfrak{p}^{w l+1}\right)
$$

has a solution in $\mathcal{O}_{K}$.
2. $\mathfrak{p}$ is inert in $L$ if the congruence in 1 is insolvable but

$$
x^{l} \equiv a\left(\bmod \mathfrak{p}^{w l}\right)
$$

has a solution in $\mathcal{O}_{K}$.
3. $\mathfrak{p}$ is ramified in $L$ if the congruence in 2 is insolvable.

### 1.2.3 The Different and Discriminant

An important result in algebraic number theory is that in a number field only finitely many prime ideals ramify. We will now provide a more precise description of this fact.

Definition 1.2.26. Let $L / K$ be an extension of number fields and I a fractional ideal of $\mathcal{O}_{L}$. Then the set

$$
\mathcal{D}_{L / K}^{-1}(I):=\left\{x \in L: \operatorname{Tr}_{L / K}(x I) \subseteq \mathcal{O}_{K}\right\}
$$

is called the codifferent of I over $K$.
We call the inverse of the codifferent of an ideal $I$ over $K$ simply the different of $I$ over $K$, denoted $\mathcal{D}_{L / K}(I)$. In the case when $I=\mathcal{O}_{L}$ then $\mathcal{D}_{L / K}(I)$ is called the different ideal of $L / K$ and denoted simply $\mathcal{D}_{L / K}$. It is this object that we will be most interested in.

We have the following relation on the differents in a tower of field extensions:

Theorem 1.2.27 (Tower of Differents Theorem). [22] Let $K \subset L \subset M$ be a tower of number fields. Then

$$
\mathcal{D}_{M / K}=\mathcal{D}_{M / L} \cdot \mathcal{D}_{L / K}
$$

Definition 1.2.28. The relative discriminant ideal $\mathfrak{d}_{L / K}$ of $L / K$ is defined as

$$
\mathfrak{d}_{L / K}=\mathcal{N}_{L / K}\left(\mathcal{D}_{L / K}\right)
$$

Note if $K=\mathbb{Q}$ then $\mathfrak{d}_{L / \mathbb{Q}}$ is a principal ideal in $\mathbb{Z}$. We can therefore talk about the absolute discriminant $d_{L}$ of a number field $L$, where $d_{L}$ is defined to be the unique positive generator of $\mathfrak{d}_{L / \mathbb{Q}}$.

For the discriminant ideal there is a theorem equivalent to that of Theorem 1.2.27 called the Tower of Discriminants Theorem:

Theorem 1.2.29. [22] Let $K \subset L \subset M$ be a tower of number fields. Then

$$
\mathfrak{d}_{M / K}=\mathcal{N}_{L / K}\left(\mathfrak{d}_{M / L}\right) \cdot \mathfrak{d}_{L / K}^{[M: L]} .
$$

The following proposition shows how the ramification in a field extension $L / K$ is linked to the different $\mathcal{D}_{L / K}$.

Proposition 1.2.30. [22] Let $\mathfrak{p}$ be an ideal of $K$ and let $\mathfrak{P}$ be an ideal of $\mathcal{O}_{L}$ lying above $\mathfrak{p}$. Let $e=e_{\mathfrak{P} \mid \mathfrak{p}}$. Then

- $\quad v_{\mathfrak{P}}\left(\mathcal{D}_{L / K}\right)=e-1 \quad$ if $\mathfrak{p}$ is tamely ramified
- $\quad v_{\mathfrak{P}}\left(\mathcal{D}_{L / K}\right)>e-1 \quad$ if $\mathfrak{p}$ is wildly ramified
- $\quad \mathfrak{P} \nmid \mathcal{D}_{L / K} \quad$ if $\mathfrak{p}$ is unramified

This now allows us to compute the discriminant ideal of $L / K$, or at least give a bound on its divisors, by calculating all prime ideals of $K$ that ramify in $L$ and deciding if they ramify tamely or wildly. We now give a very well known theorem in number theory.

Theorem 1.2.31. [22] A prime ideal $\mathfrak{p}$ of $K$ ramifies in $L / K$ if and only if it is a divisor of the discriminant ideal of $L / K$.

The following results will be useful in the sequel.
Proposition 1.2.32. Let $K$ be a number field and $L=K(\alpha)$, where $\alpha$ is a root of an Eisenstein polynomial $f(X)$ at $\mathfrak{p}$ in $\mathcal{O}_{K}[X]$. Then $\mathfrak{p}$ is totally ramified in $L$.

Proof. Let $\mathfrak{P}$ be a prime ideal of $\mathcal{O}_{L}$ lying above $\mathfrak{p}$, i.e. $\mathfrak{p} \mathcal{O}_{L}=\mathfrak{P}^{e} \mathfrak{A}$ where $1 \leq e \leq n$ and $\mathfrak{P} \nmid \mathfrak{A}$. Now

$$
f(X)=X^{n}+c_{n-1} X^{n-1}+\cdots+c_{1} X+c_{0}
$$

where $c_{i} \equiv 0(\bmod \mathfrak{p})\left(\right.$ and therefore $c_{i} \equiv 0\left(\bmod \mathfrak{P}^{e}\right)$ ) for $0 \leq i \leq n-1$. The equation $f(\alpha)=0$ then implies that $\alpha^{n} \equiv 0(\bmod \mathfrak{P})$ and hence $\alpha \equiv 0(\bmod \mathfrak{P})$ since $\mathfrak{P}$ is prime. If we consider the intermediate terms in $f(\alpha)$ we see that $c_{i} \alpha^{i} \equiv 0$ $\left(\bmod \mathfrak{P}^{e+1}\right)$ for $1 \leq i \leq n-1$, hence

$$
\alpha^{n}+c_{0} \equiv 0 \quad\left(\bmod \mathfrak{P}^{e+1}\right)
$$

Since $f$ is an Eisenstein polynomial $c_{0} \not \equiv 0\left(\bmod \mathfrak{p}^{2}\right)$, so $c_{0} \mathcal{O}_{L}=\mathfrak{P}^{e} \mathfrak{B}$ where $\mathfrak{P} \nmid$ $\mathfrak{B}$. Therefore $c_{0} \not \equiv 0\left(\bmod \mathfrak{P}^{e+1}\right)$, which implies $\alpha^{n} \not \equiv 0\left(\bmod \mathfrak{P}^{e+1}\right)$. However we know that $\alpha \equiv 0(\bmod \mathfrak{P})$ so $\alpha^{n} \equiv 0\left(\bmod \mathfrak{P}^{n}\right)$, therefore $e+1>n \geq e$. Hence $e=n$ and $\mathfrak{p}$ is totally ramified.

Proposition 1.2.33. [39] Let $F, L, M$ be algebraic number fields of finite degree such that $F \subset L \cap M$. Suppose that $L$ and $M$ are linearly disjoint over $F$, and $\mathcal{D}_{L M / L}=\mathcal{D}_{M / F} \mathcal{O}_{L M}$. Then $\mathcal{O}_{L M}=\mathcal{O}_{L} \mathcal{O}_{M}$.

We end this section by describing the ideal class group of a number field $K$.
Definition 1.2.34. Let $K$ be a number field. Denote by $I_{K}$ the group of fractional ideals of $K$ and denote by $P_{K}$ the group of all principal ideals of $K$. Clearly $P_{K}$ is a subgroup of $I_{K}$ and the quotient

$$
C l_{K}:=I_{K} / P_{K}
$$

is called the ideal class group of $K$. The order of the (finite) group $C l_{K}$ is called the class number of $K$.

Clearly if the class number of a number field $K$ is equal to 1 , then the ring of integers $\mathcal{O}_{K}$ is a principal ideal domain. The class group therefore gives a measure of how much $\mathcal{O}_{K}$ fails to be a principal ideal domain.

Theorem 1.2.35. [22] Let $K$ be a number field of degree $n$ with $r_{1}$ real embeddings and $r_{2}$ pairs of complex embeddings into $\mathbb{C}$. In every ideal class of $\mathcal{O}_{K}$ there is an integral ideal I such that

$$
\begin{equation*}
\mathrm{N}_{K / \mathbb{Q}}(I) \leq\left(\frac{4}{\pi}\right)^{r_{2}} \cdot \frac{n!}{n^{n}} \cdot \sqrt{\left|d_{K}\right|} \tag{1.2}
\end{equation*}
$$

The right hand side of the equality is often referred to as the Minkowski bound of $K$ and denoted by $M_{K}$. Note that for a number field $K$, if $M_{K}<2$ then $\mathcal{O}_{K}$ is necessarily a principal ideal domain.

### 1.2.4 The Decomposition Group

Definition 1.2.36. Let $L / K$ be a Galois extension with Galois group $G$ and $\mathfrak{P} \subset$ $\mathcal{O}_{L}$ a prime ideal above $\mathfrak{p} \subset \mathcal{O}_{K}$. The set of $g \in G$ such that $g \mathfrak{P}=\mathfrak{P}$ forms $a$ subgroup $Z_{\mathfrak{P}}$ of $G$, called the decomposition group of $\mathfrak{P}$ over $K$.

The decomposition group provides us with a way of explicitly computing the ramification index and the residue class degree of certain prime ideals.

Theorem 1.2.37. [19] With the assumptions of above, the localization $L_{\mathfrak{P}}$ of $L$ at $\mathfrak{P}$ is a Galois extension of $K_{\mathfrak{p}}$ with Galois group $Z_{\mathfrak{P}}$.

Corollary 1.2.38. [19] The order of the decomposition group $Z_{\mathfrak{P}}$ is equal to the product $e_{\mathfrak{P} \mid \mathfrak{p}} \cdot f_{\mathfrak{P} \mid \mathfrak{p}}$.

Definition 1.2.39. The $m^{\text {th }}$ ramification group is defined to be the set

$$
G_{m}:=\left\{g \in Z_{\mathfrak{P}} \mid g \alpha \equiv \alpha \quad\left(\bmod \mathfrak{P}^{m+1}\right), \quad \forall \alpha \in \mathcal{O}_{L}\right\}
$$

The inertia group is defined as the $0^{t h}$ ramification group and one can show that the ramification groups form a decreasing sequence of normal subgroups of the decomposition group. We denote by $G_{\mathfrak{P}}$ the Galois group of the residue class field extension $\mathcal{O}_{L} / \mathfrak{P}$ over $\mathcal{O}_{K} / \mathfrak{p}$, which we know to be cyclic since the residue class fields are finite.

Proposition 1.2.40. [22] We have $Z_{\mathfrak{P}} / G_{0}=G_{\mathfrak{P}}$. Furthermore $\left|G_{0}\right|=e_{\mathfrak{P} \mid \mathfrak{p}}$.

The ramification groups also allow us to explicitly compute the different $\mathcal{D}_{L / K}$. Proposition 1.2.41. [22] Let $v_{n}$ be the order of the ramification group $G_{n}$ of $\mathfrak{P}$ with respect to $L / K$. Then $\mathfrak{P}$ divides the different $\mathcal{D}_{L / K}$ with exponent

$$
\sum_{n=0}^{\infty}\left(v_{n}-1\right)=\sum_{n=0}^{\infty}(n+1)\left(v_{n}-v_{n+1}\right)
$$

### 1.3 Central Simple Algebras

In the next chapter we will show how codes can be constructed from central simple algebras and that the fully diverse property can be linked to division algebras. We start by listing some definitions and general results on central simple algebras.

Definition 1.3.1. The centre of a $K$-algebra $A$ is defined as the set

$$
Z(A)=\{z \in A \mid a z=z a \text { for all } a \in A\}
$$

It is a commutative $K$-subalgebra of $A$.
Definition 1.3.2. Let $A$ be a $K$-algebra and let $B$ be a subset of $A$. The centralizer of $B$ in $A$ is defined as the set

$$
Z_{A}(B):=\{a \in A \mid a b=b a \text { for all } b \in B\}
$$

Definition 1.3.3. A $K$-algebra is called central simple if it has no non-trivial two sided ideals (simple) and its centre is equal to $K$ (central).

Definition 1.3.4. Let $A$ be a central simple $K$-algebra. The (reduced) degree of $A$ is defined as $\operatorname{deg}(A)=\sqrt{\operatorname{dim}_{K}(A)}$.

Proposition 1.3.5. [10] Let $A$ and $B$ be central simple $K$-algebras. Then the tensor product $A \otimes_{K} B$ is also a central simple $K$-algebra.

Theorem 1.3.6. [10] Let $A$ be a central simple $K$-algebra such that $\operatorname{dim}_{K}(A)$ is finite and let $B$ be a simple $K$-subalgebra of $A$ such that $Z(B)=K$. Then

$$
A \simeq B \otimes_{K} Z_{A}(B)
$$

Definition 1.3.7. A central simple $K$-algebra is called split if it is isomorphic to a matrix algebra

Definition 1.3.8. Given a central simple $K$-algebra $A$ of degree $n$. We say that a field $L$ is a splitting field of $A$ if it contains $K$ and $A \otimes_{K} L \simeq M_{n}(L)$. Moreover every central simple $K$-algebra has such a splitting field.

Definition 1.3.9. A commutative subfield of a $K$-algebra $A$ is a commutative $K$ subalgebra $L$ of $A$ that is also a field.

Proposition 1.3.10. Let $D$ be a division ring. The centre $K$ of $D$ is a commutative subfield and $D$ is a central simple $K$-algebra.

Proof. It is clear that the centre $K$ of a division ring $D$ is a commutative subfield of $D$. Furthermore any ring $R$ with identity is a $Z(R)$-algebra. Hence $D$ is a central $K$-algebra and is necessarily simple, since $D$ has no non-trivial two sided ideals.

Proposition 1.3.11. [31] Let $A$ be a central simple $K$-algebra with commutative subfield $L$. Then $[L: K] \mid \operatorname{deg}(A)$.

The above proposition shows us that for a central simple $K$-algebra $A$, there is an upper bound on the degree $[L: K]$ of a commutative subfield $L$ of $A$. This leads to the following definition.

Definition 1.3.12. Let $A$ be a central simple $K$-algebra of degree $n$ and let $L$ be a commutative subfield of $A$ such that $[L: K]=n$. Then $L$ is called a maximal commutative subfield of $A$.

Theorem 1.3.13. [10] Let $D$ be a central simple division $K$-algebra. Then $D$ has a maximal commutative subfield $L$.

Proposition 1.3.14. [31] Let $A$ be a central simple $K$-algebra and let $L$ be a maximal commutative subfield of $A$. Then $L$ is a splitting field of $A$.

Theorem 1.3.15 (Primary Decomposition Theorem). [31] Let A be a central simple $K$-algebra of degree $n$, and let $n=p_{1}^{n_{1}} \cdots p_{r}^{n_{r}}$ be the decomposition of $n$ into distinct prime powers. Then there exist rentral simple $K$-algebras $A_{1}, \ldots, A_{r}$, uniquely determined up to isomorphism, such that

1. $\operatorname{deg}\left(A_{i}\right)=p_{i}^{n_{i}}$, for all $i=1, \ldots, r$.
2. $A \cong A_{1} \otimes_{K} \cdots \otimes_{K} A_{r}$.

Moreover, $A$ is a division algebra if and only if $A_{1}, \ldots, A_{r}$ are division algebras.
We will finish this section by generalising Hamilton's notion of the quaternions over $\mathbb{R}$, to quaternion algebras over any field $K$ with $\operatorname{char}(K) \neq 2$ (quaternion algebras do exist over fields of characteristic equal to two but a slight modification of the definition is required, see [10]).

Definition 1.3.16. Let $K$ be a field and let $a, b$ be non-zero elements of $K$. The quaternion algebra $(a, b)_{K}$ (sometimes $\left.\left(\frac{a, b}{K}\right)\right)$ is the set of all expressions

$$
\alpha+\beta i+\gamma j+\delta k
$$

where $\alpha, \beta, \gamma, \delta \in K$ and

$$
i^{2}=a, \quad j^{2}=b, \quad i j=-j i=k
$$

The quaternion algebra $(a, b)_{K}$ is a central simple $K$-algebra and it has dimension 4 over $K$. The following results on quaternion algebras are well known, see for example [33].

Lemma 1.3.17. For $a, b, y, z \in K^{\times}$the following hold:

1. $(a, b)_{K} \simeq(b, a)_{K}$.
2. $\left(a \cdot y^{2}, b \cdot z^{2}\right)_{K} \simeq(a, b)_{K}$.
3. $(1, b)_{K} \simeq M_{2}(K)$.

The Hamilton quaternions $\mathbb{H}$ would therefore be written as $(-1,-1)_{\mathbb{R}}$. It is well known that $\mathbb{H}$ is a division algebra, however this is not always the case for a general quaternion algebra $(a, b)_{K}$. Let $q=\alpha+\beta i+\gamma j+\delta k \in(a, b)_{K}$. We define the conjugate of $q$ as $\bar{q}=\alpha-\beta i-\gamma j-\delta k \in(a, b)_{K}$ and the norm of $q$ as $\mathrm{N}(q)=q \cdot \bar{q}$. We then have

$$
N(q)=\alpha^{2}-a \beta^{2}-b \gamma^{2}+a b \delta^{2} .
$$

Theorem 1.3.18. The quaternion algebra $(a, b)_{K}$ is a division $K$-algebra if and only if $N(q)=0 \Rightarrow q=0$ for all $q \in(a, b)_{K}$.

Remark If we regard the norm map $N$ as a quadratic form on our quaternion algebra (viewed as a vector space) then $(a, b)_{K}$ is a division $K$-algebra if an only if our norm map $N$ is anisotropic.

Furthermore if $(a, b)_{K}$ is not a division $K$-algebra then it must be isomorphic to $M_{2}(K)$. So in this case $(a, b)_{K}$ is split.

One way to see this is to note that $(a, b)_{K}$ is a central simple $K$-algebra and then using this result of Wedderburn's:

Proposition 1.3.19. [10] Let $K$ be a field and $A$ a finite dimensional simple $K$ algebra. Then $A \simeq M_{r}(D)$ for some unique integer $r$ and division algebra $D$ over $K$ (unique up to isomorphism).

By then using the fact that $\operatorname{dim}_{K}\left((a, b)_{K}\right)=4$ and $\operatorname{dim}_{K}\left(M_{n}(D)\right)=n^{2}$. $\operatorname{dim}_{K}(D)$, we see that our only possibilities are that $n=1$ and $(a, b)_{K}=D$ or that $n=2$ and $D=K$. This result can be modified for any finite dimensional simple $K$-algebra $A$ such that the degree of $A$ over $K$ is prime.

Definition 1.3.20. Let $A$ be a central simple $K$-algebra. The reduced degree of the unique division algebra associated to $A$ by Proposition 1.3.19 is called the index of $A$, written ind ( $A$ ).

Proposition 1.3.21. [10] Let $A$ be a central simple $K$-algebra. Then the index of $A$ divides the reduced degree of $A$ and we have equality if and only if $A$ is a division K-algebra.

Proposition 1.3.22. [31] Let $D$ be a central simple division $K$-algebra and assume that $M / K$ is a field extension such that $[M: K]$ is a prime divisor of $\operatorname{deg}(A)$. Then the following are equivalent.

1. $M$ is isomorphic to a subfield of $D$.
2. $D_{M}:=D \otimes_{K} M$ is not a division $K$-algebra.
3. $\operatorname{deg}(D)=[M: K] \cdot \operatorname{ind}\left(D_{M}\right)$.

### 1.3.1 The Brauer Group

A very important object in the classification of division algebras over a field $K$ is the Brauer group. The following results on the Brauer group are well known.

Definition 1.3.23. Let $A$ and $B$ be central simple $K$-algebras. $A$ and $B$ are called Brauer equivalent (denoted $A \sim B$ ) if there exist natural numbers $s$ and $t$ such that

$$
A \otimes_{K} M_{s}(K) \simeq B \otimes_{K} M_{t}(K)
$$

Brauer equivalence is an equivalence relation on the set of central simple $K$ algebras and we denote by $[A]$ the equivalence class of $A$. Let $\operatorname{Br}(K)$ denote the set of these equivalence classes.

Lemma 1.3.24. [10] If we define an addition on $\operatorname{Br}(K)$ by $[A]+[B]:=\left[A \otimes_{K} B\right]$ then $\operatorname{Br}(K)$ has the structure of an abelian group with

$$
0=[K]=\left[M_{n}(K)\right] \text { and }-[A]=\left[A^{o p}\right]
$$

Definition 1.3.25. The abelian group $B r(K)$ is called the Brauer group of $K$.
Lemma 1.3.26. [10] Let $A$ and $B$ be central simple $K$-algebras. Then $A \simeq B$ if and only if $A \sim B$ and $[A: K]=[B: K]$.

Definition 1.3.27. Let $[A] \in \operatorname{Br}(K)$. The order of $[A]$ in $\operatorname{Br}(K)$ is called the exponent of $A$, written $\exp (A)$.

Proposition 1.3.28. [10] Let $[A] \in B r(K)$. Then

$$
\exp (A) \mid \operatorname{ind}(A)
$$

Furthermore, $\exp (A)$ and $\operatorname{ind}(A)$ have the same prime factors.

### 1.4 Crossed Product Algebras

In [34] it is shown that cyclic division algebras have some useful properties that lend themselves to constructing space-time codes. This section introduces the notion of a crossed product algebra. It then defines a cyclic algebra and talks about some of the properties that they exhibit.

For the rest of this thesis we set the following notation, $x^{\tau}=\tau^{-1}(x)$.
Definition 1.4.1. Let $A$ be an abelian group denoted multiplicatively and let $G$ be a finite group that acts on the right of $A$ by automorphisms, i.e.

$$
\left(a_{1} \cdot a_{2}\right)^{\sigma}=a_{1}^{\sigma} \cdot a_{2}^{\sigma} \text { for } \sigma \in G, a_{1}, a_{2} \in A
$$

The set

$$
Z^{2}(G, A):=\left\{\xi: G \times G \rightarrow A: \begin{array}{lr}
\xi_{1, \tau}=\xi_{\sigma, 1}=1 & \forall \sigma, \tau \in G \\
\xi_{\sigma, \tau \rho} \xi_{\tau, \rho}=\xi_{\sigma \tau, \rho} \xi_{\sigma, \tau}^{\rho} & \forall \sigma, \tau, \rho \in G
\end{array}\right\}
$$

forms an abelian group called the 2-cocycles (of $G$ with values in $A$ ).
Definition 1.4.2. Let $L / K$ be a finite Galois extension of degree $n$ with Galois group $G$ and $\xi \in Z^{2}\left(G, L^{\times}\right)$. The set of all maps from $G$ to $L$ form a right $L$-vector space of dimension $n$ with L-basis $\left(e_{\sigma}\right)_{\sigma \in G}$, where $e_{\sigma} \in \operatorname{Map}(G, L)$ is defined by

$$
e_{\sigma}(\tau)=\delta_{\sigma, \tau} \text { for all } \tau \in G
$$

Let $\lambda, \lambda^{\prime} \in L$. Define on the $n^{2}$ dimensional $K$-vector space

$$
(\xi, L / K, G):=\bigoplus_{\sigma \in G} e_{\sigma} L
$$

a multiplication by the following formulae:

$$
\begin{aligned}
\lambda e_{\sigma} & =e_{\sigma} \lambda^{\sigma} \\
e_{\sigma} e_{\tau} & =e_{\sigma \tau} \xi_{\sigma, \tau} \\
\left(\sum_{\sigma \in G} e_{\sigma} \lambda_{\sigma}\right)\left(\sum_{\tau \in G} e_{\tau} \lambda_{\tau}^{\prime}\right) & =\sum_{\sigma, \tau \in G} e_{\sigma \tau} \xi_{\sigma, \tau} \lambda_{\sigma}^{\tau} \lambda_{\tau}^{\prime}
\end{aligned}
$$

Then $(\xi, L / K, G)$ is called a crossed product algebra over $K$. One may check that the elements $e_{\sigma}$ are invertible, $e_{\mathrm{Id}}=1$, and $(\xi, L / K, G)$ is a central simple $K$-algebra with splitting field L, see [10] for more details.

### 1.4.1 Cyclic Algebras

Definition 1.4.3. Let $L / K$ be a cyclic Galois extension of degree $n$ with Galois group generated by $\sigma$ and let $\gamma$ be an element of $L$ fixed by the action of $G$. We may form a 2-cocycle as above such that the elements of $Z^{2}\left(G, L^{\times}\right)$satisfy

$$
\xi_{\sigma^{i}, \sigma^{j}}^{\sigma, \gamma}= \begin{cases}1 & \text { if } i+j<n \\ \gamma & \text { if } i+j \geq n\end{cases}
$$

Set $e=e_{\sigma}$. Then the crossed product algebra $A=(\gamma, L / K, \sigma)=\left(\xi^{\sigma, \gamma}, L / K, G\right)$ where

$$
\begin{equation*}
A=1 \cdot L \oplus e \cdot L \oplus \cdots \oplus e^{n-1} \cdot L \tag{1.3}
\end{equation*}
$$

and

$$
\begin{array}{lr}
\lambda e=e \lambda^{\sigma} & \forall \lambda \in L \\
e^{n}=\gamma & \gamma \in K^{*}=K \backslash\{0\}
\end{array}
$$

is called a cyclic algebra of degree $n$ corresponding to $L / K$.
Theorem 1.4.4. [16] Let $L / K$ be a cyclic extension of degree $n$ with Galois group generated by $\sigma$ and let $F$ be an extension field of $K$. Assume that $[L F: F]=m$ and denote by $\sigma^{\prime}$ the extension of $\sigma^{n / m}$ to $L F / F$. Then

$$
(\gamma, L / K, \sigma) \sim\left(\gamma, L F / F, \sigma^{\prime}\right)
$$

We now state three useful properties of cyclic algebras [10]:
Lemma 1.4.5. For cyclic algebras of degree $n$ corresponding to $L / K$ we have

$$
\left(\gamma_{1}, L / K, \sigma\right) \otimes_{K}\left(\gamma_{2}, L / K, \sigma\right) \simeq M_{n}\left(\left(\gamma_{1} \gamma_{2}, L / K, \sigma\right)\right)
$$

Lemma 1.4.6. Let $L / K$ be a cyclic extension of degree $n$ with generating automorphism $\sigma$ and let $M$ be an intermediate field of degree $m$ over $K$, then $\bar{\sigma}:=\sigma_{\mid M}$ generates $G a l(M / K)$ and

$$
\left(\gamma^{s}, L / K, \sigma\right) \simeq M_{s}((\gamma, M / K, \bar{\sigma}))
$$

where $s:=n / m=[L: M]$.
Lemma 1.4.7. We have $(a, L / K, \sigma) \simeq(b, L / K, \sigma)$ if and only if $\frac{b}{a} \in N_{L / K}\left(L^{\times}\right)$.

### 1.5 Central Simple Algebras over Number Fields

For the bulk of this thesis we will be interested in division algebras over certain number fields. We would therefore like to introduce several definitions and results on this subject.

Definition 1.5.1. Let $K$ be a field. An absolute value on $K$ is a map

$$
\left|\left.\right|_{w}: K \rightarrow \mathbb{R}^{+}\right.
$$

satisfying

1. $|x|_{w}=0$ if and only if $x=0$
2. $|x y|_{w}=|x|_{w}|y|_{w}$ for all $x, y \in K$
3. $|x+y|_{w} \leq|x|_{w}+|y|_{w}$ for all $x, y \in K$

If instead of Condition 3 the absolute value satisfies the stronger condition
4. $|x+y|_{w} \leq \max \left(|x|_{w},|y|_{w}\right)$
then $\left|\left.\right|_{w}\right.$ is called non-archimedean.
Definition 1.5.2. Let $\left.\left|\left.\right|_{1},| |_{2}\right.$ be two absolute values on $K$ with $|\right|_{1}$ non-trivial. The two absolute values are equivalent if $\left|\left.\right|_{2}=| |_{1}^{a}\right.$ for some $a>0$. An equivalence class of absolute values of $K$ is called a place of $K$.

Let $K$ be a number field. A place $w$ of $K$ falls into one of three categories:

1. Let $\mathfrak{p}$ be a prime ideal of $\mathcal{O}_{K}$. The $\mathfrak{p}$-adic absolute value is defined as

$$
|x|_{\mathfrak{p}}=\left|\mathcal{O}_{K} / \mathfrak{p}\right|^{-v_{\mathfrak{p}}(x)} \text { for all } x \in K
$$

where $v_{\mathfrak{p}}(0)$ is defined as $\infty$. A place represented by such an absolute value is called a finite place.
2. Let $\sigma$ be a real embedding of $K$ into $\mathbb{C}$, i.e. $\sigma$ is a $\mathbb{Q}$-embedding of $K$ into $\mathbb{C}$ such that $\sigma(K) \subseteq \mathbb{R}$. We define an absolute value for $\sigma$ by

$$
|x|_{\sigma}=|\sigma(x)| \text { for all } x \in K
$$

where $|\cdot|$ denotes the classical absolute value on $\mathbb{R}$. A place represented by such an absolute value is called a real place.
3. Let $\sigma$ be a complex embedding of $K$ into $\mathbb{C}$, i.e. $\sigma$ is a $\mathbb{Q}$-embedding of $K$ into $\mathbb{C}$ such that $\sigma(K) \nsubseteq \mathbb{R}$. For each complex embedding $\sigma$ there is a unique conjugate embedding $\bar{\sigma}$ constructed by composing $\sigma$ with the complex conjugation map $\mathbb{C} \rightarrow \mathbb{C}$. We define an absolute value for $\sigma$ by

$$
|x|_{\sigma}=|\sigma(x)|^{2} \text { for all } x \in K
$$

where $|\cdot|$ denotes the modulus of a complex number. Note that by the definition of $\bar{\sigma}$ we have $|x|_{\sigma}=|x|_{\bar{\sigma}}$. A place represented by such an absolute value is called a complex place.

We note that the completion $K_{w}$ of a number field $K$ at a place $w$ is a local field. It is well known that for any element $a \in K_{w}^{\times}$there is a unique integer $n_{w}(a)$ such that $a=\pi^{n_{w}(a)} u$, where $u$ is a unit in the ring of integers of $K_{w}$ and $\pi$ is a uniformising element.

Lemma 1.5.3 (Hensel's Lemma (Trivial case)). [23] Let $K$ be a number field and $\mathfrak{p}$ a prime ideal in $\mathcal{O}_{K}$. Let $K_{\mathfrak{p}}$ be the completion of $K$ at the place $\mathfrak{p}$ and denote the ring of integers of $K_{\mathfrak{p}}$ by $\mathcal{O}_{\mathfrak{p}}$. Let $f(X)$ be a polynomial with coefficients in $\mathcal{O}_{\mathfrak{p}}$ and assume there exists $\alpha_{0} \in \mathcal{O}_{\mathfrak{p}}$ such that

$$
f\left(\alpha_{0}\right) \equiv 0 \quad(\bmod \mathfrak{p}), \quad f^{\prime}\left(\alpha_{0}\right) \not \equiv 0 \quad(\bmod \mathfrak{p}) .
$$

Then there exists $\alpha \in K_{\mathfrak{p}}$ such that $f(\alpha)=0$.
We now come to one of the most important results in the theory of central simple $K$-algebras. For more information on the theorem as well as its consequences, particularly in class field theory, see [32].

Theorem 1.5.4 (Brauer-Hasse-Noether). Let $K$ be a number field and let $A$ be a central simple $K$-algebra. Then we have the following:

1. $A$ is isomorphic to a cyclic $K$-algebra.
2. $A$ is split if and only if $A \otimes_{K} K_{v}$ is split for all places $v$ of $K$.
3. The number of places where $A \otimes_{K} K_{v}$ is not split is finite and even. In particular, if A splits at all places except maybe one, then $A$ splits at all places and hence $A$ splits.
4. The index of $A$ is equal to the exponent of $A$ and this value is equal to the least common multiple of ind $\left(A \otimes_{K} K_{v}\right)$, where $v$ runs through the set of places of $K$.

Hence we can say that $A$ is a division $K$-algebra if and only if $\exp (A)=$ $\operatorname{deg}(A)$. We also have

Corollary 1.5.5. Let $K$ be a number field. A central simple $K$-algebra is a division $K$-algebra if and only if there exists a place $v$ of $K$ such that $A \otimes_{K} K_{v}$ is a division algebra.

Proof. Assume that there does not exist a place $v$ such that $A \otimes_{K} K_{v}$ is a division algebra. Then $\operatorname{ind}(A)$ must be a strict divisor of $\operatorname{deg}(A)$ and hence $A$ is not a division $K$-algebra. Conversely if such a place does exist, then by a result of Hasse [15], we have $\operatorname{ind}\left(A \otimes_{K} K_{v}\right) \mid \operatorname{ind}(A)$ and so $A$ must be a division algebra.

Definition 1.5.6. Let $K$ be a local field and denote by $\kappa(v)$ the residue field of the place $v$ of $K$ of order $q$. Assume that $K$ contains a primitive $n^{\text {th }}$ root of unity and that the characteristic of $\kappa(v)$ is prime to $n$. For $a, b \in K^{\times}$the (tame) Hasse symbol is defined as

$$
(a, b)_{n, v}=\left(\overline{(-1)^{n_{v}(a) n_{v}(b)} a^{n_{v}(b)} b^{-n_{v}(a)}}\right)^{\frac{q-1}{n}} \in \kappa(v)
$$

which is a $n^{\text {th }}$ root of 1 .
Proposition 1.5.7. [12] The (tame) Hasse symbol has the following properties for all $a, a^{\prime}, b, b^{\prime} \in K$ :

1. $\left(a a^{\prime}, b\right)_{n, v}=(a, b)_{n, v}\left(a^{\prime}, b\right)_{n, v}$
2. $\left(a, b b^{\prime}\right)_{n, v}=(a, b)_{n, v}\left(a, b^{\prime}\right)_{n, v}$
3. $(a, b)_{n, v}(b, a)_{n, v}=1$
4. $(a, b)_{n, v}=1$ if and only if a is a norm in $K(\sqrt[n]{b}) / K$ if and only if $(a, K(\sqrt[n]{b})$ / $K, \sigma)$ splits, where $\sigma$ generates $\operatorname{Gal}(K(\sqrt[n]{b}) / K)$.

We will make use of this result in Chapter 3 where we will need to determine if certain cyclic $K$-algebras are division $K$-algebras.

## Chapter 2

## Code Construction

In this chapter we give an algebraic construction of codes based on crossed product algebras that satisfy the properties mentioned in the Introduction. We then show that certain coding constraints can be linked to the study of complex ideal lattices. Finally we provide bounds on the performance of codes based on crossed product algebras.

### 2.1 Algebra Based Codes

Recall from the Introduction that there is an upper bound on the pairwise probability of error

$$
\mathbb{P}(\mathbf{X} \rightarrow \hat{\mathbf{X}}) \leq\left(\prod_{i=1}^{r} \lambda_{i}\right)^{-n_{r}} \cdot\left(\frac{E_{s}}{4 N_{0}}\right)^{-r n_{r}}
$$

In the case of full rank codes this can be rewritten as

$$
\mathbb{P}(\mathbf{X} \rightarrow \hat{\mathbf{X}}) \leq \frac{1}{|\operatorname{det}(\mathbf{X}-\hat{\mathbf{X}})|^{2 n_{r}}} \cdot\left(\frac{E_{s}}{4 N_{0}}\right)^{-r n_{r}}
$$

We know that in order to reduce the probability of error in our code we must look to maximise the minimum determinant

$$
\delta_{\min }(\mathcal{C})=\inf \left\{|\operatorname{det}(\mathbf{X}-\hat{\mathbf{X}})|^{2} \mid \mathbf{X} \neq \hat{\mathbf{X}} \in \mathcal{C}\right\}
$$

This section will explain how we can go some way to achieving this by ensuring that the minimum determinant of our code is bounded away from zero.

Obviously the first step in this process is to ensure that $\delta_{\min }(\mathcal{C}) \neq 0$. Recall from Definition 1.3.8 that for every central simple $K$-algebra $A$ there exists a field $L / K$
such that $A \otimes_{K} L \simeq M_{n}(L)$. We then have an injective $K$-algebra homomorphism

$$
\begin{equation*}
\phi: A \hookrightarrow M_{n}(L) \subset M_{n}(\mathbb{C}) . \tag{2.1}
\end{equation*}
$$

Proposition 2.1.1. Let $\phi$ be as in Equation 2.1. If $A$ is a division $K$-algebra, then $\phi$ will map $A$ to a division subring of $M_{n}(L) \subset M_{n}(\mathbb{C})$.

Proof. Clear, since $\phi$ is a ring homomorphism.
The above result provides us with a way to ensure that $\delta_{\min }(\mathcal{C}) \neq 0$. We now need to give an explicit description of the injection $\phi$.

Let $A$ be a central simple $K$-algebra and assume that $A$ has a maximal commutative subfield $L$. Therefore $A$ is a right $L$-vector space. Recall the structure of a right $L$-vector space on $\operatorname{End}_{L}(A)$ is defined by

$$
\operatorname{End}_{L}(A) \times L \rightarrow \operatorname{End}_{L}(A), \quad(u, \lambda) \mapsto u \lambda
$$

where

$$
(u \lambda)(z)=u(z) \lambda, \text { for all } z \in A .
$$

We define for all $a \in A$ an endomorphism $l_{a}$ on $A$ by

$$
l_{a}: A \rightarrow A, \quad z \mapsto a z .
$$

To see that this is an endomorphism note that for all $z, z^{\prime} \in A$ we have

$$
l_{a}\left(z+z^{\prime}\right)=a\left(z+z^{\prime}\right)=a z+a z^{\prime}=l_{a}(z)+l_{a}\left(z^{\prime}\right)
$$

Furthermore for all $\lambda \in L$ we have

$$
l_{a}(z \lambda)=a(z \lambda)=l_{a}(z) \lambda=\left(l_{a} \lambda\right)(z) .
$$

Proposition 2.1.2. The map

$$
\phi: A \rightarrow \operatorname{End}_{L}(A), \quad a \mapsto l_{a}
$$

is an injective $K$-algebra homomorphism.
Proof. We need to check that $\phi\left(a+a^{\prime}\right)(z)=\phi(a)(z)+\phi\left(a^{\prime}\right)(z), \phi\left(a a^{\prime}\right)(z)=$ $\left(\phi(a) \circ \phi\left(a^{\prime}\right)\right)(z)$ and $\phi(a k)(z)=\phi(a)(z) k$ for all $a, a^{\prime}, z \in A$ and $k \in K$. We
see that

$$
\begin{aligned}
l_{a+a^{\prime}}(z) & =\left(a+a^{\prime}\right)(z)=a z+a^{\prime} z=l_{a}(z)+l_{a^{\prime}}(z) \\
l_{a a^{\prime}}(z) & =\left(a a^{\prime}\right)(z)=l_{a}\left(a^{\prime} z\right)=\left(l_{a} \circ l_{a^{\prime}}\right)(z) \\
l_{a k}(z) & =(a k)(z)=a(k z)=a(z) k=l_{a}(z) k
\end{aligned}
$$

Now since $A$ is simple we see that $\operatorname{ker}(\phi)=(0)$ or $A$. However $\phi(1)=1$ so $\operatorname{ker}(\phi)=(0)$ and hence $\phi$ is injective.

Now $n=\operatorname{dim}_{L}(A)=\operatorname{dim}_{K}(A) /[L: K][10]$ and we choose an $L$-basis $\left\{u_{1}, \ldots, u_{n}\right\}$ of $A$. We define $M_{a}$ to be the matrix of left multiplication by $a$ in the chosen $L$-basis of $A$, i.e. $M_{a}=\left(m_{i j}\right)$ where $l_{a}\left(u_{i}\right)=\sum_{j=1}^{n} u_{j} m_{i j}$. Using this and the fact that $E n d_{L}(A) \simeq M_{n}(L)$, we now have an injective $K$-algebra homomorphism

$$
\varphi_{A, L}: A \hookrightarrow M_{n}(L), \quad a \mapsto M_{a} .
$$

By Proposition 2.1.1 we know that if $A$ is a division $K$-algebra then $\varphi_{A, L}$ will map $A$ to a division subring of $M_{n}(L)$. This then allows us to construct codes that are fully diverse.

We take our codebook $\mathcal{C}$ to be a (large) finite subset of

$$
\mathcal{C}_{A, L}:=\left\{\mathbf{X}=\varphi_{A, L}(a), a \in A\right\} .
$$

Let $\mathbf{X}^{\prime}, \mathbf{X}^{\prime \prime} \in \mathcal{C}$ where $\mathbf{X}^{\prime} \neq \mathbf{X}^{\prime \prime}$, so $\mathbf{X}^{\prime}=\varphi_{A, L}\left(a^{\prime}\right), \mathbf{X}^{\prime \prime}=\varphi_{A, L}\left(a^{\prime \prime}\right)$ for $a^{\prime} \neq$ $a^{\prime \prime} \in A$. If we consider the difference $\mathbf{X}^{\prime}-\mathbf{X}^{\prime \prime}$ we see that

$$
\mathbf{X}^{\prime}-\mathbf{X}^{\prime \prime}=\varphi_{A, L}\left(a^{\prime}\right)-\varphi_{A, L}\left(a^{\prime \prime}\right)=\varphi_{A, L}\left(a^{\prime}-a^{\prime \prime}\right) .
$$

However $a^{\prime} \neq a^{\prime \prime}$ and $A$ is a division $K$-algebra, therefore $a^{\prime}-a^{\prime \prime}$ is a unit of $A$. We then see that $\varphi_{A, L}\left(a^{\prime}-a^{\prime \prime}\right)=\mathbf{X}^{\prime}-\mathbf{X}^{\prime \prime}$ is a unit in $M_{n}(L) \subset M_{n}(\mathbb{C})$, since $\varphi_{A, L}$ is also a ring homomorphism. Therefore this choice of codebook $\mathcal{C}$ ensures that our code is fully diverse. This method of using division algebras to achieve fully diverse codes was first described in [34].

We now introduce an important concept in coding theory that will reinforce our interest in division algebras. The rate of a code measures how much useful information is sent by the code. More specifically the rate is the ratio of the number of information symbols sent and the total number of coefficients sent. It is clear
that codes with higher rates can be beneficial as they are able to transmit a higher number of information symbols in a given time.

Assume that $A$ is a simple $K$-algebra and that $L$ is a finite extension of $K$ that is also a $K$-subalgebra of $A$ with $\operatorname{dim}_{L}(A)=r$. Consider a code $\mathcal{C} \subset \mathcal{C}_{A, L}$. The information symbols that we would like to transmit are elements of $K$ that define elements of $A$. Any element $a \in A$ can therefore represent $\operatorname{dim}_{K}(A)$ information symbols. Now since the elements of $\mathcal{C}$ belong to $M_{r}(\mathbb{C})$ the total number of coefficients sent will be equal to $r^{2}$. Hence the rate of a code $\mathcal{C} \subset \mathcal{C}_{A, L}$ is

$$
\begin{equation*}
R=\frac{\operatorname{dim}_{K}(A)}{r^{2}} \tag{2.2}
\end{equation*}
$$

However $\operatorname{dim}_{K}(A)=\operatorname{dim}_{L}(A) \cdot[L: K]=r \cdot[L: K]$, so Equation 2.2 can be rewritten as

$$
R=\frac{[L: K]^{2}}{\operatorname{dim}_{K}(A)}
$$

Therefore to have a code with a higher rate we need to choose an extension $L / K$ such that $[L: K]$ is as large as possible. By Proposition 1.3.11 if $A$ is a central simple $K$-algebra then $[L: K] \leq \operatorname{deg}(A)$. Furthermore, if $A$ is also a division $K$-algebra then by Theorem 1.3.13 we can choose $L$ to be a maximal commutative subfield of $A$. Then the rate of our code is $R=1$, which is the maximum possible value in this case.

We have now shown how to choose a codebook $\mathcal{C}$ so that $\delta_{\min }(\mathcal{C}) \neq 0$. However another problem we must consider is that since our codebook could contain a large number of elements, $\delta_{\min }(\mathcal{C})$ could be very close to zero because $\mathcal{C}_{A, L}$ could contain matrices of arbitrarily small determinant. We therefore look to ensure that $\delta_{\min }\left(\mathcal{C}_{A, L}\right)$ is bounded below by a positive constant. Such a codebook $\mathcal{C}_{A, L}$ is said to have non-vanishing minimum determinant [2]. In order to achieve a non-vanishing determinant we choose our elements $a \in A$ to be from an order $\Gamma$ of $A$, which ensures the determinants are discrete.

This is where number fields come into play. Let $K$ be a number field, $A$ a central simple division $K$-algebra and $L$ a maximal commutative subfield of $A$. For an $L$-basis $\left\{u_{1}, \ldots, u_{n}\right\}$ of $A$ and any ideal $I \subseteq \mathcal{O}_{L}$ set

$$
\Gamma_{A, I}=\bigoplus_{i=1}^{n} u_{i} I
$$

and

$$
\mathcal{C}_{A, I}=\left\{M_{a} \mid a \in \Gamma_{A, I}\right\} .
$$

Since $\Gamma_{A, I}$ and $\mathcal{C}_{A, I}$ are additive groups we then have

$$
\delta_{\min }\left(\mathcal{C}_{A, I}\right)=\inf \left\{\left|\operatorname{det}\left(M_{a}\right)\right|^{2} \mid a \in \Gamma_{A, I}, a \neq 0\right\} .
$$

Furthermore if we take our codebook $\mathcal{C}$ to be a finite subset of $\mathcal{C}_{A, I}$ we see that $\delta_{\text {min }}(\mathcal{C}) \geq \delta_{\text {min }}\left(\mathcal{C}_{A, I}\right)$.

We would now like to give a few more details on the transmission scheme, in order to justify our interest in number fields. In order to transmit our information symbols we need to transform them into a signal that is suitable for transmission through the channel. This process is known as modulation and is carried out by a modulator. The act of extracting the original information from a modulated carrier wave is called demodulation. This channel model is given in Figure 2.1.


Figure 2.1: Transmission Scheme with Modulation

There are various modulation methods available, however in this thesis we will concentrate on $q$-QAM and $q$-HEX constellations. A constellation diagram is a graphical representation that makes it easier to visualise signals using complex modulation techniques.

Quadrature Amplitude Modulation (QAM) is a technique that transmits information by changing both the amplitude and the phase of the carrier wave. A $q$-QAM constellation can be seen as a subset of the Gaussian integers $\mathbb{Z}[i][11]$. It is well known that $\mathbb{Z}[i]$ is the ring of integers of the number field $\mathbb{Q}(\sqrt{-1})$. Three particular $q$-QAM constellations that we will consider are $q=4,16$ and 64 . The constellation diagrams for $q=4$ and 16 are given in Figure 2.2.


Figure 2.2: 4-QAM and 16-QAM Constellations

Hexadecimal constellations ( $q$-HEX) are finite subsets of the hexagonal lattice $A_{2}$ with generator matrix

$$
\left(\begin{array}{cc}
1 & 0 \\
1 / 2 & \sqrt{3} / 2
\end{array}\right)
$$

The lattice $A_{2}$ is the densest lattice in dimension 2. Furthermore a $q$-HEX constellation can be seen as a subset of the Eisenstein integers $\mathbb{Z}[j][11]$, where $j$ is a primitive third root of unity. It is well known that $\mathbb{Z}[j]$ is the ring of integers of the number field $\mathbb{Q}(\sqrt{-3})$. Three particular $q$-HEX constellations that we will consider are $q=4,8$ and 16 . The best hexagonal constellations for these sizes are presented in Figure 2.3.


Figure 2.3: 4-HEX, 8-HEX and 16-HEX Constellations

Proposition 2.1.3. Let $K=\mathbb{Q}(\sqrt{-z})$ for some $z \in \mathbb{Z}^{+}$. Let $A$ be a central simple division $K$-algebra with maximal commutative subfield L. Let I be an ideal of $\mathcal{O}_{L}$. Then there exists a positive integer $c$ such that

$$
\delta_{\min }(\mathcal{C}) \geq \frac{1}{c}
$$

for all codebooks $\mathcal{C} \subseteq \mathcal{C}_{A, I}$.
Proof. Recall that $\Gamma_{A, I}:=\bigoplus_{i=1}^{n} u_{i} I$ for an $L$-basis $\left\{u_{1}, \ldots, u_{n}\right\}$ of $A$ and for any $a \in \Gamma_{A, I}$ we have $M_{a} \in M_{n}(L)$. Since every element of $L$ may be written in the form $\alpha / \beta$ with $\alpha \in \mathcal{O}_{L}$ and $\beta \in \mathbb{Z}$, the set

$$
\left\{m \in \mathbb{Z} \mid m M_{u_{i}} \in M_{n}\left(\mathcal{O}_{L}\right), \text { for } i=1, \ldots, n\right\}
$$

is a non-zero ideal of $\mathbb{Z}$ and is therefore generated by a unique positive integer $r \geq 1$. Hence for any $a=u_{1} a_{1}+\cdots+u_{n} a_{a} \in \Gamma_{A, I}$, we have

$$
r M_{a}=r M_{u_{1}} a_{1}+\cdots+r M_{u_{n}} a_{n} \in M_{n}\left(\mathcal{O}_{L}\right)
$$

Now $\operatorname{det}\left(M_{a}\right)$ is the reduced norm of a and hence lies in $K$ [10]. Therefore $\operatorname{det}\left(r M_{a}\right)=r^{n} \operatorname{det}\left(M_{a}\right) \in \mathcal{O}_{L} \cap K=\mathcal{O}_{K}$ and we obtain that

$$
\operatorname{det}\left(M_{a}\right) \in \frac{1}{r^{n}} \mathcal{O}_{K}
$$

Hence for all $a \in \Gamma_{A, I}$, there exists $x \in \mathcal{O}_{K}$ such that

$$
\operatorname{det}\left(M_{a}\right)=\frac{x}{r^{n}}
$$

Now $|x|^{2}=x \bar{x} \in \mathcal{O}_{K}$ and the assumption that $K$ is a totally imaginary quadratic number field implies that $|x|^{2} \in \mathcal{O}_{K} \cap \mathbb{R}=\mathbb{Z}$. Therefore

$$
\left|\operatorname{det}\left(M_{a}\right)\right|^{2}=\frac{|x|^{2}}{|r|^{2 n}} \in \frac{1}{r^{2 n}} \mathbb{Z}, \text { for all } a \in \Gamma_{A, I}
$$

If we set $c=r^{2 n}$ we can then conclude that

$$
\delta_{\min }(\mathcal{C}) \geq \delta_{\min }\left(\mathcal{C}_{A, I}\right) \geq \frac{1}{c}
$$

We have therefore described a way to ensure that $\delta_{\min }(\mathcal{C})$ is not too close to zero. As mentioned above, in the sequel we will often assume that $K=\mathbb{Q}(i)$ or $K=\mathbb{Q}(j) \simeq \mathbb{Q}(\sqrt{-3})$. These two fields have the nice property that $\mathcal{O}_{K}$ is a PID and therefore any ideal $I \subset \mathcal{O}_{L}$ has an $\mathcal{O}_{K}$-basis $\omega_{1}, \ldots, \omega_{n}$.

We end this section with a brief description of a coding constraint called the energy constraint. Briefly this states that we should not increase the energy used in our system by encoding the information symbols.

Consider $\mathbf{X} \in \mathcal{C}$, which is a matrix representing some encoded information. Specifically we have

$$
\mathbf{X}=M_{a}, a=e_{1} a_{1}+\cdots e_{n} a_{n}, a_{i} \in I
$$

and the original information that is transmitted is represented by the elements $a_{i j} \in \mathcal{O}_{K}$ given by

$$
a_{i}=\sum_{j=1}^{n} a_{i j} w_{j}, i=1, \ldots, n
$$

The energy cost of transmitting the $n^{2}$ original information symbols is given by the sum

$$
\sum_{i, j}\left|a_{i j}\right|^{2}
$$

Similarly the energy cost of transmitting the $n^{2}$ encoded symbols, where $\mathbf{X}=$ $\left(x_{i j}\right)_{i, j}$, is given by

$$
\sum_{i, j}\left|x_{i j}\right|^{2}
$$

Therefore to satisfy the energy constraint we require that

$$
\sum_{i, j}\left|a_{i j}\right|^{2}=\sum_{i, j}\left|x_{i j}\right|^{2}
$$

In the next section we will consider a certain class of codes that employ crossed product algebras. The energy constraint will be looked at in detail with respect to these codes.

### 2.2 Codes Based on Crossed Product Algebras

In [37] the authors present constructions for codes based on crossed product algebras. Recall from Section 1.4 that a crossed product algebra is a central simple $K$-algebra
$A$ such that $A=(\xi, L / K, G)=\bigoplus e_{\sigma} L$, where $\xi \in Z^{2}\left(G, L^{\times}\right)$and $A$ satisfies the following multiplication formulae:

$$
\begin{aligned}
\lambda e_{\sigma} & =e_{\sigma} \lambda^{\sigma} \\
e_{\sigma} e_{\tau} & =e_{\sigma \tau} \xi_{\sigma, \tau} \\
\left(\sum_{\sigma \in G} e_{\sigma} \lambda_{\sigma}\right)\left(\sum_{\tau \in G} e_{\tau} \lambda_{\tau}^{\prime}\right) & =\sum_{\sigma, \tau \in G} e_{\sigma \tau} \xi_{\sigma, \tau} \lambda_{\sigma}^{\tau} \lambda_{\tau}^{\prime} .
\end{aligned}
$$

Following the method of the previous section let us compute the matrix of left multiplication $M_{a}$. An element $a \in A$ is of the form $a=\sum_{\sigma \in G} e_{\sigma} a_{\sigma}$. We compute the multiplication for an arbitrary basis element $e_{\tau}$ :

$$
\begin{aligned}
a e_{\tau} & =\sum_{\sigma \in G} e_{\sigma} a_{\sigma} e_{\tau} \\
& =\sum_{\sigma \in G} e_{\sigma} e_{\tau} a_{\sigma}^{\tau} \\
& =\sum_{\sigma \in G} e_{\sigma \tau} \xi_{\sigma, \tau} a_{\sigma}^{\tau} \\
& =\sum_{\rho \in G} e_{\rho} \xi_{\rho \tau^{-1}, \tau^{\prime}} a_{\rho \tau^{-1}}^{\tau} .
\end{aligned}
$$

We may now see that

$$
\begin{equation*}
\left(M_{a}\right)_{\rho, \tau}=\xi_{\rho \tau^{-1}, \tau} a_{\rho \tau^{-1}}^{\tau} . \tag{2.3}
\end{equation*}
$$

To see this more clearly let $G=\left\{\sigma_{0}=\mathrm{Id}, \sigma_{1}, \ldots, \sigma_{n-1}\right\}$. Then

$$
M_{a}=\left(\begin{array}{cccc}
a_{\mathrm{Id}} & \xi_{\sigma_{1}^{-1}, \sigma_{1}} a_{\sigma_{1}^{-1}}^{\sigma_{1}} & \ldots & \xi_{\sigma_{n-1}^{-1}, \sigma_{n-1}} a_{\sigma_{n-1}^{-1}}^{\sigma_{n-1}} \\
a_{\sigma_{1}} & a_{\mathrm{Id}}^{\sigma_{1}} & \ldots & \xi_{\sigma_{1} \sigma_{n-1}^{-1}, \sigma_{n-1}} a_{\sigma_{1} \sigma_{n-1}^{-1}}^{\sigma_{n-1}^{-1}} \\
\vdots & \vdots & \ddots & \vdots \\
a_{\sigma_{n-1}} & \xi_{\sigma_{n-1} \sigma_{1}^{-1}, \sigma_{1}} a_{\sigma_{n-1} \sigma_{1}^{-1}}^{\sigma_{1}} & \cdots & a_{\mathrm{Id}}^{\sigma_{n-1}}
\end{array}\right)
$$

Now let $I$ be an ideal of $\mathcal{O}_{L}$ and assume that $\mathcal{O}_{K}$ is a PID so that $I$ has an $\mathcal{O}_{K}$-basis $\left(\omega_{\sigma}\right)_{\sigma \in G}$. Our $n^{2}$ original symbols denoted $a_{\sigma, \tau}$ for $\sigma, \tau \in G$ are encoded as the matrix $M_{a} \in \mathcal{C}_{A, I}$ with

$$
\begin{equation*}
a=\sum_{\sigma \in G} e_{\sigma}\left(\sum_{\tau \in G} a_{\sigma, \tau} \omega_{\tau}\right) . \tag{2.4}
\end{equation*}
$$

Proposition 2.2.1. If we encode our information as described above, then the energy constraint is satisfied if and only if the following two conditions are satisfied:

1. $\left|\xi_{\sigma, \tau}\right|^{2}=1$ for all $\sigma, \tau \in G$.
2. The matrix $W=\left(\omega_{\tau}^{\sigma}\right)_{\sigma, \tau}$ is unitary.

Proof. We require that

$$
\sum_{\sigma, \tau}\left|a_{\sigma, \tau}\right|^{2}=\sum_{\sigma, \tau}\left|\xi_{\sigma \tau^{-1}, \tau} a_{\sigma \tau^{-1}}^{\tau}\right|^{2}=\sum_{\sigma, \tau}\left|\xi_{\sigma, \tau} a_{\sigma}^{\tau}\right|^{2}
$$

for all $a_{\sigma, \tau} \in \mathcal{O}_{K}$.
Consider the column vectors

$$
X_{\sigma}=\left(\xi_{\sigma, \rho} a_{\sigma}^{\rho}\right)_{\rho \in G}, A_{\sigma}=\left(a_{\sigma, \rho}\right)_{\rho \in G} \in L^{n}
$$

Let $D_{\sigma} \in M_{n}(L)$ be the diagonal matrix, with non-zero entry in column $\rho$ given by $\xi_{\sigma, \rho}$. Now

$$
\xi_{\sigma, \tau} a_{\sigma}^{\tau}=\sum_{\rho \in G} \xi_{\sigma, \tau} a_{\sigma, \rho}^{\tau} \omega_{\rho}^{\tau}=\sum_{\rho \in G} \xi_{\sigma, \tau} a_{\sigma, \rho} \omega_{\rho}^{\tau}
$$

since $a_{\sigma, \rho} \in K$ for $\sigma, \rho \in G$. Furthermore for $W=\left(\omega_{\rho}^{\tau}\right)_{\tau, \rho}$, we have $D_{\sigma} W=$ $\left(\xi_{\sigma, \tau} \omega_{\rho}^{\tau}\right)_{\tau, \rho}$ and therefore

$$
X_{\sigma}=D_{\sigma} \cdot W \cdot A_{\sigma} \text { for all } \sigma \in G
$$

We now define the following block column vectors

$$
\mathbf{x}=\left(\begin{array}{c}
\vdots \\
X_{\sigma} \\
\vdots
\end{array}\right), \mathbf{a}=\left(\begin{array}{c}
\vdots \\
A_{\sigma} \\
\vdots
\end{array}\right)
$$

and block diagonal matrix

$$
M=\left(\begin{array}{ccc}
\ddots & & \\
& D_{\sigma} W & \\
& & \ddots
\end{array}\right)
$$

We then have $\mathbf{x}=M \cdot \mathbf{a}$. Now $\mathbf{x}$ is just a vector of all the entries of $M_{a}$ and similarly $\mathbf{a}$ is just a vector of all the information symbols. Therefore $\sum_{\sigma, \tau}\left|\xi_{\sigma, \tau} a_{\sigma}^{\tau}\right|^{2}=$
$\overline{\mathbf{x}}^{t} \cdot \mathbf{x}=\overline{(M \mathbf{a})}^{t} \cdot(M \mathbf{a})$. Hence satisfying the energy constraint is equivalent to asking that $M$ is a unitary matrix. This in turn is equivalent to $D_{\sigma} W$ being unitary for all $\sigma \in G$.

Now if $M$ is a unitary matrix then $W$ must be a unitary matrix since $D_{\mathrm{Id}}=I_{n}$. This then implies that $D_{\sigma}$ must be unitary for all $\sigma \in G$ since $\left(D_{\sigma} W\right) \cdot{\overline{\left(D_{\sigma} W\right)}}^{t}=$ $D_{\sigma} W \bar{W}^{t} \bar{D}_{\sigma}^{t}$, which is equivalent to condition (1) above by the definition of $D_{\sigma}$. Conversely if conditions (1) and (2) hold then $D_{\sigma} W$ is a product of unitary matrices and hence is unitary, for all $\sigma \in G$.

We now have two criteria that allow us to construct codes from crossed product algebras that satisfy the energy constraint. However, in reality finding an $\mathcal{O}_{K}$-basis of $\mathcal{O}_{L}$ satisfying Condition 2 of Proposition 2.2.1 is a difficult problem. Therefore we make the extra assumption that complex conjugation commutes with every element of $\operatorname{Gal}(L / K)$. This assumption then allows us to make use of the theory of ideal lattices in our constructions. To see this note that if we assume $G a l(L / K)$ commutes with complex conjugation, then $\bar{W}^{t} W=\left(\operatorname{Tr}_{L / K}\left(\bar{\omega}_{\sigma} \omega_{\tau}\right)\right)_{\sigma, \tau}$ and hence $W$ is a generator matrix of the hermitian $\mathcal{O}_{K}$-lattice $(I, h)$, where $h(x, y)=\operatorname{Tr}_{L / K}(\bar{x} y)$. Therefore Condition 2 of Proposition 2.2.1 is satisfied if and only if the lattice $(I, h)$ is isomorphic to the cubic lattice.

### 2.3 Complex Ideal Lattices

The aim of this section is to introduce a few basic definitions on ideal lattices and develop some results that will allow us to construct codes from crossed product algebras that satisfy the conditions of Proposition 2.2.1.

Now by the remark at the end of Section 2.2 we need to find a hermitian $\mathcal{O}_{K}$-lattice $(I, h)$ with hermitian form:

$$
h: I \times I \rightarrow \mathcal{O}_{K}, \quad(x, y) \mapsto \operatorname{Tr}_{L / K}(\bar{x} y)
$$

that is isomorphic to the cubic lattice. In order to give ourselves more chances of finding such a lattice, we introduce a scaling element $\lambda \in L$ and consider hermitian $\mathcal{O}_{K}$-lattices $\left(I, h_{\lambda, I}\right)$ where $h_{\lambda, I}(x, y)=\operatorname{Tr}_{L / K}(\lambda \bar{x} y)$. However it is clear that such a $\lambda$ will need to be chosen carefully. Since $G a l(L / K)$ commutes with complex conjugation, we take $\lambda$ such that $\lambda=\bar{\lambda}$ so that $h_{\lambda, I}$ is a hermitian form. We now need to consider under what circumstances $h_{\lambda, I}(x, y) \in \mathcal{O}_{K}$.

Proposition 2.3.1. Let $\mathcal{O}_{K}$ be a PID and $L / K$ a finite extension of number fields where $L$ is closed under the action of ${ }^{-}$. Let $\lambda \in L^{\times}$such that $\bar{\lambda}=\lambda$ and I be an ideal of $\mathcal{O}_{L}$. Then $\operatorname{Tr}_{L / K}(\lambda \bar{x} y) \in \mathcal{O}_{K}$ for all $x, y \in I$ if and only if $\lambda \bar{I} I \subseteq \mathcal{D}_{L / K}^{-1}$. Proof. Assume that $\lambda \bar{I} I \subseteq \mathcal{D}_{L / K}^{-1}$. Then $\operatorname{Tr}_{L / K}\left(\lambda \bar{x} y \mathcal{O}_{L}\right) \subseteq \mathcal{O}_{K}$ for all $x, y \in I$ and $m \in \mathcal{O}_{L}$. Hence $\operatorname{Tr}_{L / K}(\lambda \bar{x} y) \in \mathcal{O}_{K}$ for all $x, y \in I$ since $\mathcal{O}_{L}$ contains 1. Conversely let $\operatorname{Tr}_{L / K}(\lambda \bar{x} y) \in \mathcal{O}_{K}$ for all $x, y \in I$. Now $\bar{I} I$ is additively generated by elements of the form $\bar{x} y, x, y \in I$. Hence $\operatorname{Tr}_{L / K}\left(\lambda \bar{I} I \mathcal{O}_{L}\right) \subset \mathcal{O}_{K}$ so $\lambda \bar{I} I \subseteq \mathcal{D}_{L / K}^{-1}$.

By the assumption that $\mathcal{O}_{K}$ is a PID, every ideal $I$ of $\mathcal{O}_{L}$ is a free $\mathcal{O}_{K}$-module of rank $n=[L: K]$. In particular, the following definition makes sense:

Definition 2.3.2. Let $K$ be a totally imaginary quadratic field and let $L, \lambda$ and $I$ be as in Proposition 2.3.1 and assume $\lambda \bar{I} I \subseteq \mathcal{D}_{L / K}^{-1}$. A complex ideal lattice on $L / K$ is a hermitian $\mathcal{O}_{K}$-lattice $\left(I, h_{\lambda, I}\right)$, where

$$
h_{\lambda, I}: I \times I \rightarrow \mathcal{O}_{K}, \quad(x, y) \mapsto \operatorname{Tr}_{L / K}(\lambda \bar{x} y) \in \mathcal{O}_{K}, \quad \forall x, y \in I
$$

Hence we need to search for complex ideal lattices $\left(I, h_{\lambda, I}\right)$ that are isomorphic to the cubic lattice. As an aside we now introduce the relative discriminant of an extension $L / K$. In Section 2.4 we will show that this is closely linked to the minimum determinant of our codes.

Definition 2.3.3. Let $\left(\mathcal{O}_{L}, h\right)$ be the hermitian $\mathcal{O}_{K}$-lattice, $h(x, y)=\operatorname{Tr}_{L / K}(\bar{x} y)$. We define the relative discriminant $\mathbf{d}_{\mathbf{L} / \mathbf{K}}$ as $d_{L / K}=\left|\operatorname{det}\left(\mathcal{O}_{L}, h\right)\right|$, that is the absolute value of the determinant of $\left(\operatorname{Tr}_{L / K}\left(\bar{\omega}_{i} \omega_{j}\right)\right)_{i, j}$, where $\omega_{1}, \ldots, \omega_{n}$ is an $\mathcal{O}_{K}$-basis of $\mathcal{O}_{L}$.

Recall how we distinguish between notation that we use for the norm of an ideal. We define $\mathrm{N}_{L / \mathbb{Q}}(I):=\left|\mathcal{O}_{L} / I\right|$ and $\mathcal{N}_{L / \mathbb{Q}}(I):=\mathrm{N}_{L / \mathbb{Q}}(I) \mathbb{Z}$, i.e. the ideal generated by the integer $\mathrm{N}_{L / \mathbb{Q}}(I)$.

Lemma 2.3.4. We have $\mathrm{N}_{L / \mathbb{Q}}\left(\mathcal{D}_{L / K}\right)=\left(d_{L / K}\right)^{2}$.
Proof. Let $\operatorname{Aut}(L / K)=\sigma_{1}, \ldots, \sigma_{n}$. Define the matrix $M$ as

$$
M:=\left(\begin{array}{ccc}
\omega_{1}^{\sigma_{1}} & \ldots & \omega_{n}^{\sigma_{1}} \\
\vdots & \ddots & \vdots \\
\omega_{1}^{\sigma_{n}} & \ldots & \omega_{n}^{\sigma_{n}}
\end{array}\right)
$$

We then have $d_{L / K}=\left|\operatorname{det}\left(\bar{M}^{t} M\right)\right|=\overline{\operatorname{det}(M)} \cdot \operatorname{det}(M)$.
Now let $d$ be any generator of the (principal) ideal $\mathfrak{d}_{L / K}=\mathcal{N}_{L / K}\left(\mathcal{D}_{L / K}\right)$, then $d=\operatorname{det}\left(\operatorname{Tr}_{L / K}\left(\omega_{i} \omega_{j}\right)\right)=(\operatorname{det}(M))^{2}$. Therefore

$$
\mathrm{N}_{L / \mathbb{Q}}\left(\mathcal{D}_{L / K}\right)=\mathrm{N}_{K / \mathbb{Q}}\left(\mathcal{N}_{L / K}\left(\mathcal{D}_{L / K}\right)\right)={\overline{(\operatorname{det}(M)})^{2}}^{2} \cdot(\operatorname{det}(M))^{2} .
$$

Hence $\mathrm{N}_{L / \mathbb{Q}}\left(\mathcal{D}_{L / K}\right)=\left(d_{L / K}\right)^{2}$.
Proposition 2.3.5. Let $K \subset L \subset M$ be a tower of fields. Then

$$
\left(d_{M / K}\right)^{2}=\mathrm{N}_{L / \mathbb{Q}}\left(\mathfrak{d}_{M / L}\right) \cdot\left(d_{L / K}\right)^{2 \cdot[M: L]} .
$$

Proof. By Lemma 2.3.4 $\left(d_{M / K}\right)^{2}=\mathrm{N}_{K / \mathbb{Q}}\left(\mathfrak{d}_{M / K}\right)$ and by the tower of discriminants formula we know that $\mathfrak{d}_{M / K}=\mathcal{N}_{L / K}\left(\mathfrak{d}_{M / L}\right) \cdot \mathfrak{d}_{L / K}^{[M: L]}$. Putting this into our equation we get

$$
\left(d_{M / K}\right)^{2}=\mathrm{N}_{L / \mathbb{Q}}\left(\mathfrak{d}_{M / L}\right) \cdot \mathrm{N}_{K / \mathbb{Q}}\left(\mathfrak{d}_{L / K}\right)^{[M: L]} .
$$

To complete the proof we note that $\left(d_{L / K}\right)^{2}=\mathrm{N}_{K / \mathbb{Q}}\left(\mathfrak{d}_{L / K}\right)$ by Lemma 2.3.4.
We now return to our task of finding lattices $\left(I, h_{\lambda, I}\right)$ that are isomorphic to the cubic lattice. The cubic lattice is a positive definite lattice with determinant equal to 1, we therefore consider the determinant of $\left(I, h_{\lambda, I}\right)$. For the rest of this section we fix a Galois extension $L / K$ such that $\bar{L}=L$.

Proposition 2.3.6. Let $\left(I, h_{\lambda, I}\right)$ be a complex ideal lattice on $L / K$. Then

$$
\operatorname{det}\left(I, h_{\lambda, I}\right)=\mathrm{N}_{L / K}(\lambda) \mathrm{N}_{L / \mathbb{Q}}(I) d_{L / K} .
$$

Proof. Since $\mathcal{O}_{K}$ is a PID and $I$ is an ideal of $\mathcal{O}_{L}$, it is a free $\mathcal{O}_{K}$-submodule of $\mathcal{O}_{L}$ and there exists an $\mathcal{O}_{K}$-basis $\omega_{1}, \ldots, \omega_{n}$ of $\mathcal{O}_{L}$ and elements $q_{1}, \ldots, q_{n} \in \mathcal{O}_{K}$, such that $q_{1} \omega_{1}, \ldots, q_{n} \omega_{n}$ is an $\mathcal{O}_{K}$-basis for $I$ [40].

Now $\operatorname{det}\left(I, h_{\lambda, I}\right)$ is by definition the determinant of the matrix

$$
H:=\left(h_{\lambda, I}\left(q_{i} \omega_{i}, q_{j} \omega_{j}\right)\right)_{i, j}
$$

that is

$$
H=\left(\begin{array}{ccc}
\operatorname{Tr}_{L / K}\left(\lambda \overline{q_{1} w_{1}} q_{1} w_{1}\right) & \ldots & \operatorname{Tr}_{L / K}\left(\lambda \overline{q_{n} w_{n}} q_{1} w_{1}\right) \\
\vdots & \ddots & \vdots \\
\operatorname{Tr}_{L / K}\left(\lambda \overline{\left.q_{1} w_{1} q_{n} w_{n}\right)}\right. & \ldots & \operatorname{Tr}_{L / K}\left(\lambda \overline{\bar{q}_{n} w_{n}} q_{n} w_{n}\right)
\end{array}\right) .
$$

Define $\mathcal{L}$ as the diagonal matrix

$$
\mathcal{L}=\left(\begin{array}{ccc}
\lambda^{\sigma_{1}} & & \\
& \ddots & \\
& & \lambda^{\sigma_{n}}
\end{array}\right)
$$

With $M$ defined as in the proof of Lemma 2.3.4 we may then compute that

$$
\operatorname{det}\left(I, h_{\lambda, I}\right)=\operatorname{det}(H)=\operatorname{det}\left(\bar{M}^{t} \cdot \mathcal{L} \cdot M\right) \cdot \overline{q_{1}} \cdots \overline{q_{n}} \cdot q_{1} \cdots q_{n}
$$

since $q_{j}^{\sigma_{i}}=q_{j}$, for all $i, j$. Now

$$
\operatorname{det}\left(\bar{M}^{t} \cdot M\right)=\overline{\operatorname{det}(M)} \operatorname{det}(M)=d_{L / K}
$$

by Lemma 2.3.4. Hence $\operatorname{det}\left(\bar{M}^{t} \cdot \mathcal{L} \cdot M\right)=d_{L / K} \cdot \mathrm{~N}_{L / K}(\lambda)$. To deal with the rest of our equation we first need to note that $\mathcal{O}_{L}=\bigoplus_{i=1}^{n} w_{i} \mathcal{O}_{K}$ and $I=\bigoplus_{i=1}^{n} q_{i} w_{i} \mathcal{O}_{K}$ [24]. We have an isomorphism of groups

$$
\mathcal{O}_{L} / I \cong w_{1} \mathcal{O}_{K} / q_{1} w_{1} \mathcal{O}_{K} \times \cdots \times w_{n} \mathcal{O}_{K} / q_{n} w_{n} \mathcal{O}_{K}
$$

so the order of $\mathcal{O}_{L} / I$ is equal to the product of the orders of the cyclic subgroups. Now $\left|\left(\omega_{i} \mathcal{O}_{K}\right) /\left(q_{i} \omega_{i} \mathcal{O}_{K}\right)\right|=\bar{q}_{i} \cdot q_{i}$, so we can see that

$$
\left|\mathcal{O}_{L} / I\right|=\mathrm{N}_{L / \mathbb{Q}}(I)=\bar{q}_{1} \cdots \bar{q}_{n} \cdot q_{1} \cdots q_{n} .
$$

Hence

$$
\operatorname{det}\left(I, h_{\lambda, I}\right)=\mathrm{N}_{L / K}(\lambda) \mathrm{N}_{L / \mathbb{Q}}(I) d_{L / K}
$$

Corollary 2.3.7. Let $\left(I, h_{\lambda, I}\right)$ be a positive definite complex ideal lattice. Then

$$
\operatorname{det}\left(I, h_{\lambda, I}\right)=1 \text { if and only if } \lambda \bar{I} I=\mathcal{D}_{L / K}^{-1}
$$

Proof. We know that $\lambda \bar{I} I \subseteq \mathcal{D}_{L / K}^{-1}$, therefore by Proposition 1.2 .21 we know they are equal if and only if $\mathrm{N}_{L / \mathbb{Q}}(\lambda \bar{I} I)=\mathrm{N}_{L / \mathbb{Q}}\left(\mathcal{D}_{L / K}^{-1}\right)$. By Lemma 2.3.4 we know $\mathrm{N}_{L / \mathbb{Q}}\left(\mathcal{D}_{L / K}^{-1}\right)=\left(1 / d_{L / K}\right)^{2}$ and since $G a l(L / K)$ commutes with ${ }^{-}$and $K / \mathbb{Q}$ is a totally imaginary quadratic extension, we have $\mathrm{N}_{L / \mathbb{Q}}(\bar{I})=\mathrm{N}_{L / \mathbb{Q}}(I)$. Therefore $\mathrm{N}_{L / \mathbb{Q}}(\lambda \bar{I} I)=\left(\mathrm{N}_{L / K}(\lambda) \mathrm{N}_{L / \mathbb{Q}}(I)\right)^{2}$ and we see that $\mathrm{N}_{L / \mathbb{Q}}(\lambda \bar{I} I)=$ $\mathrm{N}_{L / \mathbb{Q}}\left(\mathcal{D}_{L / K}^{-1}\right)$ if and only if $\mathrm{N}_{L / K}(\lambda) \mathrm{N}_{L / \mathbb{Q}}(I)= \pm d_{L / K}^{-1}$, which happens if and only if $\operatorname{det}\left(I, h_{\lambda, I}\right)= \pm 1$ by Proposition 2.3.6. Since our lattice is assumed to be positive definite, we see that $\lambda \bar{I} I=\mathcal{D}_{L / K}^{-1}$ if and only if $\operatorname{det}\left(I, h_{\lambda, I}\right)=1$.

### 2.3.1 The Signature

In this section we consider the restriction that our lattice must be positive definite. We will show that this property is linked to the signature of our hermitian $\mathcal{O}_{K^{-}}$ lattice. We then introduce the minimal distance of a hermitian $\mathcal{O}_{K}$-lattice and give a minimum bound on the minimal distance of our complex ideal lattice that is linked to the relative discriminant.

Consider a hermitian $\mathcal{O}_{K}$-lattice $(M, h)$. We can extend by scalars to get a hermitian form on $V=M \otimes_{\mathcal{O}_{K}} K$ over $K$, which by abuse of notation we will also call $h$. By considering $V$ as a $\mathbb{Q}$-vector space we get a quadratic form

$$
q_{h}: V \rightarrow \mathbb{Q}, \quad v \mapsto h(v, v) .
$$

It is well known that a hermitian form $h: V \times V \rightarrow K$ can be diagonalised, i.e.

$$
h \simeq<a_{1}, \ldots, a_{n}>, a_{i} \in \mathbb{Q}^{\times}
$$

Therefore, for $K=\mathbb{Q}(\sqrt{-z}), z \in \mathbb{Z}^{+}$we have

$$
q_{h} \simeq<1, z>\otimes<a_{1}, \ldots, a_{n}>.
$$

The signature of the quadratic form $q_{h}$ is equal to the difference of the number of positive entries and the number of negative entries in its diagonalisation. This is independent of the choice of diagonalisation.

Definition 2.3.8. The signature of a hermitian $\mathcal{O}_{K}$-lattice $(M, h)$ is defined as

$$
\operatorname{sign}((M, h))=\frac{1}{2} \operatorname{sign}\left(q_{h}\right) \in \mathbb{Z} .
$$

Notice that

$$
\operatorname{sign}(M, h)=\#\left\{i \mid a_{i}>0\right\}-\#\left\{i \mid a_{i}<0\right\}
$$

for any diagonalisation

$$
h \simeq<a_{1}, \ldots, a_{n}>, a_{i} \in \mathbb{Q}^{\times} .
$$

Consider an extension $E / \mathbb{Q}$. For each real embedding $\sigma: E \rightarrow \mathbb{R}$ of $E$, we define an ordering on $E$ extending the ordering on $\mathbb{Q}$ by $x \geq_{\sigma} 0$ if $\sigma(x) \geq 0$ for $x \in E$. Every ordering of $E$ extending the ordering of $\mathbb{Q}$ may be obtained this way. In the following, the notation $\langle\lambda>$ will denote the one-dimensional bilinear space with matrix $(\lambda)$.

Theorem 2.3.9. [33] Let $(K, P)$ be an ordered field and $L / K$ a finite extension. Then for every quadratic form $\phi$ over $L$

$$
\operatorname{sign}_{P}(\operatorname{Tr} \phi)=\sum_{R \supset P} \operatorname{sign}_{R}(\phi)
$$

where the sum is taken over all extensions $R$ of $P$. In particular, the number of extensions equals $\operatorname{sign}_{P}(\operatorname{Tr}<1>)$.

Proof. We can assume that $\phi=<\alpha>$, for some $\alpha \in L$. Let $F$ be a real closure of $(K, P)$ and $E=F(\sqrt{-1})$. Then

$$
\operatorname{sign}_{P}(\operatorname{Tr}<\alpha>)=\operatorname{sign}(\operatorname{Tr}<\alpha>)_{F}
$$

The underlying vector space of $\left(\operatorname{Tr}\langle\alpha>)_{F}\right.$ is

$$
L \otimes_{K} F=F \times \cdots \times F \times E \times \cdots \times E
$$

with $r$ factors $F$. This is an orthogonal decomposition. The factors $E$ are hyperbolic planes Each factor $F$ is positive or negative definite depending on whether $\alpha$ is positive or negative in the corresponding ordering and the extensions of $P$ correspond exactly to the factors $F$. This gives the result.

Proposition 2.3.10. Let $\left(I, h_{\lambda}\right)$ be a complex ideal lattice on $L / K$, and let $X(L)=$ $\operatorname{Hom}_{K}(L, \mathbb{C})$. Then we have

$$
\operatorname{sign}\left(I, h_{\lambda}\right)=\#\{\sigma \in X(L) \mid \sigma(\lambda)>0\}-\#\{\sigma \in X(L) \mid \sigma(\lambda)<0\}
$$

In particular, $\left(I, h_{\lambda}\right)$ is positive definite if and only if $\sigma(\lambda)>0$ for every $K$ embedding $\sigma: L \rightarrow \mathbb{C}$.

Proof. We define two quadratic forms $q_{\lambda, L_{0}}$ and $q_{\lambda, L}^{\prime}$ by

$$
q_{\lambda, L_{0}}: \begin{aligned}
L_{0} & \longrightarrow \mathbb{Q} \\
x & \longmapsto \operatorname{Tr}_{L_{0} / \mathbb{Q}}\left(\lambda x^{2}\right)
\end{aligned}
$$

and

$$
q_{\lambda, L}^{\prime}: \begin{aligned}
& L \longrightarrow \mathbb{Q} \\
& x \longmapsto \operatorname{Tr}_{L / \mathbb{Q}}(\lambda \bar{x} x)
\end{aligned}
$$

Since $\lambda \bar{x} x \in L_{0}$ for all $x \in L$, we have

$$
\operatorname{Tr}_{L / K}(\lambda \bar{x} x)=\operatorname{Tr}_{L_{0} / \mathbb{Q}}(\lambda \bar{x} x) \in \mathbb{Q}
$$

and therefore

$$
q_{h_{\lambda}}(x)=\operatorname{Tr}_{L / K}(\lambda \bar{x} x)=\frac{1}{2} \operatorname{Tr}_{L / \mathbb{Q}}(\lambda \bar{x} x)=\frac{1}{2} q_{\lambda, L}^{\prime}(x)
$$

for all $x \in L$. Hence, we have

$$
\operatorname{sign}\left(I, h_{\lambda}\right)=\frac{1}{2} \operatorname{sign}\left(q_{\lambda, L}^{\prime}\right) .
$$

It is straightforward to compute that

$$
q_{\lambda, L}^{\prime} \simeq<1, z>\otimes q_{\lambda, L_{0}},
$$

where $K=\mathbb{Q}(\sqrt{-z})$ and therefore

$$
\operatorname{sign}\left(I, h_{\lambda}\right)=\operatorname{sign}\left(q_{\lambda, L_{0}}\right) .
$$

Set $X^{\prime}\left(L_{0}\right)=\operatorname{Hom}_{\mathbb{Q}}\left(L_{0}, \mathbb{C}\right)$. By Theorem 2.3.9, we get

$$
\operatorname{sign}\left(I, h_{\lambda}\right)=\#\left\{\tau \in X^{\prime}\left(L_{0}\right) \mid \tau(\lambda)>0\right\}-\#\left\{\tau \in X^{\prime}\left(L_{0}\right) \mid \tau(\lambda)<0\right\} .
$$

Taking into account that every $K$-embedding of $L$ into $\mathbb{C}$ is extended from a $\mathbb{Q}$ embedding of $L_{0}$ into $\mathbb{C}$, we have the desired result.

We briefly return to our codebook $\delta_{\text {min }}\left(\mathcal{C}_{A, I}\right)$ and explain how the scaling element $\lambda$ affects the encoding. Recall from Equation 2.3 that we encode our $n^{2}$ information symbols as $\left(M_{a}\right)_{\rho, \tau}=\xi_{\rho \tau^{-1}, \tau} a_{\rho \tau^{-1}}^{\tau}$. However to give ourselves more chances to find the cubic lattice, we would like to include the scaling element $\lambda$. Denote by $D_{\lambda}$ the diagonal matrix with non-zero entries given by the real numbers $\sqrt{\lambda^{\tau}}, \tau \in G$. We now encode our $n^{2}$ information symbols into the matrix

$$
\begin{equation*}
M_{a} D_{\lambda}=\left(\sqrt{\lambda^{\tau}} \xi_{\rho \tau^{-1}, \tau} a_{\rho \tau^{-1}}^{\tau}\right)_{\rho, \tau} . \tag{2.5}
\end{equation*}
$$

It is straightforward to see that for this encoding we simply replace $W$ by $W_{\lambda}$ := $D_{\lambda} W$ in Proposition 2.2.1 and that ${\overline{W_{\lambda}}}^{t} W_{\lambda}=\left(\operatorname{Tr}_{L / K}\left(\lambda \bar{\omega}_{\sigma} \omega_{\tau}\right)\right)_{\sigma, \tau}$. We then set

$$
\begin{equation*}
\mathcal{C}_{A, \lambda, I}=\left\{M_{a} D_{\lambda} \mid a \in \Gamma_{A, I}\right\} . \tag{2.6}
\end{equation*}
$$

Now $\delta_{\text {min }}\left(\mathcal{C}_{A, \lambda, I}\right)=\mathrm{N}_{L / K}(\lambda) \cdot \delta_{\text {min }}\left(\mathcal{C}_{A, I}\right)$ and $\mathrm{N}_{L / K}(\lambda)$ is a positive real number. Hence $\delta_{\text {min }}\left(\mathcal{C}_{A, \lambda, I}\right)$ is bounded below by a positive constant as well. The rest of this section is concerned with providing a necessary condition for our lattice $\left(I, h_{\lambda, I}\right)$ to be isomorphic to the cubic lattice.

Let $(M, h)$ be a hermitian $\mathcal{O}_{K}$-lattice with $K$ a quadratic imaginary field. Then for any $x \in M$ we see that $h(x, x) \in \mathbb{Z}$.

Definition 2.3.11. Let $(M, h)$ be as above. The minimal distance of $(M, h)$ is defined as

$$
d(M, h)=\min _{x \in M \backslash\{0\}}|h(x, x)| .
$$

Consider our complex ideal lattice $\left(I, h_{\lambda, I}\right)$. It is clear that if $\left(I, h_{\lambda, I}\right)$ is isomorphic to the cubic lattice, then $d\left(I, h_{\lambda, I}\right)=1$. We therefore look to give a minimum bound on $h_{\lambda, I}(x, x)$ for a lattice $\left(I, h_{\lambda, I}\right)$.

Lemma 2.3.12. Let $\left(I, h_{\lambda, I}\right)$ be a complex ideal lattice on $L / K$. Assume that $\sigma(\lambda)$ is real and positive for all embeddings $\sigma$ of $L_{0}$. Define the hermitian form $h_{\lambda, I}$ by $h_{\lambda, I}(x, y)=\operatorname{Tr}_{L / K}(\lambda \bar{x} y)$. Then

$$
h_{\lambda, I}(x, x) \geq n \cdot\left(\mathrm{~N}_{L / K}(\lambda) \mathrm{N}_{L / \mathbb{Q}}(I)\right)^{1 / n}
$$

for all $x \in I, x \neq 0$.

Proof. We know that $\sigma_{i}(\lambda)$ is a positive real number for all $i$. Furthermore since $\sigma$ commutes with complex conjugation we can say that $\sigma_{i}(\bar{x} x)$ is a positive real number for all $x \in I$. Hence we can use the inequality between the geometric and arithmetic mean to say

$$
\operatorname{Tr}_{L / K}(\lambda \bar{x} x) / n \geq \mathrm{N}_{L / K}(\lambda \bar{x} x)^{1 / n}
$$

Now if $\mathfrak{a} \subseteq \mathfrak{b}$ for any two non-zero ideals $\mathfrak{a}$ and $\mathfrak{b}$, then by Proposition 1.2.21 $\mathrm{N}_{L / \mathbb{Q}}(\mathfrak{b}) \mid \mathrm{N}_{L / \mathbb{Q}}(\mathfrak{a})$. Since $(\lambda \bar{x} x) \subseteq \lambda \bar{I} I$ we have that $\mathrm{N}_{L / \mathbb{Q}}(\lambda \bar{I} I) \mid \mathrm{N}_{L / \mathbb{Q}}(\lambda \bar{x} x)$. By our assumptions on $\lambda$ and $G a l(L / K)$ we see that

$$
\mathrm{N}_{L / \mathbb{Q}}(\lambda \bar{x} x)=\mathrm{N}_{K / \mathbb{Q}}\left(\mathrm{N}_{L / K}(\lambda \bar{x} x)\right)=\left(\mathrm{N}_{L / K}(\lambda \bar{x} x)\right)^{2} .
$$

Furthermore we know that $\mathrm{N}_{L / \mathbb{Q}}(\lambda \bar{I} I)=\left(\mathrm{N}_{L / K}(\lambda) \mathrm{N}_{L / \mathbb{Q}}(I)\right)^{2}$. Hence

$$
\left(\mathrm{N}_{L / K}(\lambda) \mathrm{N}_{L / \mathbb{Q}}(I)\right)^{2} \mid\left(\mathrm{N}_{L / K}(\lambda \bar{x} x)\right)^{2}
$$

so

$$
h_{\lambda, I}(x, x) \geq n \cdot \mathrm{~N}_{L / K}(\lambda \bar{x} x)^{1 / n} \geq n \cdot\left(\mathrm{~N}_{L / K}(\lambda) \mathrm{N}_{L / \mathbb{Q}}(I)\right)^{1 / n}
$$

for all $x \in I, x \neq 0$.

Corollary 2.3.13. Let $\left(I, h_{\lambda, I}\right)$ be a positive definite complex ideal lattice on $L / K$ of determinant 1. Then we have

$$
h_{\lambda, I}(x, x) \geq n \cdot d_{L / K}^{-1 / n}
$$

for all $x \in I, x \neq 0$.

Proof. Since the determinant of $\left(I, h_{\lambda, I}\right)$ is equal to 1 we see by Corollary 2.3.7 that $\lambda \bar{I} I=\mathcal{D}_{L / K}^{-1}$. The result then follows by Lemma 2.3.4.

Corollary 2.3.14. Let $\left(I, h_{\lambda, I}\right)$ be a positive definite complex ideal lattice on $L / K$. If $\left(I, h_{\lambda, I}\right)$ is isomorphic to the cubic lattice then $d_{L / K} \geq n^{n}$.

Proof. If it was possible to construct the cubic lattice then there must exist some element $x \in I$ such that $h_{\lambda, I}(x, x)=1$. Rearranging the inequality in Corollary 2.3.13 then gives the result.

### 2.4 Minimum Determinant

In [29] the authors derive certain bounds on the minimum determinant of perfect codes based on cyclic division algebras. We extend these results to the more general setting of crossed product algebras.

Let $\left(I, h_{\lambda, I}\right)$ be a positive definite complex ideal lattice on $L / K$ of determinant 1. We encode our $n^{2}$ information symbols $\left(a_{\sigma, \tau}\right)_{\sigma, \tau \in G}$ into the matrix

$$
X_{a}:=M_{a} D_{\lambda}=\left(\sqrt{\lambda^{\tau}} \xi_{\sigma \tau^{-1}, \tau} a_{\sigma \tau^{-1}}^{\tau}\right)_{\sigma, \tau}
$$

where $a_{\sigma}=\sum_{\tau \in G} a_{\sigma, \tau} \omega_{\tau}$ for all $\sigma \in G$.

Definition 2.4.1. Define an ideal of $\mathcal{O}_{K}$ as follows:

$$
\begin{equation*}
\left\{x \in \mathcal{O}_{K} \mid x \cdot \xi_{\sigma, \tau} \in \mathcal{O}_{L} \quad \text { for all } \sigma, \tau \in G\right\} \tag{2.7}
\end{equation*}
$$

Let c be a generator of this (principal) ideal, which is in fact a common denominator of the cocycle values $\xi_{\sigma, \tau}$ and define $\Delta_{\xi}:=\mathrm{N}_{K / \mathbb{Q}}(c)=|c|^{2}$. This is independent of the choice of generator, since the norm of a unit is 1 . We also define $c^{(m)}$ to be the common denominator of the cocycle values $\xi_{\sigma, \tau}$ in the $m^{\text {th }}$ row of the matrix $M_{a}$, with corresponding $\boldsymbol{\Delta}_{\xi}^{(\mathbf{m})}$.

Proposition 2.4.2. For the codebook $\mathcal{C}_{A, \lambda, I}$ we have

$$
\delta_{\min }\left(\mathcal{C}_{A, \lambda, I}\right) \in \frac{1}{d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)}} \mathbb{Z}^{+}
$$

Proof. Since $c^{(m)}$ is a common denominator of the cocycle values $\xi_{\sigma, \tau}$ in the $m^{\text {th }}$ row of $M_{a}$ we have

$$
\operatorname{det}\left(X_{a}\right)=\frac{1}{\prod_{m=1}^{n} c^{(m)}} \cdot \operatorname{det}\left(M_{a}^{\prime}\right) \cdot \operatorname{det}\left(D_{\lambda}\right)
$$

where the $(\sigma, \tau)$ th coefficient of $M_{a}^{\prime}$ is given by

$$
\begin{equation*}
\xi_{\sigma \tau^{-1}, \tau}^{\prime} \tau^{-1}\left(a_{\sigma \tau^{-1}}\right) \tag{2.8}
\end{equation*}
$$

and $\xi_{\sigma \tau^{-1}, \tau}^{\prime} \in \mathcal{O}_{L}$ for all $\sigma, \tau \in G$. It is clear that $\operatorname{det}\left(D_{\lambda}\right)=\sqrt{\mathrm{N}_{L / K}(\lambda)}$ so we must consider $\operatorname{det}\left(M_{a}^{\prime}\right)$. By (2.8) we can see that the $(\sigma, \tau)$ th coefficient of $M_{a}^{\prime}$ lies in $I^{\tau}$, hence

$$
\operatorname{det}\left(M_{a}^{\prime}\right) \in \prod_{\tau \in G} I^{\tau}=\mathcal{N}_{L / K}(I) \mathcal{O}_{L}
$$

However $\operatorname{det}\left(M_{a}\right)$ is also the reduced norm of $a$ and therefore $\operatorname{det}\left(M_{a}^{\prime}\right) \in \mathcal{O}_{K}$, which implies $\operatorname{det}\left(M_{a}^{\prime}\right) \in \mathcal{N}_{L / K}(I) \mathcal{O}_{L} \cap \mathcal{O}_{K}=\mathcal{N}_{L / K}(I)$. Therefore

$$
\operatorname{det}\left(X_{a}\right) \in \frac{\sqrt{\mathrm{N}_{L / K}(\lambda)}}{\prod_{m=1}^{n} c^{(m)}} \mathcal{N}_{L / K}(I)
$$

By the assumption that $\lambda^{\sigma}>0$ for all $\sigma \in G$ we see that

$$
\left|\operatorname{det}\left(X_{a}\right)\right|^{2} \in \frac{\mathrm{~N}_{K / \mathbb{Q}}\left(\mathcal{N}_{L / K}(I)\right)}{\prod_{m=1}^{n} \Delta_{\xi}^{(m)}} \cdot \mathrm{N}_{L / K}(\lambda) \mathbb{Z}^{+} .
$$

and by the transitivity of the norm in a tower of fields we have

$$
\left|\operatorname{det}\left(X_{a}\right)\right|^{2} \in \frac{\mathrm{~N}_{L / \mathbb{Q}}(I)}{\prod_{m=1}^{n} \Delta_{\xi}^{(m)}} \cdot \mathrm{N}_{L / K}(\lambda) \mathbb{Z}^{+} .
$$

Then by the assumption that $\lambda \bar{I} I=\mathcal{D}_{L / K}^{-1}$ (since $\operatorname{det}(I, h)$ is assumed to be 1 ) we may see that

$$
\begin{equation*}
\delta_{\min }\left(\mathcal{C}_{A, \lambda, I}\right) \in \frac{1}{d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)}} \mathbb{Z}^{+} \tag{2.9}
\end{equation*}
$$

Corollary 2.4.3. We have the following bounds on the minimum determinant:

$$
\frac{1}{d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)}} \leq \delta_{\min }\left(\mathcal{C}_{A, \lambda, I}\right) \leq \min _{x \in I \backslash\{0\}} \mathrm{N}_{L / \mathbb{Q}}(x) \cdot \mathrm{N}_{L / K}(\lambda)
$$

where the upper and lower bounds coincide if I is principal and $\prod_{m=1}^{n} \Delta_{\xi}^{(m)}=1$.
Proof. As seen above our matrix $\mathbf{X}_{a}$ is given by

$$
\left(\mathbf{X}_{a}\right)_{\rho, \tau}=\left(M_{a} D_{\lambda}\right)_{\rho, \tau}=\sqrt{\lambda^{\tau}} \xi_{\rho \tau^{-1}, \tau} a_{\rho \tau^{-1}}^{\tau}
$$

The lower bound is clear from Proposition 2.4.2. Now if we take $a$ defined by $a_{\mathrm{Id}}=x \in I$ and $a_{\sigma}=0$ for $\sigma \neq \mathrm{Id} \in G$, then we may compute that $\mathrm{N}_{L / K}(x)$. $\sqrt{\mathrm{N}_{L / K}(\lambda)}$ is the determinant of the matrix $\mathbf{X}_{a}$. Therefore
$\delta_{\text {min }}\left(\mathcal{C}_{A, \lambda, I}\right) \ngtr \min _{x \in I \backslash\{0\}}\left|\mathrm{N}_{L / K}(x) \cdot \sqrt{\mathrm{N}_{L / K}(\lambda)}\right|^{2}=\min _{x \in I \backslash\{0\}} \mathrm{N}_{L / \mathbb{Q}}(x) \cdot \mathrm{N}_{L / K}(\lambda)$.
In the case where $I=(\alpha) \mathcal{O}_{L}$ is a principal ideal of $\mathcal{O}_{L}$, any element $x \in I$ may be written $x=\alpha \cdot y$ for $y \in \mathcal{O}_{L}$. Hence, by taking $y=1$ we see that $\min _{x \in I \backslash\{0\}} \mathrm{N}_{L / \mathbb{Q}}(x)=\mathrm{N}_{L / \mathbb{Q}}(\alpha)$. Now by the proof of Corollary 2.3 .7 we know $\mathrm{N}_{L / \mathbb{Q}}(\alpha) \cdot \mathrm{N}_{L / K}(\lambda)=d_{L / K}^{-1}$, which gives us our equality when $\prod_{m=1}^{n} \Delta_{\xi}^{(m)}=1$.

Consider the case of a non-principal ideal $I$ and let $x \in I$ be some element of minimal norm. It is clear that the ideal $x \mathcal{O}_{L} \subset I$ and hence by the third isomorphism theorem we see

$$
\left(\mathcal{O}_{L} / x \mathcal{O}_{L}\right) /\left(I / x \mathcal{O}_{L}\right) \simeq \mathcal{O}_{L} / I
$$

Therefore $\min _{x \in I \backslash\{0\}} \mathrm{N}_{L / \mathbb{Q}}(x)=\mathrm{N}_{L / \mathbb{Q}}(I) \cdot\left[I: x \mathcal{O}_{L}\right]$ and we can rewrite the inequality from Corollary 2.4.3 as

$$
\frac{1}{d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)}} \leq \delta_{\min }\left(\mathcal{C}_{A, \lambda, I}\right) \leq \frac{\left[I: x \mathcal{O}_{L}\right]}{d_{L / K}}
$$

We therefore see that maximising $\delta_{\min }\left(\mathcal{C}_{A, \lambda, I}\right)$ relies upon minimising $d_{L / K}$. The lower bound also tells us that taking $\xi_{\sigma, \tau} \in \mathcal{O}_{L}$ for all $\sigma, \tau \in G$ could increase our chances of having a code with good performance.

## Chapter 3

## Codes Based on Cyclic Algebras

A great deal of research has concentrated on constructing space-time block codes from cyclic division algebras. For example the well known Alamouti code was introduced in [1] and in [41] the authors consider a generalisation of the Alamouti code using orthogonal designs. In [35] it is shown that the Alamouti code can be viewed as a code based on a cyclic division algebra.

Cyclic division algebras were also investigated in [36] where the authors present constructions of STBCs using Brauer's division algebras. This work was extended in [34] and examples of STBCs based on cyclic division algebras constructed from $n^{\text {th }}$ roots of transcendental elements were given. A family of $2 \times 2$ STBCs was introduced in [2] and further constructions of codes based on cyclic division algebras were presented in [38]. In [37] the authors give constructions based on crossed product algebras that include the codes from this paragraph as special cases.

The celebrated golden code [3] is a $2 \times 2 \mathrm{STBC}$ based on a cyclic division $\mathbb{Q}(i)$-algebra $(\gamma, L / \mathbb{Q}(i), \sigma)$ that satisfies the properties discussed in the previous chapters, i.e. fully diverse, a non-vanishing determinant and satisfying the energy constraint. It is the first example of a perfect STBC, see Section 3.1. A code equivalent to the golden code was presented independently in [9] and [47]. The algebraic construction in [3] was generalised to an infinite family of codes in the $2 \times 2$ case in [29]. The authors also gave a construction of a perfect STBC in the $3 \times 3,4 \times 4$ and $6 \times 6$ cases. In the $3 \times 3$ and $6 \times 6$ cases the base field in the cyclic division $K$-algebra $(\gamma, L / K, \sigma)$ was taken to be $\mathbb{Q}(j)$. An important assumption made in [29] is that we take $\gamma$ to be a root of unity and it is shown in [5] that under
this assumption perfect STBCs can only exist in dimension $2,3,4$ and 6 . However if this assumption is dropped and we take $\gamma \in K$, then perfect codes exist for any number $n_{t}$ of transmit antennas and any number $n_{r}$ of receive antennas [11].

In this thesis we will largely be interested in the perfect constructions given in [29]. Since cyclic algebras are also crossed product algebras, encoding our information can be done using the method explained in Section 2.2. Let us first compute the matrix of left multiplication for an arbitrary element $a \in A$, where $A$ is a cyclic division $K$-algebra $(\gamma, L / K, \sigma)$. Recall a cyclic $K$-algebra is a crossed product $K$-algebra $\left(\xi^{\sigma, \gamma}, L / K, \sigma\right)=1 \cdot L \oplus e \cdot L \oplus \cdots \oplus e^{n-1} \cdot L$, where the 2-cocycles satisfy

$$
\xi_{\sigma^{i}, \sigma^{j}}^{\sigma, \gamma}= \begin{cases}1 & \text { if } i+j<n \\ \gamma & \text { if } i+j \geq n\end{cases}
$$

and $e^{n}=\gamma$. Our element $a \in A$ can be written as $a=a_{0}+e a_{1}+\cdots+e^{n-1} a_{n-1}$, $a_{i} \in L, i=0, \ldots, n-1$. We then compute the matrix of left multiplication as

$$
M_{a}=\left(\begin{array}{ccccc}
a_{0} & \gamma a_{n-1}^{\sigma} & \gamma a_{n-2}^{\sigma^{2}} & \ldots & \gamma a_{1}^{\sigma^{n-1}}  \tag{3.1}\\
a_{1} & a_{0}^{\sigma} & \gamma a_{n-1}^{\sigma^{2}} & \ldots & \gamma a_{2}^{\sigma^{n-1}} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
a_{n-2} & a_{n-3}^{\sigma} & a_{n-4}^{\sigma^{2}} & \ldots & \gamma a_{n-1}^{\sigma^{n-1}} \\
a_{n-1} & a_{n-2}^{\sigma} & a_{n-3}^{\sigma^{2}} & \ldots & a_{0}^{\sigma^{n-1}}
\end{array}\right)
$$

where

$$
a_{i}=\sum_{j=1}^{n} a_{i j} w_{j}, i=1, \ldots, n .
$$

Hence for a given cyclic division $K$-algebra $A$ we would take as our codebook $\mathcal{C}$ a subset of the set $\left\{M_{a} \mid a \in A\right\}$.

Let us consider the bounds on the minimum determinant if we don't restrict to the case $\gamma \in \mathcal{O}_{K}$. In this case we can write $\gamma$ as the reduced fraction $\gamma_{1} / \gamma_{2}$ with $\gamma_{1}, \gamma_{2} \in \mathcal{O}_{K}$. The bound given in Corollary 2.4.3 then becomes

$$
\frac{1}{d_{L / K} \cdot\left|\gamma_{2}\right|^{2(n-1)}} \leq \delta_{\min }\left(\mathcal{C}_{A, \lambda, I}\right) \leq \min _{x \in I \backslash\{0\}} \mathrm{N}_{L / \mathbb{Q}}(x) \cdot \mathrm{N}_{L / K}(\lambda) .
$$

### 3.1 Perfect STBCs

In this thesis we will be concerned with linear dispersion STBCs. The basic idea of a linear dispersion code is to spread the information symbols linearly over space
and time. For more details see [17].
Definition 3.1.1. A square $n \times n$ STBC is called perfect if and only if

- It is a full rate linear dispersion code using $n^{2}$ information symbols, either QAM of HEX.
- The minimum determinant of the infinite code is bounded away from zero.
- The energy required to send the linear combination of the information symbols on each layer is similar to the energy used for sending the symbols themselves, i.e. we do not increase the energy of the system by encoding the information symbols.
- It induces uniform average transmitted energy per antenna in all $T$ time slots.

Let us now summarise the approach taken in [29] to construct perfect STBCs. We can see from Equation 3.1 that by using a cyclic division $K$-algebra $(\gamma, L / K, \sigma)$ our code will be full rate, since there are $n^{2}$ information symbols $a_{i j}$ in each codeword $M_{a}$. As seen in Section 2.1 the second criterion above can be achieved by restricting our elements $a \in A$ to some order $\Gamma$ of $A$. The third property of a PSTBC is that the energy constraint must be satisfied. By Proposition 2.2.1 this is satisfied if and only if $|\gamma|^{2}=1$ and the complex ideal lattice $\left(I, h_{\lambda, I}\right)$ is isomorphic to the cubic lattice. The authors in [29] also restrict to the case $\gamma \in \mathcal{O}_{K}$, which implies $\gamma$ must be a unit in $\mathcal{O}_{K}$. We now come to the final criterion that our code induces uniform average power in all time slots. However, this is necessarily satisfied by the shaping constraint that is required for the third criterion, for details see [28].

### 3.1.1 $2 \times 2$ case

In the $2 \times 2$ case we consider the transmission of QAM symbols so we take $K=\mathbb{Q}(i)$. Let $A=(\gamma, L / K, \sigma)$ be a cyclic $K$-algebra, where $L=K(\sqrt{p})$ for some prime number $p$. We will see in Section 3.2.1 that if we take $\gamma=i$ and $p \equiv 5$ $(\bmod 8)$ then $A$ is a cyclic division $K$-algebra.

It is easy to show that for $L=K(\sqrt{p})$ with $p \equiv 1(\bmod 4)$ the prime $p$ decomposes as

$$
(p) \mathcal{O}_{L}=\mathfrak{P}^{2} \cdot \overline{\mathfrak{P}}^{2} .
$$

for some prime ideal $\mathfrak{P} \subset \mathcal{O}_{L}$. This is because any such prime $p$ splits in $K / \mathbb{Q}$ but must ramify in the quadratic extension $L_{0} / \mathbb{Q}$, where $L_{0}:=L \cap \mathbb{R}$. In [29] the authors show that in this case there always exists a hermitian $\mathcal{O}_{K}$-lattice $\left(\mathfrak{P}, h_{\lambda, \mathfrak{P}}\right)$ that is isomorphic to the cubic lattice.

Consider the case when $p=5$. Define $\theta=\frac{1+\sqrt{p}}{2}, \bar{\theta}=\frac{1-\sqrt{p}}{2}, \alpha=1+i-i \theta$ and $\bar{\alpha}=1+i-i \bar{\theta}$. The ideal $\mathfrak{P}$ is principal and generated by the element $\alpha$. The codebook then has codewords of the form

$$
\mathbf{X}=\frac{1}{\sqrt{p}}\left(\begin{array}{cc}
\alpha(a+b \theta) & \alpha(c+d \theta) \\
i \bar{\alpha}(c+d \theta) & \bar{\alpha}(a+b \bar{\theta})
\end{array}\right), a, b, c, d \in \mathbb{Z}[i] .
$$

The generator matrix of the lattice is then given by

$$
R=\frac{1}{\sqrt{5}}\left(\begin{array}{cc}
\alpha & \alpha \theta \\
\bar{\alpha} & \overline{\alpha \theta}
\end{array}\right) .
$$

This is a unitary matrix
It is then a straightforward computation to explicitly show that the minimum determinant of the code is given by

$$
\delta_{\min }\left(\mathcal{C}_{A, \lambda, I}\right)=\frac{1}{d_{L / K}}=\frac{1}{5} .
$$

This example is known as the golden code. The name golden code relates to the appearance of the golden ratio as the element $\theta$. It is shown in [27] that the golden code is the optimum perfect STBC in dimension 2.

### 3.1.2 $3 \times 3$ case

In the $3 \times 3$ case we consider the transmission of HEX symbols so we take $K=\mathbb{Q}(j)$. Let $\theta=\zeta_{7}+\zeta_{7}^{-1}$ and $L=K(\theta)$, we then have $[L: K]=3$ and $d_{L / K}=49$. This extension is cyclic with generator $\sigma: \zeta_{7}+\zeta_{7}^{-1} \mapsto \zeta_{7}^{2}+\zeta_{7}^{-2}$ and the cyclic $K$-algebra $A=(j, L / K, \sigma)$ is a division $K$-algebra.

The prime ideal generated by 7 factors as

$$
\text { (7) } \mathcal{O}_{L}=\mathfrak{P}^{3} \cdot \overline{\mathfrak{P}}^{3} .
$$

Furthermore $\mathfrak{P}$ is principal and generated by the element $\alpha=(1+j)+\theta$. A $\mathbb{Z}[j]$-basis of $(\alpha) \mathcal{O}_{L}$ is computed as $\left\{\alpha \theta^{k}\right\}_{k=0}^{2}$. The authors perform a change of
basis using the matrix

$$
\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & -1 & 1 \\
2 & 1 & 0
\end{array}\right)
$$

to get a reduced $\mathbb{Z}[j]$-basis

$$
\left\{v_{k}\right\}_{k=1}^{3}=\left\{(1+j)+\theta,(-1-2 j)+j \theta^{2},(-1-2 j)+(1+j) \theta+(1+j) \theta^{2}\right\} .
$$

The generator matrix is given numerically as

$$
R=\left(\begin{array}{ccc}
0.660+0.327 i & 0.021+0.327 i & -0.492+0.327 i \\
-0.294-0.146 i & -0.037-0.589 i & -0.614+0.408 i \\
0.530+0.262 i & -0.047-0.736 i & 0.273-0.182 i
\end{array}\right)
$$

This is a unitary matrix so the construction above gives a perfect STBC. Since the ideal $\mathfrak{P}$ is principal we see that

$$
\begin{equation*}
\delta_{\min }\left(\mathcal{C}_{A, \lambda, I}\right)=\frac{1}{49} . \tag{3.2}
\end{equation*}
$$

### 3.1.3 $4 \times 4$ case

In the $4 \times 4$ case we consider the transmission of QAM symbols so we take $K=\mathbb{Q}(i)$. Let $\theta=\zeta_{15}+\zeta_{15}^{-1}$ and $L=K(\theta)$, we then have $[L: K]=4$ and $d_{L / K}=1125$. This extension is cyclic with generator $\sigma: \zeta_{15}+\zeta_{15}^{-1} \mapsto \zeta_{15}^{2}+\zeta_{15}^{-2}$ and the cyclic $K$-algebra $A=(i, L / K, \sigma)$ is a division $K$-algebra.

The prime ideals generated by 3 and 5 have the factorisations

$$
\begin{aligned}
\text { (3) } \mathcal{O}_{L} & =\mathfrak{P}_{3}^{2} \cdot \overline{\mathfrak{P}}_{3}^{2} \\
\text { (5) } \mathcal{O}_{L} & =\mathfrak{P}_{5}^{4} \cdot \overline{\mathfrak{P}}^{4}
\end{aligned}
$$

and the ideal $\mathfrak{P}_{3} \cdot \mathfrak{P}_{5}$ is a principal ideal generated by $\alpha=(1-3 i)+i \theta^{2}$.
A $\mathbb{Z}[i]$-basis of $(\alpha)$ is given by $\left\{\alpha \theta^{k}\right\}_{k=0}^{3}$. When we apply a change of basis using the matrix

$$
\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & -3 & 0 & 1 \\
-1 & -3 & 1 & 1
\end{array}\right)
$$

we get a new $\mathbb{Z}[i]$-basis

$$
\begin{aligned}
\left\{v_{k}\right\}_{k=1}^{4}=\{ & (1-3 i)+i \theta^{2},(1-3 i)+i \theta^{3},-i+(-3+4 i) \theta+(1-i) \theta^{3} \\
& \left.(-1+i)-3 \theta+\theta^{2}+\theta^{3}\right\}
\end{aligned}
$$

The generator matrix is given numerically as

$$
R=\left(\begin{array}{cccc}
0.258-0.312 i & 0.345-0.481 i & -0.418+0.505 i & -0.214+0.258 i \\
0.258+0.087 i & 0.472+0.160 i & 0.160+0.054 i & 0.764+0.258 i \\
0.258+0.214 i & -0.505-0.418 i & -0.418-0.345 i & 0.312+0.258 i \\
0.258-0.763 i & -0.054+0.160 i & 0.160-0.472 i & -0.087+0.258 i
\end{array}\right)
$$

This is a unitary matrix so the construction above gives a perfect STBC. Since the ideal $\mathfrak{P}_{3} \cdot \mathfrak{P}_{5}$ is principal we see that

$$
\begin{equation*}
\delta_{\min }\left(\mathcal{C}_{A, \lambda, I}\right)=\frac{1}{1125} \tag{3.3}
\end{equation*}
$$

### 3.1.4 $6 \times 6$ case

In the $6 \times 6$ case we again consider the transmission of HEX symbols so we take $K=\mathbb{Q}(j)$. Let $\theta=\zeta_{28}+\zeta_{28}^{-1}$ and $L=K(\theta)$, we then have $[L: K]=6$ and $d_{L / K}=2^{6} \cdot 7^{5}$. This extension is cyclic and we can take as generator $\sigma$ : $\zeta_{28}+\zeta_{28}^{-1} \mapsto \zeta_{28}^{5}+\zeta_{28}^{-5}$ [45]. Furthermore the cyclic $K$-algebra $A=\left(-j, K\left(\zeta_{28}+\right.\right.$ $\left.\left.\zeta_{28}^{-1}\right) / K, \sigma\right)$ is a division $K$-algebra.

The prime ideal generated by 7 factors as

$$
\text { (7) } \mathcal{O}_{L}=\mathfrak{P}_{7}^{6} \overline{\mathfrak{P}}_{7}^{6}
$$

However the difference in this case is that the ideal $\mathfrak{P}$ is not principal, therefore we will only be able to give bounds on the minimum determinant. In order to show that perfect code can be constructed from $A$ the authors needed to show that it was possible to have a unitary generator matrix. To do this they first computed a relative basis of $\mathfrak{P}$ and then used this to compute a Gram matrix of the lattice. In [26] a generalisation of the LLL algorithm [25] is given that works over $\mathbb{Z}[j]$. By employing this generalisation, the following change of basis matrix can be
computed

$$
\left(\begin{array}{cccccc}
0 & 1 & 0 & 0 & 0 & 0 \\
1+j & 0 & 1 & 0 & 0 & 0 \\
-1-2 j & 0 & -5 & 0 & 1 & 0 \\
1+j & 0 & 4 & 0 & -1 & 0 \\
0 & -3 & 0 & 1 & 0 & 0 \\
0 & 5 & 0 & -5 & 0 & 1
\end{array}\right)
$$

The generator matrix is then given numerically as

$$
R=\frac{1}{\sqrt{14}}\left(\begin{array}{cccccc}
1.950 & 1.302-0.866 i & -0.055-0.866 i & -1.747-0.866 i & 1.564 & 0.868 \\
0.868 & -1.747-0.866 i & 1.302-0.866 i & -0.055-0.866 i & -1.950 & 1.564 \\
1.564 & -0.055-0.866 i & -1.747-0.866 i & 1.302-0.866 i & -0.868 & -1.950 \\
-1.950 & 1.302-0.866 i & -0.055-0.866 i & -1.747-0.866 i & -1.564 & -0.868 \\
-0.868 & -1.747-0.866 i & 1.302-0.866 i & -0.055-0.866 i & 1.950 & -1.564 \\
-1.564 & -0.055-0.866 i & -1.747-0.866 i & 1.302-0.866 i & 0.868 & 1.950
\end{array}\right)
$$

Finally bounds on the minimum determinant are given by

$$
\begin{equation*}
\frac{1}{2^{6} \cdot 7^{5}} \leq \delta_{\min }\left(\mathcal{C}_{A, \lambda, I}\right) \leq \frac{1}{2^{6} \cdot 7^{4}} \tag{3.4}
\end{equation*}
$$

### 3.2 Optimum Cyclic Constructions

In this Section we will look at the optimality of perfect STBCs in dimensions 4 and 6. We will always assume that our base field $K$ is equal to $\mathbb{Q}(i)$ or $\mathbb{Q}(j)$. First let us specify exactly what we mean by optimal. Recall that to reduce the pairwise probability of error we must look to maximise the minimum determinant $\delta_{\min }(\mathcal{C})$. Now for any $\mathcal{C} \subset \mathcal{C}_{A, \lambda, I}$ we have $\delta_{\min }(\mathcal{C}) \geq \delta_{\min }\left(\mathcal{C}_{A, \lambda, I}\right)$ so by Corollary 2.4.3 we have

$$
\frac{1}{\delta_{\min }(\mathcal{C})} \leq d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)}
$$

We can then say that a perfect STBC of dimension $n$ is optimal if its value for $d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)}$ is minimal within the class of perfect STBCs of dimension $n$. Note that we could assume that our ideal $I \subset \mathcal{O}$ for some order $\mathcal{O}$ of $L$ that doesn't equal $\mathcal{O}_{L}$. However in this case a number of assumptions, such as the transitivity of the norm in towers, can no longer be taken. We will therefore always assume that our order is the ring of integers $\mathcal{O}_{L}$ and that $I \subset \mathcal{O}_{L}$.

Initially we will assume that $\gamma \in \mathcal{O}_{K}$ and therefore we need to find the minimal possible value for $d_{L / K}$. Our method for determining this is broken into 3 steps:

1. We give a necessary and sufficient condition for $A=(\gamma, L / K, \sigma)$ to be a division $K$-algebra.
2. We list all extensions that satisfy Step 1 above and for which $d_{L / K}$ is less than the value of $d_{L / K}$ for the best known extension.
3. We determine if it is possible to construct the cubic lattice from the remaining cyclic division $K$-algebras.

To complete our search for the optimal PSTBC we will then consider the case $\gamma \notin \mathcal{O}_{K}$.

We end this section with two results that will help us to complete Step 1 above. First note that our extension $L$ is of the form $K(\sqrt[n]{d})$ for some $d \in K$, where $K=\mathbb{Q}(i)$ or $\mathbb{Q}(j)$. We are able to assume that $d \in \mathcal{O}_{K}$ by multiplying by a suitable $n^{\text {th }}$ power in $K$. Recall from Section 2.2 that we also assume that $\operatorname{Gal}(L / K)$ commutes with complex conjugation. Note that both $K$ and $L$ are closed under complex conjugation.

Lemma 3.2.1. Assume $\zeta_{n} \in K$ and let $L=K(\sqrt[n]{d})$. Let $\sigma$ be a generator of the Galois group $\operatorname{Gal}(L / K)$. Then $\sigma$ commutes with complex conjugation if and only if $\bar{d} \cdot d \in K^{n}$.

Proof. The first thing to point out is that $\zeta_{n}=\bar{\zeta}_{n}{ }^{-1}$. We now assume that $\sigma$ commutes with complex conjugation and that $\alpha=\sqrt[n]{d}$. Direct computation then shows that $\sigma(\bar{\alpha} \alpha)=\overline{\zeta_{n} \alpha} \cdot \zeta_{n} \alpha=\zeta_{n}^{-1} \bar{\alpha} \zeta_{n} \alpha=\bar{\alpha} \alpha$. Therefore $\bar{\alpha} \alpha \in K$ and hence $(\bar{\alpha} \alpha)^{n}=\bar{d} d \in K^{n}$. The converse starts with the assumption that $\bar{d} d=(\bar{\alpha} \alpha)^{n}=x^{n}$, for some $x \in K$. So $\bar{\alpha}=x^{\prime} / \alpha$ for some $x^{\prime} \in\left\{\zeta_{n}^{i} x\right\}$. Direct computation gives $\sigma(\bar{\alpha})=x^{\prime} / \zeta_{n} \alpha=\bar{\alpha} / \zeta_{n}=\overline{\zeta_{n} \alpha}=\overline{\sigma(\alpha)}$, which completes the proof.

For the rest of this chapter we will only consider cyclic algebras of degree 4 or 6 with base field $K=\mathbb{Q}(i)$ or $\mathbb{Q}(j)$ respectively. We first describe the prime elements of the principal ideal domain $\mathcal{O}_{K}$ for $K=\mathbb{Q}(i)$ (respectively $K=\mathbb{Q}(j)$ ). In both cases there are four different types:

1. A special prime $\pi=1-i$ (respectively $\pi=1-j$ ). The conjugate $\bar{\pi}$ of such a prime $\pi$ is associate to $\pi$ and in fact

$$
\begin{aligned}
& \pi=\bar{\pi} \cdot u_{1} \\
& \bar{\pi}=\pi \cdot u_{2}
\end{aligned}
$$

where $u_{1}$ and $u_{2}$ are primitive $4^{\text {th }}$ (respectively $6^{t h}$ ) roots of unity.
2. The inert primes of the form $p \equiv 3(\bmod 4)($ respectively $p \equiv 2(\bmod 3))$, where $p$ is a prime integer. We will denote this set by $S_{3}$ (respectively $T_{2}$ ).
3. Prime elements of the form $\pi=a+b i$ (respectively $\pi=a+b j$ ) with $0<a<b$, where $a^{2}+b^{2}=p_{\pi} \equiv 1(\bmod 4)\left(\right.$ respectively $a^{2}+b^{2}-a b \equiv$ $1(\bmod 3))$, where $p_{\pi}$ is a prime integer. We will denote this set by $S_{1}$ (respectively $T_{1}$ ).
4. Conjugates of the prime elements $\pi$ in $S_{1}$ (respectively $T_{1}$ ), namely $\bar{\pi}=a-b i$ (respectively $\bar{\pi}=a+b j^{2}$ ).

Proposition 3.2.2. Let $d \in \mathcal{O}_{K}$ with $d \neq 0$ and assume that $d$ is not divisible by any $4^{\text {th }}$ (respectively $6^{\text {th }}$ ) power of $\mathcal{O}_{K}$. Then $\bar{d} \cdot d \in K^{n}$, where $n=4$ (respectively $n=6$ ), if and only if the following hold:

1. The valuation $v_{\pi}(d)$ at the special prime ideal $(\pi)$ is 0 .
2. The valuation $v_{\pi}(d)$ at a prime ideal $(\pi)$ generated by a prime $\pi \in S_{3}$ (respectively $T_{2}$ ) is 0 or 2 (respectively 0 or 3 ).
3. The sum of the valuation $v_{\pi}(d)$ at a prime ideal $(\pi)$ generated by a prime $\pi \in S_{1}$ (respectively $T_{1}$ ) and the valuation $v_{\bar{\pi}}(d)$ at its conjugate $\bar{\pi}$ is equal to 0 or 4 (respectively 0 or 6 ).

Proof. Consider the prime decomposition $d=\pi_{1}^{l_{1}} \cdots \pi_{r}^{l_{r}} \cdot \mu$ for some unit $\mu \in$ $\mathcal{O}_{K}$. Then $\bar{d} \cdot d \in K^{n}$ if and only if $\left(\pi_{1}^{l_{1}} \cdots \pi_{r}^{l_{r}}\right) \cdot \overline{\left(\pi_{1}^{l_{1}} \cdots \pi_{r}^{l_{r}}\right)} \in K^{n}$. Note the disappearance of the units, since $\bar{\mu} \cdot \mu=1$. Now $\left(\pi_{1}^{l_{1}} \cdots \pi_{r}^{l_{r}}\right) \cdot\left(\pi_{1}^{l_{1}} \cdots \pi_{r}^{l_{r}}\right) \in K^{n}$ if and only if $\left(\pi_{1} \cdot \overline{\pi_{1}}\right)^{l_{1}} \cdots\left(\pi_{r} \cdot \overline{\pi_{r}}\right)^{l_{r}} \in K^{n}$

We first look at the special prime $\pi_{k}=1-i$ (respectively $\pi_{k}=1-j$ ). In this case $\pi_{k} \cdot \overline{\pi_{k}}=\pi_{k}^{2} \cdot u$ where $u$ is a primitive $4^{t h}$ (respectively $6^{\text {th }}$ ) root of unity. Therefore $\left(\pi_{k} \cdot \overline{\pi_{k}}\right)^{l_{k}}=\left(\pi_{k}^{2} \cdot u\right)^{l_{k}} \in K^{n}$ if and only if $l_{k}=n \cdot z$ for some non-negative integer $z$. This is the case since $u$ is a primitive $n^{t h}$ root of unity. The assumption that $d$ is not divisible by a $n^{\text {th }}$ power tells us that $l_{k}$ must equal 0 . This then tells us that the valuation $v_{\pi_{k}}(d)$ at the special prime ideal $\left(\pi_{k}\right)$ must be equal to 0 , since the special prime element $\pi_{k}$ does not divide $d$.

Now consider an inert prime $p_{k}$. In this case we have $\left(p_{k} \cdot \overline{p_{k}}\right)^{l_{k}}=\left(p_{k}^{2}\right)^{l_{k}} \in K^{n}$ if and only if $2 \cdot l_{k}=0$ or $n$. Hence $l_{k}=0$ or 2 (respectively 0 or 3 ). This then tells us that the valuation $v_{p_{k}}(d)$ at an inert prime ideal $\left(p_{k}\right)$ must be equal to 0 or 2 (respectively 0 or 3 ).

Finally we must consider a prime $\pi_{k} \in S_{1}$ (respectively $T_{1}$ ), in which case we get $\left(\pi_{k} \cdot \bar{\pi}_{k}\right)^{l_{k}}$. By the assumption that $d$ is not divisible by a $n^{t h}$ power we see that $\left(\pi_{k} \cdot \bar{\pi}_{k}\right)^{l_{k}} \in K^{n}$ if and only if the sum of the exponent of $\pi_{k}$ in $d$ and the exponent of $\overline{\pi_{k}}$ in $d$ is equal to 0 or $n$, i.e. 0 or 4 (respectively 0 or 6 ). This then tells us that the sum of the valuation $v_{\pi}(d)$ at a prime ideal $(\pi)$ generated by a prime $\pi \in S_{1}$ (respectively $T_{1}$ ) and the valuation $v_{\bar{\pi}}(d)$ at its conjugate $\bar{\pi}$ must be equal to 0 or 4 (respectively 0 or 6 ).

### 3.2.1 The $4 \times 4$ Case

Recall from Section 3.1.3 that for the best known PSTBC of degree 4 we have $A=\left(i, \mathbb{Q}(i)\left(\zeta_{15}+\zeta_{15}^{-1}\right) / \mathbb{Q}(i), \sigma\right)$ and

$$
\delta_{\min }\left(\mathcal{C}_{A, \lambda, I}\right)=\frac{1}{d_{L / K}}=\frac{1}{1125}
$$

We now use the method explained in the previous section to determine the optimum code of degree 4 . In this case we will also assume that $d \neq d^{2}$ for some $d^{\prime} \in \mathcal{O}_{K}$, so that $K(\sqrt[4]{d}) / K$ is an extension of degree 4 . Recall that we take $K=\mathbb{Q}(i)$ and we first assume that $\gamma \in \mathcal{O}_{K}$, in which case $\gamma \in\{ \pm 1, \pm i\}$. Let us now determine when $A=(\gamma, K(\sqrt[4]{d}) / K, \sigma)$ is a division $K$-algebra. Throughout this section we will assume that $\operatorname{Gal}(K(\sqrt[4]{d}) / K)$ commutes with complex conjugation.

Proposition 3.2.3. Let $A=(\gamma, K(\sqrt[4]{d}) / K, \sigma)$. Then $A$ is a cyclic division $K$ algebra if and only if

- $\gamma= \pm i$
- There exists a prime element $\pi=a+b i$ where $a^{2}+b^{2}=p \equiv 5(\bmod 8)$ such that $\pi$ divides $d$ with odd exponent.

Proof. Since $K$ is a number field and $A$ is a central simple $K$-algebra we know by the Brauer-Hasse-Noether Theorem that $\exp (A)=\operatorname{ind}(A)$. Assume that $A$ is a division $K$-algebra, in which case $\exp (A)=4$ and therefore $2[A] \neq 0$. Conversely
assume $A$ is not a division $K$-algebra then $\operatorname{ind}(A)$ is a proper divisor of 4 so $\operatorname{ind}(A) \mid 2$ and therefore $\exp (A) \mid 2$, which implies that $2[A]=0$. Hence $A$ is a division $K$-algebra if and only if $2[A] \neq 0$.

By Lemma 1.4.5 we see that $2[A]=\left[A \otimes_{K} A\right]=M_{4}\left(\left(\gamma^{2}, K(\sqrt[4]{d}) / K, \sigma\right)\right)$ and clearly $M_{4}\left(\left(\gamma^{2}, K(\sqrt[4]{d}) / K, \sigma\right)\right) \sim\left(\gamma^{2}, K(\sqrt[4]{d}) / K, \sigma\right)$. Therefore $\gamma \neq \pm 1$, since $[(1, K(\sqrt[4]{d}) / K, \sigma)]=[0]$, hence $\gamma= \pm i$. However it is clear that

$$
2[(i, K(\sqrt[4]{d}) / K, \sigma)]=2[(-i, K(\sqrt[4]{d}) / K, \sigma)]
$$

therefore $(i, K(\sqrt[4]{d}) / K, \gamma)$ is a division $K$-algebra if and only if $(-i, K(\sqrt[4]{d}) / K, \gamma)$ is a division $K$-algebra. Without any loss of generality we can assume the former case. Therefore

$$
2[A]=\left(\gamma^{2}, K(\sqrt[4]{d}) / K, \sigma\right)=(-1, K(\sqrt[4]{d}) / K, \sigma)
$$

Now we see from Lemma 1.4.6 that

$$
(-1, K(\sqrt[4]{d}) / K, \sigma) \simeq M_{2}((i, K(\sqrt{d}) / K, \bar{\sigma})) \sim(i, K(\sqrt{d}) / K, \bar{\sigma})
$$

where $\bar{\sigma}$ indicates the restriction of $\sigma \in G a l(K(\sqrt[4]{d}) / K)$ to the extension $K(\sqrt{d}) / K$. Hence $2[A]=[(i, K(\sqrt{d}) / K, \bar{\sigma})]$, which tells us that $A$ is a division $K$-algebra if and only if $[(i, K(\sqrt{d}) / K, \bar{\sigma})] \neq 0$, or in other words $A$ is a division $K$-algebra if and only if $A^{(2)}:=(i, K(\sqrt{d}) / K, \bar{\sigma})$ is a division $K$-algebra. Since $A^{(2)}$ is the quaternion algebra $Q:=(i, d)_{K}$ there are only two possibilities: either $Q$ is a division $K$-algebra or $Q$ splits.

By Proposition 3.2.2 we know that if $p \in S_{3}$ and $p \mid d$ then $v_{p}(d)=2$. Similarly if $\pi \in S_{1}$ and $\pi \mid d$ then $\left(v_{\pi}(d), v_{\bar{\pi}}(d)\right)=(1,3),(2,2)$ or $(3,1)$. Hence

$$
(i, d)_{K} \simeq\left(i, u \pi_{1} \bar{\pi}_{1} \cdots \pi_{k} \bar{\pi}_{k}\right)_{K}
$$

for $u \in \mathcal{O}_{K}^{\times}$and prime elements $\pi_{i} \in S_{1}$ such that $v_{\pi}(d)$ is odd.
We can then see that for primes $p \in S_{3}$ and $\pi \in S_{1}$ such that $v_{\pi}(d)$ is even, the Hasse symbols $(i, d)_{2, p},(i, d)_{2, \pi}$ and $(i, d)_{2, \bar{\pi}}$ are trivial. Now for $\pi \in S_{1}$ and $v_{\pi}(d)$ odd, $(i, d)_{2, \pi}$ is the image of $i^{\left(p_{\pi}-1\right) / 2}$ in $\mathbb{F}_{p_{\pi}}$. If $p_{\pi} \equiv 1(\bmod 8)$ then $i^{\left(p_{\pi}-1\right) / 2}=1$ and if $p_{\pi} \equiv 5(\bmod 8)$ then $i^{\left(p_{\pi}-1\right) / 2}=-1$.

Therefore if $\pi \in S_{1}$ such that $p_{\pi} \equiv 5(\bmod 8)$ and $v_{\pi}(d)$ is odd, then $(i, d)_{2, \pi}$ is not trivial. This implies that $(i, d)_{K}$ is not split, which implies that $A$ is a division
$K$-algebra. If there is no such divisor of $d$ then $(i, d)_{K} \otimes_{K} K_{v}$ is split at all places, except maybe the place defined by $\pi^{\prime}=1-i$. However by the Brauer-HasseNoether theorem, we know this implies that $(i, d)_{K}$ is split at all places $v$. Hence $(i, d)_{K}$ is split, which implies that $A$ is split in this case.

Now that we have a necessary and sufficient condition for $A$ to be division $K$-algebra, we must study the ramification of ideals in $K(\sqrt[4]{d}) / K$ to determine which extensions have $d_{L / K}<1125$. In order to do this we first consider the ramification of a prime ideal (that doesn't lie above 2 ) generated by a prime element $\pi$ where $v_{\pi}(d)$ is odd.

Proposition 3.2.4. Let $\mathfrak{p} \subseteq \mathcal{O}_{K}$ be a prime ideal not above 2 generated by $\pi$. If $v_{\pi}(d)=1$ or 3 then $p^{3} \mid d_{L / K}$, where $p$ is the prime number lying below $\pi$.

Proof. By Proposition 3.2 .2 we know that $\pi \notin S_{3}$, i.e. $\pi \not \equiv 3(\bmod 4)$. We also know that $v_{\pi}(d)+v_{\bar{\pi}}(d)=4$. Since we assume that $v_{\pi}(d)=1$ or 3 , by Proposition 1.2 .23 we see that both $\mathfrak{p}$ and $\overline{\mathfrak{p}}$ totally ramify in $L / K$. From the definition of the discriminant ideal we see that

$$
\mathcal{N}_{L / K}\left(\mathfrak{P}^{3}\right)=\mathcal{N}_{L / K}(\mathfrak{P})^{3}=\mathfrak{p}^{3} \mid \mathfrak{d}_{L / K}
$$

Similarly we have $\overline{\mathfrak{p}}^{3} \mid \mathfrak{d}_{L / K}$ and hence $(\mathfrak{p} \cdot \overline{\mathfrak{p}})^{3} \mid \mathfrak{d}_{L / K}$. Using Lemma 2.3.4 we then see that $p^{3} \mid d_{L / K}$.

Corollary 3.2.5. Let $A$ be a cyclic division $K$-algebra. If $d_{L / K} \leq 1125$ then $v_{\pi}(d)=1$ or 3 for a prime element $\pi$ of $\mathcal{O}_{K}$ lying above the prime 5 . Furthermore $125 \mid d_{L / K}$ and there is no other prime element $\pi^{\prime}$ (that doesn't lie above 5) such that $v_{\pi}(d)=1$ or 3 .

Proof. Let $\pi=a+b i$, where $a^{2}+b^{2}=p \equiv 5(\bmod 8)$ and $v_{\pi}(d)=1$ or 3 . If $p>5$ (so $p \geq 13$ ) then by Proposition 3.2.4 we can calculate that $d_{L / K} \geq 2197$. Using the same proposition we can calculate that if $p=5$ then $125 \mid d_{L / K}$.

Now assume that $\pi^{\prime}$ is a prime element not above 5 that divides $d$ with odd exponent. By Proposition 3.2.2 we know that $\pi^{\prime} \notin S_{3}$ and hence lies above a prime $p^{\prime} \equiv 1(\bmod 4)$. If $p^{\prime} \neq 5$ then $p^{\prime} \geq 13$, and as we have seen above, this would imply $d_{L / K}>1125$.

We now need to consider the case where a prime ideal $\mathfrak{p}=(\pi)$ is tamely ramified and $v_{\pi}(d)=2$.

Proposition 3.2.6. Let $\mathfrak{p} \subseteq \mathcal{O}_{K}$ be a prime ideal not above 2 generated by a prime element $\pi \in \mathcal{O}_{K}$ lying above a prime $p$. If $v_{\pi}(d)=2$ then $p^{2} \mid d_{L / K}$.

Proof. By results on Kummer extensions we know that $\mathfrak{p}$ must be ramified. It is also clear that it won't be totally ramified, hence $\mathfrak{p} \mathcal{O}_{L}=\mathfrak{P}^{2}$ or $\mathfrak{p} \mathcal{O}_{L}=\mathfrak{P}_{1}^{2} \cdot \mathfrak{P}_{2}^{2}$.

In the first case we see that the residue class degree is equal to 2 and so $\mathcal{N}_{L / K}(\mathfrak{P})=\mathfrak{p}^{2}$, furthermore $\mathfrak{P} \mid \mathcal{D}_{L / K}$. Hence $\mathfrak{p}^{2} \mid \mathfrak{o}_{L / K}$. If $p \equiv 3(\bmod 4)$ then using Lemma 2.3.4 we see that $p^{2} \mid d_{L / K}$. If $p \equiv 1(\bmod 4)$ then $\overline{\mathfrak{p}}^{2} \mid \mathfrak{d}_{L / K}$ as well and using Lemma 2.3.4 again we see that $p^{2} \mid d_{L / K}$ in this case also.

In the second case we see that $\mathfrak{P}_{1} \cdot \mathfrak{P}_{2} \mid \mathcal{D}_{L / K}$. Hence $\mathcal{N}_{L / K}\left(\mathfrak{P}_{1} \cdot \mathfrak{P}_{2}\right)=\mathfrak{p}^{2} \mid \mathfrak{d}_{L / K}$. We then proceed as in the previous paragraph.

Corollary 3.2.7. Let $A$ be a cyclic division $K$-algebra such that $d_{L / K} \leq 1125$. Assume that $v_{\pi}(d)=2$ where $\pi$ is a prime element not lying above 5 . Then $\pi=3$ and $1125 \mid d_{L / K}$.

Proof. By Corollary 3.2 .5 we know that $125 \mid d_{L / K}$ and $3^{2} \cdot 125=1125$.
The above results tell us that if $A$ is a cyclic division $K$-algebra such that $d_{L / K} \leq 1125$ then the only possibilities for our field extension are $K(\alpha) / K$, where $\alpha$ is a root of one of the following polynomials:

1. $X^{4}-(1+2 i) \cdot(1-2 i)^{3}$;
2. $X^{4}-(1+2 i) \cdot(1-2 i)^{3} \cdot(-1)$;
3. $X^{4}-(1+2 i) \cdot(1-2 i)^{3} \cdot(i)$;
4. $X^{4}-(1+2 i) \cdot(1-2 i)^{3} \cdot(-i)$.

We will give mathematical arguments to compute $d_{L / K}$ in the four cases above as well as computing whether the ideal class group of $\mathcal{O}_{L}$ is trivial or not.

The case $X^{4}-(1+2 i) \cdot(1-2 i)^{3}$
Proposition 3.2.8. Let $\alpha_{1}$ be a root of the polynomial $f:=X^{4}-(1+2 i) \cdot(1-2 i)^{3}$. Then $K\left(\alpha_{1}\right) \simeq \mathbb{Q}\left(\zeta_{20}\right)$.

Proof. We know that $i \in \mathbb{Q}\left(\zeta_{20}\right)$ and hence $K \subseteq \mathbb{Q}\left(\zeta_{20}\right)$. Let $z=e^{2 \pi i / 20}$ then it can be computed that $z+z^{12}+z^{18}+z^{19}$ is a root of $f$. Therefore $K\left(\alpha_{1}\right) \subseteq \mathbb{Q}\left(\zeta_{20}\right)$. Since

$$
\left[\mathbb{Q}\left(\zeta_{20}\right): \mathbb{Q}\right]=\phi(20)=8=\left[K\left(\alpha_{1}\right): \mathbb{Q}\right]
$$

we see that $K\left(\alpha_{1}\right) \simeq \mathbb{Q}\left(\zeta_{20}\right)$.
Remark The decomposition of prime ideals in cyclotomic extensions of $\mathbb{Q}$ is well understood, see for example [19].

Proposition 3.2.9. Let $L=K\left(\alpha_{1}\right)$ then $d_{L / K}=125$.
Proof. It is well known (see for example [46]) that the absolute discriminant of a cyclotomic field $\mathbb{Q}\left(\zeta_{n}\right)$ is given by

$$
d_{\mathbb{Q}\left(\zeta_{n}\right)}=(-1)^{\phi(n) / 2} \cdot \frac{n^{\phi(n)}}{\prod_{p \mid n} p^{\phi(n) /(p-1)}} .
$$

Hence $d_{L}=d_{\mathbb{Q}\left(\zeta_{20}\right)}=2^{8} \cdot 5^{6}$ and we know that $d_{K}=-4$. By the tower of discriminants formula we have $d_{L}=N_{K / \mathbb{Q}}\left(\mathfrak{d}_{L / K}\right) \cdot d_{K}^{[L: K]}$ and so

$$
5^{6}=N_{K / \mathbb{Q}}\left(\mathfrak{d}_{L / K}\right)=N_{L / \mathbb{Q}}\left(\mathcal{D}_{L / K}\right)=\left(d_{L / K}\right)^{2} .
$$

Therefore $d_{L / K}=125$.
Proposition 3.2.10. Let $A=\left(i, K\left(\alpha_{1}\right) / K, \sigma\right)$. Then it is impossible to construct the cubic lattice from $A$.

Proof. By Corollary 2.3.14 we know that if it was possible to construct the cubic lattice from $A$ then $d_{L / K} \geq 4^{4}=256$. Since $d_{L / K}=125$ the result follows.

Proposition 3.2.11. Let $L=K\left(\alpha_{1}\right)$ then the class group of $\mathcal{O}_{L}$ is trivial, or in other words $\mathcal{O}_{L}$ is a principal ideal domain.

Proof. Since $L \simeq \mathbb{Q}\left(\zeta_{20}\right)$ we will do our calculations in the cyclotomic case, in which case we have the following diagram:


We know that $\mathbb{Z}\left[\zeta_{4}\right]$ is a PID and the only prime that ramifies in $\mathbb{Q}\left(\zeta_{4}\right) / \mathbb{Q}$ is 2 , which is totally ramified. Also we know that the only prime that ramifies in $\mathbb{Q}\left(\zeta_{5}\right) / \mathbb{Q}$ is 5 , which is totally ramified and the Minkowski bound is $M_{\mathbb{Q}\left(\zeta_{5}\right)} \approx 1.7$, therefore by Theorem 1.2.35 $\mathbb{Z}\left[\zeta_{5}\right]$ is a PID as well.

For the extension $\mathbb{Q}\left(\zeta_{20}\right) / \mathbb{Q}$ we compute $M_{\mathbb{Q}\left(\zeta_{20}\right)} \approx 12.63$, therefore we need to consider the decomposition of the primes $2,3,5,7$ and 11 . This gives us the following table:

| $p \mathcal{O}_{L}$ | Decomposition | $N_{L / \mathbb{Q}}\left(\mathfrak{p}_{i}\right)$ |
| ---: | :--- | ---: |
| $2 \mathbb{Z}\left[\zeta_{20}\right]$ | $\mathfrak{p}_{2}^{2}$ | 16 |
| $3 \mathbb{Z}\left[\zeta_{20}\right]$ | $\mathfrak{p}_{3} \cdot \mathfrak{q}_{3}$ | 81 |
| $5 \mathbb{Z}\left[\zeta_{20}\right]$ | $\mathfrak{p}_{5}^{4} \cdot \mathfrak{q}_{5}^{4}$ | 5 |
| $7 \mathbb{Z}\left[\zeta_{20}\right]$ | $\mathfrak{p}_{7} \cdot \mathfrak{q}_{7}$ | 2401 |
| $11 \mathbb{Z}\left[\zeta_{20}\right]$ | $\mathfrak{p}_{11} \cdot \mathfrak{q}_{11} \cdot \mathfrak{r}_{11} \cdot \mathfrak{s}_{11}$ | 121 |

The only prime ideals with norm less than $M_{\mathbb{Q}\left(\zeta_{20}\right)}$ are $\mathfrak{p}_{5}$ and $\mathfrak{q}_{5}$. Without loss of generality we can assume that $\mathfrak{p}_{5} \subset \mathbb{Z}\left[\zeta_{4}\right]$ and is therefore principal and generated by a prime element $\pi_{5}$. Now $\mathfrak{q}_{5}=\overline{\mathfrak{p}_{5}}$, so it is generated by $\overline{\pi_{5}}$ and hence is principal as well. By Theorem 1.2.35 we therefore see that the class group is trivial.

The case $X^{4}-(1+2 i) \cdot(1-2 i)^{3} \cdot(-1)$
Proposition 3.2.12. Let $\alpha_{2}$ be a root of the polynomial $g:=X^{4}-(1+2 i) \cdot(1-$ $2 i)^{3} \cdot(-1)$. Then $K\left(\alpha_{2}\right) \subset \mathbb{Q}\left(\zeta_{40}\right)$ and $\left[\mathbb{Q}\left(\zeta_{40}\right): K\left(\alpha_{2}\right)\right]=2$.

Proof. By Proposition 3.2.8 we know that $K\left(\alpha_{1}\right)\left(\zeta_{8}\right) \simeq \mathbb{Q}\left(\zeta_{40}\right)$. Furthermore we can compute that $\left(\alpha_{1} \cdot \zeta_{8}\right)^{4}=-(1+2 i) \cdot(1-2 i)^{3}$, so we see that $\alpha_{1} \cdot \zeta_{8}$ is a root
of the polynomial $g$. Hence $K\left(\alpha_{2}\right) \subset \mathbb{Q}\left(\zeta_{40}\right)$. To complete the proof we note that $\phi(40)=16$ and since $\left[K\left(\alpha_{2}\right): \mathbb{Q}\right]=8$, we have $\left[\mathbb{Q}\left(\zeta_{40}\right): K\left(\alpha_{2}\right)\right]=2$.

Remark The only primes that ramify in $\mathbb{Q}\left(\zeta_{40}\right) / \mathbb{Q}$ are 2 and 5 and their decompositions are $2 \mathbb{Z}\left[\zeta_{40}\right]=\mathfrak{P}_{2}^{4}$ and $5 \mathbb{Z}\left[\zeta_{40}\right]=\mathfrak{P}_{5}^{4} \cdot \mathfrak{Q}_{5}^{4}$.

Proposition 3.2.13. We have $K(\sqrt{5})$ is an intermediate field of $L / K$. Furthermore the prime ideal $\mathfrak{p}_{2} \in \mathcal{O}_{K}$ that lies above 2 , remains inert in the extension $K(\sqrt{5}) / K$.
Proof. Since $\alpha_{2}=\sqrt[4]{(1+2 i) \cdot(1-2 i)^{3} \cdot(-1)}=\sqrt{\sqrt{5} \cdot(1-2 i) \cdot i}$ and $(1-$ $2 i) \cdot i \in K$ we see that $K \subset K(\sqrt{5}) \subset L$. Also $K(\sqrt{5}) / K$ is a Kummer extension of degree 2 and it is easy to see that there exists some $x$ in $\mathcal{O}_{K}$ such that Condition 2 of Theorem 1.2.25 is satisfied (e.g. $x=1$ ), so $\mathfrak{p}_{2}$ is unramified in $K(\sqrt{5}) / K$. Since $\mathfrak{p}_{2}$ cannot split by the remark above, this completes the proof.

Proposition 3.2.14. The ring of integers $\mathcal{O}_{K(\sqrt{5})}$ is equal to $\mathcal{O}_{K} \mathcal{O}_{\mathbb{Q}(\sqrt{5})}$, or in other words $\left\{1, i, \frac{1+\sqrt{5}}{2}, \frac{1+\sqrt{5}}{2} i\right\}$ is an integral basis for $\mathcal{O}_{K(\sqrt{5})}$.

Proof. Since $\mathbb{Q}(i)$ and $\mathbb{Q}(\sqrt{5})$ are linearly disjoint, we have the following diagram

where $K(\sqrt{5})$ is equal to the compositum of $K$ and $\mathbb{Q}(\sqrt{5})$.
Now $\mathcal{D}_{\mathbb{Q}(\sqrt{5}) / \mathbb{Q}}=\mathfrak{p}_{5} \mathcal{O}_{\mathbb{Q}(\sqrt{5})}$. We saw in Proposition 3.2.13 that $\mathfrak{p}_{2}$ remains inert in $K(\sqrt{5}) / K$ hence $\mathcal{D}_{K(\sqrt{5}) / K}=\mathfrak{p}_{5} \mathcal{O}_{K(\sqrt{5})}$. We therefore see by Proposition 1.2.33 that $\mathcal{O}_{K(\sqrt{5})}=\mathcal{O}_{K} \mathcal{O}_{\mathbb{Q}(\sqrt{5})}$.

Proposition 3.2.15. The prime ideal $\mathfrak{p}_{2}$ is totally ramified in the extension $L / K(\sqrt{5})$.

Proof. Let $j(X):=X^{2}-\sqrt{5} \cdot(1-2 i) \cdot i$ and let $\delta$ be a root of $j(X)$, so that $L=K(\sqrt{5})(\delta)$. Now $L \simeq K(\sqrt{5})(\delta-1)$ and $\delta-1$ is a root of the polynomial $j(X+1)=X^{2}+2 X+(1-2 \sqrt{5}-i \sqrt{5})$. Now $j(X+1)$ is an Eisenstein polynomial at $\mathfrak{p}_{2}$ in $\mathcal{O}_{K(\sqrt{5})}$. To see this consider $\mathfrak{p}_{2}=(1-i) \mathcal{O}_{K(\sqrt{5})}$. Any element $z \in \mathcal{O}_{K(\sqrt{5})}$ has the form

$$
z=z_{1}+z_{2} i+z_{3} \frac{1+\sqrt{5}}{2}+z_{4} \frac{1+\sqrt{5}}{2} i, \quad z_{i} \in \mathbb{Z}
$$

By taking $z_{1}=2, z_{2}=-1, z_{3}=-3, z_{4}=1$ we can see that $(1-2 \sqrt{5}-i \sqrt{5})=$ $z(1-i) i \equiv 0\left(\bmod \mathfrak{p}_{2}\right)$. However $(1-2 \sqrt{5}-i \sqrt{5}) \not \equiv 0\left(\bmod \mathfrak{p}_{2}^{2}\right)=(2) \mathcal{O}_{K(\sqrt{5})}$. Applying Proposition 1.2.32 then completes the result.

Proposition 3.2.16. Let $L=K(\beta)$ then $d_{L / K}=2000$.
Proof. Consider the extension $\mathbb{Q}\left(\zeta_{40}\right) / \mathbb{Q}$. By the remark above we have $2 \mathbb{Z}\left[\zeta_{40}\right]=$ $\mathfrak{P}_{2}^{4}$ and $5 \mathbb{Z}\left[\zeta_{40}\right]=\mathfrak{P}_{5}^{4} \cdot \mathfrak{Q}_{5}^{4}$. We now consider $L / \mathbb{Q}$. It is well known that $2 \mathcal{O}_{K}=\mathfrak{p}_{2}^{2}$ and by Proposition 3.2 .15 we know $\mathfrak{p}_{2} \mathcal{O}_{L}=\mathfrak{P}_{2}^{2}$, so $2 \mathcal{O}_{L}=\mathfrak{P}_{2}^{4}$. Hence the prime ideal $\mathfrak{P}_{2}$ of $\mathcal{O}_{L}$ is unramified in the extension $\mathbb{Q}\left(\zeta_{40}\right) / L$. Now $5 \mathcal{O}_{K}=\mathfrak{p}_{5} \cdot \mathfrak{q}_{5}$ and by Proposition 1.2 .23 we see that $\mathfrak{p}_{5} \mathcal{O}_{L}=\mathfrak{P}_{5}^{4}$, so $5 \mathcal{O}_{L}=\mathfrak{P}_{5}^{4} \cdot \mathfrak{Q}_{5}^{4}$. Hence $\mathbb{Q}\left(\zeta_{40}\right) / L$ is an unramified extension.

Now we can easily compute that $d_{\mathbb{Q}\left(\zeta_{40}\right)}=2^{32} \cdot 5^{12}$. The tower of discriminants formula tells us that

$$
d_{\mathbb{Q}\left(\zeta_{40}\right)}=N_{L / \mathbb{Q}}\left(\mathfrak{d}_{\mathbb{Q}\left(\zeta_{40}\right) / L}\right) \cdot d_{L}^{2}
$$

However since $\mathbb{Q}\left(\zeta_{40}\right) / L$ is unramified this simplifies to $d_{\mathbb{Q}\left(\zeta_{40}\right)}=d_{L}^{2}$, hence $d_{L}=2^{16} \cdot 5^{6}$. We then continue as in the proof of Proposition 3.2.9 to compute that

$$
2^{8} \cdot 5^{6}=N_{K / \mathbb{Q}}\left(\mathfrak{d}_{L / K}\right)=N_{L / \mathbb{Q}}\left(\mathcal{D}_{L / K}\right)=\left(d_{L / K}\right)^{2}
$$

Therefore $d_{L / K}=2^{4} \cdot 5^{3}=2000$.
The Hilbert class field $E$ of a number field $K$ is defined as the maximal abelian unramified extension of $K$. An important result on the Hilbert class field $E$ is that the degree of $E / K$ is equal to the class number of $K[19]$. Since $\mathbb{Q}\left(\zeta_{40}\right) / L$ is an unramified extension of degree 2 , the ideal class group of $\mathcal{O}_{L}$ is non-trivial and its class number is greater than or equal to 2 .

The case $X^{4}-(1+2 i) \cdot(1-2 i)^{3} \cdot(i)$
Proposition 3.2.17. Let $\alpha_{3}$ be a root of the polynomial $h(X):=X^{4}-(1+2 i)$. $(1-2 i)^{3} \cdot(i)$. Then $K\left(\alpha_{3}\right) \subset \mathbb{Q}\left(\zeta_{80}\right)$ and $\left[\mathbb{Q}\left(\zeta_{80}\right): K\left(\alpha_{3}\right)\right]=4$.

Proof. By Proposition 3.2.8 we know that $K\left(\alpha_{1}\right)\left(\zeta_{16}\right) \simeq \mathbb{Q}\left(\zeta_{80}\right)$. Furthermore we can compute that $\left(\alpha_{1} \cdot \zeta_{16}\right)^{4}=(1+2 i) \cdot(1-2 i)^{3} \cdot(i)$, so we see that $\alpha_{1} \cdot \zeta_{16}$ is a root of the polynomial $h$. Hence $K\left(\alpha_{3}\right) \subset \mathbb{Q}\left(\zeta_{80}\right)$. Since $\phi(80)=32$ we see that $\left[\mathbb{Q}\left(\zeta_{80}\right): K\left(\alpha_{3}\right)\right]=4$.

Remark The only primes that ramify in $\mathbb{Q}\left(\zeta_{80}\right) / \mathbb{Q}$ are 2 and 5 and their decompositions are $2 \mathbb{Z}\left[\zeta_{80}\right]=\mathfrak{P}_{2}^{8}$ and $5 \mathbb{Z}\left[\zeta_{80}\right]=\mathfrak{P}_{5}^{4} \cdot \mathfrak{Q}_{5}^{4}$.

Proposition 3.2.18. Let $L=K\left(\alpha_{3}\right)$ then the prime ideal $\mathfrak{p}_{2}$ is totally ramified in the extension $L / K$.

Proof. We have $L \simeq K\left(\alpha_{3}-1\right)$ and $\alpha_{3}-1$ is a root of the polynomial $h(X+1)=$ $X^{4}+4 X^{3}+6 X^{2}+4 X-19+15 i$. Since $-19+15 i=(-17-2 i)(1-i)$ it is clear that $h(X+1)$ is an Eisenstein polynomial at $\mathfrak{p}_{2}$ in $\mathcal{O}_{K}$. By Proposition 1.2.32 we then see that $\mathfrak{p}_{2}$ is totally ramified in $L / K$.

Proposition 3.2.19. Let $L=K\left(\alpha_{3}\right)$ then $d_{L / K}=32000$.
Proof. We can easily compute that $d_{\mathbb{Q}\left(\zeta_{80}\right)}=2^{96} \cdot 5^{24}$. Consider the extension $L / \mathbb{Q}$. By Proposition 3.2.18 we know that $2 \mathcal{O}_{L}=\mathfrak{P}_{2}^{8}$, so the prime ideal $\mathfrak{P}_{2}$ in $\mathcal{O}_{L}$ is unramified in $\mathbb{Q}\left(\zeta_{80}\right) / L$. Following the proof of Proposition 3.2.16 we can also see that $5 \mathcal{O}_{L}=\mathfrak{P}_{5}^{4} \cdot \mathfrak{Q}_{5}^{4}$. Using the remark above we therefore know that $\mathbb{Q}\left(\zeta_{80}\right) / L$ is an unramified extension.

We know that

$$
d_{\mathbb{Q}\left(\zeta_{80}\right)}=N_{L / \mathbb{Q}}\left(\mathfrak{d}_{\mathbb{Q}\left(\zeta_{80}\right) / L}\right) \cdot d_{L}^{4} .
$$

Since $\mathbb{Q}\left(\zeta_{80}\right) / L$ is unramified this simplifies to $d_{\mathbb{Q}\left(\zeta_{80}\right)}=d_{L}^{4}$, hence $d_{L}=2^{24} \cdot 5^{6}$. We can then compute that

$$
2^{16} \cdot 5^{6}=N_{K / \mathbb{Q}}\left(\mathfrak{d}_{L / K}\right)=N_{L / \mathbb{Q}}\left(\mathcal{D}_{L / K}\right)=\left(d_{L / K}\right)^{2} .
$$

Therefore $d_{L / K}=2^{8} \cdot 5^{3}=32000$.
Since $\mathbb{Q}\left(\zeta_{80}\right) / L$ is an unramified extension of degree 4 , the ideal class group of $\mathcal{O}_{L}$ is non-trivial and its class number is greater than or equal to 4 .

Remark In the case $X^{4}-(1+2 i) \cdot(1-2 i)^{3} \cdot(-i)$ we again get that $d_{L / K}=$ 32000 and the proof follows in the same way as the case $X^{4}-(1+2 i) \cdot(1-2 i)^{3} \cdot(i)$.

Hence for $[L: K]=4$ we have shown that if $A=(\gamma, L / K, \sigma)$ is a cyclic division $K$-algebra with $\gamma \in \mathcal{O}_{K}$ and $\mathcal{C} \subset \mathcal{C}_{A, \lambda, I}$ is a code built on $A$ that satisfies the energy constraint, then

$$
d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)} \geq 1125
$$

However we must also consider the case $\gamma \notin \mathcal{O}_{K}$.

## The case $\gamma \notin \mathbb{Z}[i]$

Let $\gamma \in K \backslash \mathcal{O}_{K}$ so that $\gamma=\frac{\gamma_{1}}{\gamma_{2}}$ with $\gamma_{1}, \gamma_{2} \in \mathcal{O}_{K}, \gamma_{2} \nmid \gamma_{1}$ and let $A=(\gamma, L / K, \sigma)$ be a cyclic division $K$-algebra of degree 4 with $L$-basis $\left\{1, e, e^{2}, e^{3}\right\}$. Let $a \in A$ be of the form $a=a_{0}+e a_{1}+e^{2} a_{2}+e^{3} a_{3}$ where $a_{i} \in L$ for $i=0, \ldots, 3$. The matrix $M_{a}$ of left multiplication by $a$ in our chosen $L$-basis is

$$
M_{a}=\left(\begin{array}{cccc}
a_{0} & \frac{\gamma_{1}}{\gamma_{2}} a_{3}^{\sigma} & \frac{\gamma_{1}}{\gamma_{2}} a_{2}^{\sigma^{2}} & \frac{\gamma_{1}}{\gamma_{2}} a_{1}^{\sigma^{3}} \\
a_{1} & a_{0}^{\sigma} & \frac{\gamma_{1}}{\gamma_{2}} a_{3}^{\sigma^{2}} & \frac{\gamma_{1}}{\gamma_{2}} a_{2}^{\sigma^{3}} \\
a_{2} & a_{1}^{\sigma} & a_{0}^{\sigma^{2}} & \frac{\gamma_{1}}{\gamma_{2}} a_{3}^{\sigma^{3}} \\
a_{3} & a_{2}^{\sigma} & a_{1}^{\sigma^{2}} & a_{0}^{\sigma^{3}}
\end{array}\right)
$$

By Corollary 2.3.14 we know that $d_{L / K} \geq 256$ and therefore

$$
d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)} \geq 256 \cdot\left(\gamma_{2} \cdot \overline{\gamma_{2}}\right)^{3}
$$

Now since $\gamma_{2} \neq 1$ we see that the right hand side of the above equation is greater than or equal to $256 \cdot 2^{3}=2048>1125$. Therefore the price we pay in the coding gain by considering $\gamma \notin \mathcal{O}_{K}$ is too large to give a better performing code.

Corollary 3.2.20. Let $[L: K]=4$ and let $A=(\gamma, L / K, \sigma)$ be a cyclic division $K$-algebra. If $\mathcal{C} \subset \mathcal{C}_{A, \lambda, I}$ is a code built on $A$ that satisfies the energy constraint, then

$$
d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)} \geq 1125
$$

Hence the PSTBC of dimension 4 presented in [29] is optimal.

### 3.2.2 The $6 \times 6$ Case

Recall for the best known PSTBC of degree 6 we have $K=\mathbb{Q}(j)$ and $A=$ $\left(-j, K\left(\zeta_{28}+\zeta_{28}^{-1}\right) / K, \sigma\right)$ and

$$
\frac{1}{2^{6} \cdot 7^{5}} \leq \delta_{\min }\left(\mathcal{C}_{A, \lambda, I}\right) \leq \frac{1}{2^{6} \cdot 7^{4}}
$$

We now determine the optimum code of degree 6 where we assume that $K=$ $\mathbb{Q}(j)$. Similar to the $4 \times 4$ case we will also assume that $d \neq d^{\prime 2}$ and $d \neq d^{\prime \prime 3}$ for some $d^{\prime}, d^{\prime \prime} \in \mathcal{O}_{K}$, so that $K(\sqrt[6]{d}) / K$ is an extension of degree 6 . Again we first assume that $\gamma \in \mathcal{O}_{K}$ and determine when $A=(\gamma, K(\sqrt[6]{d}) / K, \sigma)$ is a division $K$-algebra. Similar to the previous section, we will assume throughout that $\operatorname{Gal}(K(\sqrt[6]{d}) / K)$ commutes with complex conjugation.

Proposition 3.2.21. Let $A=(\gamma, K(\sqrt[6]{d}) / K, \sigma)$. Then $A$ is a cyclic division $K$ algebra if and only if

- $\gamma=-j$ or $-j^{2}$
- There exist (not necessarily distinct) prime elements $\pi$ and $\pi^{\prime}$ of $\mathbb{Z}[j]$ such that $v_{\pi}(d)$ is prime to $3, v_{\pi^{\prime}}(d)$ is odd and satisfying the following:

1. $\pi^{\prime}=a+b j$, where $l=a^{2}+b^{2}-a b$ is a prime number satisfying $l \equiv 7$ $(\bmod 12)$.
2. $\pi=a+b j$, where $l=a^{2}+b^{2}-a b$ is a prime number satisfying $l \equiv 4$ or $7(\bmod 9)$.

Proof. Proceeding in a similar manner to the $4 \times 4$ case, we can use arguments involving the exponent of the Brauer group to give us the first condition. We can also show that $(-j, K(\sqrt[6]{d}) / K, \sigma)$ is a division $K$-algebra if and only if $\left(-j^{2}, K(\sqrt[6]{d}) / K, \sigma\right)$ is a division $K$-algebra and so without loss of generality we will assume that $A=(-j, K(\sqrt[6]{d}) / K, \sigma)$.

By the Primary Decomposition Theorem $A \simeq A^{(2)} \otimes_{K} A^{(3)}$ and $A$ is a division $K$-algebra if and only if $A^{(2)}$ and $A^{(3)}$ are division $K$-algebras. We first consider the quaternion algebra $A^{(2)}=(-j, K(\sqrt{d}) / K, \bar{\sigma}) \simeq(-j, d)_{K}$.

We proceed as in the Proof of Proposition 3.2.3. By Proposition 3.2.2

$$
(-j, d)_{K} \simeq\left(-j, u p_{1} \cdots p_{k} \pi_{1} \bar{\pi}_{1} \cdots \pi_{l} \bar{\pi}_{l}\right)_{K}
$$

for $u \in \mathcal{O}_{K}^{\times}, p_{i} \in T_{2}, \pi_{i} \in T_{1}$ with $v_{p_{i}}(d)$ odd and $v_{\pi_{i}}(d)$ odd. Hence for $\pi=1-j$ or any $\pi \in T_{1}$ such that $v_{\pi}(d)$ is even, the Hilbert symbol $(-j, d)_{2, \pi}$ is trivial.

Consider a prime $p \in T_{2}$. then $(-j, d)_{2, \pi}$ is the image of $(-j)^{\left(p^{2}-1\right) / 2}$ in $\mathbb{F}_{p^{2}}$. If $p \neq 2$ then $p \equiv 5(\bmod 6)$ and therefore $6 \left\lvert\, \frac{p^{2}-1}{2}\right.$. Hence the Hasse symbol $(-j, d)_{2, p}$ is trivial in this case.

Now consider $\pi \in T_{1}$ such that $v_{p}(d)$ is odd. In this case $(-j, d)_{2, \pi}$ is the image of $(-j)^{\left(p_{\pi}-1\right) / 2}$ in $\mathbb{F}_{p_{\pi}}$. If $p_{\pi} \equiv 1(\bmod 12)$ then $(-j, d)_{2, \pi}=\overline{1}$ and if $p_{\pi} \equiv 7$ $(\bmod 12)$ then $(-j, d)_{2, \pi}=\overline{-1}$.

Hence if $\pi \in T_{1}$ with $p_{\pi} \equiv 7(\bmod 12)$ and $\pi \mid d$ such that $v_{\pi}(d)$ is odd, then $(-j, d)_{2, \pi}$ is non-trivial and so $(-j, d)_{K}$ is a division $K$-algebra. If there is no such divisor of $d$, then the Hasse symbol is trivial at all places except maybe the place defined by 2 . However by the Brauer-Hasse-Noether this implies that $(i, d)_{K}$ is split at all places $v$. Hence $(-j, d)_{K}$ is split in this case.

We now move to $A^{(3)}=(-j, K(\sqrt[3]{d}) / K, \bar{\sigma}) \simeq(j, K(\sqrt[3]{d}) / K, \bar{\sigma})$ by Lemma 1.4.7. Since $A^{(3)}$ is of degree 3 we see that $A^{(3)}$ is either split or a division $K$-algebra. By Proposition 3.2.2 we know that

$$
(j, K(\sqrt[3]{d}) / K, \bar{\sigma}) \simeq\left(j, K\left(\sqrt[3]{u \pi_{1}{\overline{\pi_{1}}}^{2} \cdots \pi_{k}{\overline{\pi_{k}}}^{\prime 2} \pi_{1}^{2}{\overline{\pi_{1}}}^{\prime} \cdots \pi_{l}^{\prime 2}{\overline{\pi_{l}}}^{\prime}}\right) / K, \bar{\sigma}\right)
$$

where $u \in \mathcal{O}_{K}^{\times}, \pi, \pi^{\prime} \in T_{1}, \pi\left|d, \pi^{\prime}\right| d$ with $v_{\pi}(d) \neq 3$ and $v_{\bar{\pi}}(d) \neq 3$. We then immediately see that for any prime $p \in T_{2}$ or $\pi \in T_{1}$ such that $\pi \mid d$ and $v_{\pi}(d)=3$ the Hasse symbols $(j, d)_{3, p},(j, d)_{3, \pi}$ and $(j, d)_{3, \bar{\pi}}$ are trivial.

For any $\pi \in T_{1}$ such that $\pi \mid d$ and $v_{\pi}(d) \neq 3$ we see that $(j, d)_{3, \pi}$ will be the image of $j^{\left(p_{\pi}-1\right) / 3}$ in $\mathbb{F}_{p_{\pi}}$. Now $p_{\pi} \equiv 1(\bmod 3)$, which is equivalent to saying that $p_{\pi} \equiv 1,4$ or $7(\bmod 9)$. In this way we can see that $(j, d)_{3, \pi}=\overline{1}$ if and only if $p_{\pi} \equiv 1(\bmod 9)$.

Therefore we can reason in a similar manner to above to show that $A^{(3)}$ is a division $K$-algebra if and only if there exists $\pi \in T_{1}$ with $p_{\pi} \equiv 4$ or $7(\bmod 9)$ such that $\pi \mid d$ and $v_{\pi}(d) \neq 3$. This completes our proof.

To consider the ramification of a prime ideal $\mathfrak{p} \subseteq \mathcal{O}_{K}$ in $L / K$ we look at the two subextensions $K_{2}$ and $K_{3}$ of $L$, where $\left[K_{2}: K\right]=2$ and $\left[K_{3}: 3\right]$, which gives us the following diagram:


As usual prime ideals above $\mathfrak{p}$ will be denoted by $\mathfrak{P}$ and $\mathfrak{P}_{(i)}$ will denote the prime ideal above $\mathfrak{p}$ lying in $\mathcal{O}_{K_{i}}$.

Since the ramification index of a prime ideal divides the degree of the extension we are able to deduce that there are three possibilities for a prime ideal $\mathfrak{p}$ that ramifies in $L / K$ :

1. $\mathfrak{p}$ only ramifies in $K_{2} / K$.
2. $\mathfrak{p}$ only ramifies in $K_{3} / K$.
3. p ramifies in $K_{2} / K$ and $K_{3} / K$.

We will first consider the primes that ramify tamely in $L / K$ before moving onto the wildly ramified primes.

Proposition 3.2.22. Let $\mathfrak{p} \subseteq \mathcal{O}_{K}$ be a prime ideal that doesn't lie above 2 or 3 , generated by the prime element $\pi \in \mathcal{O}_{K}$. If $v_{\pi}(d)=1$ or 5 then $p^{5} \mid d_{L / K}$, where $p$ is the prime number lying below $\pi$.

Proof. We can see that $\mathfrak{p}$ ramifies in both $K_{2} / K$ and $K_{3} / K$, so it must be totally ramified. Hence

$$
\mathcal{N}_{L / K}\left(\mathfrak{P}^{5}\right)=\mathfrak{p}^{5} \mid \mathfrak{d}_{L / K} .
$$

Now by Proposition 3.2.2 we know that $v_{\pi}(d)+v_{\bar{\pi}}(d)=6$. Hence $(\mathfrak{p} \cdot \overline{\mathfrak{p}})^{5} \mid \mathfrak{d}_{L / K}$. Using Lemma 2.3.4 we then see that $p^{5} \mid d_{L / K}$.

Corollary 3.2.23. Assume that $\mathfrak{p}$ lies above a prime $p \equiv 1(\bmod 3)$ and that $v_{\pi}(d)=1$ or 5 . If $p>13$ then $d_{L / K}>2^{6} \cdot 7^{5}$.

Proof. First note that $13^{5}=371293<2^{6} \cdot 7^{5}$. The next prime $p>13$ such that $p \equiv 1(\bmod 3)$ is 19 . However $19^{5}=2476099>2^{6} \cdot 7^{5}$.

Proposition 3.2.24. Let $\mathfrak{p} \subseteq \mathcal{O}_{K}$ be a prime ideal that doesn't lie above 2 or 3 , generated by the prime element $\pi \in \mathcal{O}_{K}$. If $v_{\pi}(d)=2$ or 4 then $p^{4} \mid d_{L / K}$, where $p$ is the prime number lying below $\pi$.

Proof. We can see that $\mathfrak{p}$ does not ramify in $K_{2} / K$ and is totally ramified in $K_{3} / K$. Hence $\mathfrak{p}^{2} \mid \mathfrak{d}_{K_{3} / K}$ and by the behaviour of the discriminant ideal in a tower of fields we see that $\mathfrak{p}^{4} \mid \mathfrak{d}_{L / K}$. Then proceed as in the proof of Proposition 3.2.22

Corollary 3.2.25. Assume that $\mathfrak{p}$ lies above a prime $p \equiv 1(\bmod 3)$ and that $v_{\pi}(d)=2$ or 4 . If $p>31$ then $d_{L / K}>2^{6} \cdot 7^{5}$.

Proof. First note that $31^{4}=923521<2^{6} \cdot 7^{5}$. The next prime $p>31$ such that $p \equiv 1(\bmod 3)$ is 37 . However $37^{4}=1874161>2^{6} \cdot 7^{5}$.

Proposition 3.2.26. Let $\mathfrak{p} \subseteq \mathcal{O}_{K}$ be a prime ideal lying above a prime $p \neq 2$ or 3 , generated by the prime element $\pi \in \mathcal{O}_{K}$. If $v_{\pi}(d)=3$ then $p^{3} \mid d_{L / K}$, where $p$ is the prime number lying below $\pi$.

Proof. We can see that $\mathfrak{p}$ does not ramify in $K_{3} / K$ and is totally ramified in $K_{2} / K$. Hence $\mathfrak{p} \mid \mathfrak{d}_{K_{2} / K}$ and therefore $\mathfrak{p}^{3} \mid \mathfrak{d}_{L / K}$. Then proceed as in the proof of Proposition 3.2.22.

The above results allow us to produce a finite list of prime ideals that ramify tamely in an extension $K(\sqrt[6]{d}) / K$ such that $A$ satisfies the conditions of Proposition 3.2.21 and $d_{L / K}<2^{6} \cdot 7^{5}$.

We first consider a prime element $\pi=a+b j \in T_{1}$ that satisfies Condition 2 of Proposition 3.2.21. That is $\pi=a+b j$, where $l=a^{2}+b^{2}-a b$ is a prime number satisfying $l \equiv 4$ or $7(\bmod 9)$. By Propositions 3.2.22 and 3.2.24 we know that if $\pi$ satisfies Condition 2 of Proposition 3.2.21, then $l^{4} \mid d_{L / K}$ or $l^{5} \mid d_{L / K}$. The first three primes $l$ that satisfy the congruence are 7,13 and 31 and Corollaries 3.2.23 and 3.2.25 tell us that these are the only primes we need to consider. We are now left with five potential divisors of $d_{L / K}$ that must be checked, these are (in ascending order) $\left\{7^{4}, 7^{5}, 13^{4}, 13^{5}, 31^{4}\right\}$.

In order to check these divisors we must calculate the minimum possible value of $d_{L / K}$ for each divisor when Condition 1 of Proposition 3.2.21 is also satisfied.

If we consider this condition then Propositions 3.2.22 and 3.2.26 tell us that if $\pi^{\prime}=a+b j$, where $l=a^{2}+b^{2}-a b$ is a prime number satisfying $l \equiv 7(\bmod 12)$, then $l^{3} \mid d_{L / K}$ or $l^{5} \mid d_{L / K}$. The first three primes $l$ that satisfy the congruence are 7 , 19 and 31.

We can now make our calculations for each of our five potential divisors. Firstly let $\pi$ be a prime element above 7 such that $v_{\pi}(d)=2$ or 4 , in which case $\pi$ satisfies Condition 2 of Proposition 3.2.21, so $7^{4} \mid d_{L / K}$. If Condition 1 of Proposition 3.2.21 is also satisfied (by a prime element $\pi^{\prime}$ that does not lie above 7 ) then the remark above tells us that as a minimum $19^{3} \mid d_{L / K}$ as well. However $7^{4} \cdot 19^{3}>2^{6} \cdot 7^{5}$, so this case can be dismissed.

The second case to consider is that $\pi$ is a prime element above 7 such that $v_{\pi}(d)=1$ or 5 , so $7^{5} \mid d_{L / K}$. In this instance Condition 1 of Proposition 3.2.21 is automatically satisfied by the prime element $\pi$.

Thirdly let $\pi$ be a prime element above 13 such that $v_{\pi}(d)=2$ or 4 , so $13^{4} \mid d_{L / K}$. If Condition 1 of Proposition 3.2.21 is also satisfied then we know from the remark above that as a minimum $7^{3} \mid d_{L / K}$ as well. However $13^{4} \cdot 7^{3}>2^{6} \cdot 7^{5}$, so this case can be dismissed. The same logic allows us to dismiss the case $\pi$ is a prime element above 13 such that $v_{\pi}(d)=1$ or 5 , so $13^{5} \mid d_{L / K}$ and the case $\pi$ is a prime element above 31 such that $v_{\pi}(d)=2$ or 4 , so $31^{4} \mid d_{L / K}$.

Corollary 3.2.27. If $A$ is a cyclic division $K$-algebra and $d_{L / K}<2^{6} \cdot 7^{5}$ then there exists a prime element $\pi=a+b j$, where $l=a^{2}+b^{2}-a b=7$, such that $v_{\pi}(d)$ is odd and prime to 3 (and therefore $7^{5} \mid d_{L / K}$ ). Furthermore this is the only prime $p \neq 2$ or 3 that divides $d_{L / K}$.

Proof. The first part comes from our work above. Now Propositions 3.2.22, 3.2.24 and 3.2.26 tell us that if another prime $p^{\prime} \neq 2$ or 3 did divide $d_{L / K}$, then as a minimum $p^{\prime 3} \mid d_{L / K}$. The smallest prime $p^{\prime} \neq 2$ or 3 is $p^{\prime}=5$. However $7^{5} \cdot 5^{3}>2^{6} \cdot 7^{5}$ and therefore 7 is the only prime (not equal to 2 or 3 ) that divides $d_{L / K}$.

Now that we have considered the prime ideals that ramify tamely in our extension we must move our attention to the wildly ramified prime ideals. The only two ideals that would ramify wildly are the prime ideal $\mathfrak{p}$ generated by $(1-j)$ in $K_{3} / K$ and the prime ideal $\mathfrak{p}$ generated by 2 in $K_{2} / K$.

Proposition 3.2.28. If the prime ideal $\mathfrak{p}$ generated by the prime element $(1-j)$ ramifies in $K_{3} / K$ then $3^{2} \mid d_{K_{3} / K}$.

Proof. If $\mathfrak{p}$ ramifies then it is totally and wildly ramified and hence $\mathfrak{P}^{3} \mid \mathcal{D}_{K_{3} / K}$. Taking absolute norms of both sides tells us that $3^{3} \mid\left(d_{K_{3} / K}\right)^{2}$ and therefore it must be true that $3^{2} \mid d_{K_{3} / K}$.

Proposition 3.2.29. Let $A$ be a cyclic division $K$-algebra. If the prime ideal $\mathfrak{p}$ generated by the prime element $\pi=(1-j)$ ramifies in $K(\sqrt[6]{d}) / K$ then $3^{4} \mid d_{L / K}$.

Proof. By Proposition 3.2.2 we know that $v_{\pi}(d)=0$, therefore if $\mathfrak{p}$ ramifies then it will only be ramified in the subextension $K_{3} / K$, in which case $3^{2} \mid d_{K_{3} / K}$ by Proposition 3.2.28. Then using Proposition 2.3 .5 we can see that $3^{4} \mid d_{L / K}$.

Proposition 3.2.30. If the prime ideal $\mathfrak{p}$ generated by the prime element (2) ramifies in $K_{2} / K$ then $2^{2} \mid d_{K_{2} / K}$.

Proof. If $\mathfrak{p}$ ramifies then it is totally and wildly ramified and hence $\mathfrak{P}^{2} \mid \mathcal{D}_{K_{2} / K}$. Taking absolute norms of both sides tells us that $2^{4} \mid\left(d_{K_{2} / K}\right)^{2}$ and hence $2^{2} \mid d_{K_{2} / K}$.

Proposition 3.2.31. Let $A$ be a cyclic division $K$-algebra. If the prime ideal $\mathfrak{p}$ generated by the prime element $\pi=(2)$ ramifies in $K(\sqrt[6]{d}) / K$ then $2^{6} \mid d_{L / K}$.

Proof. By Proposition 3.2.2 we know that $v_{\pi}(d)=0$ or 3 , therefore if $\mathfrak{p}$ ramifies then it will only be ramified in the subextension $K_{2} / K$, in which case $2^{2} \mid d_{K_{2} / K}$ by Proposition 3.2.30. Then using Proposition 2.3 .5 we can see that this implies $2^{6} \mid d_{L / K}$.

Corollary 3.2.32. Let $A$ be a cyclic division $K$-algebra such that $d_{L / K}<2^{6} \cdot 7^{5}$. Then the only prime ideals that ramify in $K(\sqrt[6]{d}) / K$ are the prime ideals lying above 7 and we have $d_{L / K}=7^{5}$.

Proof. By Corollary 3.2 .27 we need only consider the prime ideals lying above 2 and 3 . If the prime ideal $\mathfrak{p}$ lying above 2 ramifies in $K(\sqrt[6]{d}) / K$ then by Proposition 3.2.31 we know that $2^{6} \mid d_{L / K}$ and hence $2^{6} \cdot 7^{5} \mid d_{L / K}$. If the prime ideal $\mathfrak{p}$ lying above 3 ramifies in $K(\sqrt[6]{d}) / K$ then by Proposition 3.2 .29 we know that $3^{4} \mid d_{L / K}$ and hence $3^{4} \cdot 7^{5} \mid d_{L / K}$. However $3^{4} \cdot 7^{5}>2^{6} \cdot 7^{5}$, which completes the proof.

Proposition 3.2.33. Let $A$ be a cyclic division $K$-algebra with $d_{L / K}=7^{5}$. Then it is impossible to construct the cubic lattice from $A$.

Proof. By Corollary 2.3.14 the cubic lattice cannot be constructed since $d_{L / K}<$ $6^{6}$.

Hence for $[L: K]=6$ we have shown that if $A=(\gamma, L / K, \sigma)$ is a cyclic division $K$-algebra with $\gamma \in \mathcal{O}_{K}$ and $\mathcal{C} \subset \mathcal{C}_{A, \lambda, I}$ is a code built on $A$ that satisfies the energy constraint, then

$$
d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)} \geq 2^{6} \cdot 7^{5}
$$

However we must also consider the case $\gamma \notin \mathcal{O}_{K}$.

## The case $\gamma \notin \mathbb{Z}[j]$

In the degree 6 case we know that $d_{L / K} \geq 6^{6}$ and the price to pay in the coding gain by considering $\gamma \notin \mathcal{O}_{K}$ is a factor of $\left|\gamma_{2}\right|^{10} \geq 2^{5}$. Since $2^{5} \cdot 6^{6}>2^{6} \cdot 7^{5}$ we see that taking $\gamma \notin \mathcal{O}_{K}$ will not give rise to a better performing code.

Corollary 3.2.34. Let $[L: K]=6$ and let $A=(\gamma, L / K, \sigma)$ be a cyclic division $K$-algebra. If $\mathcal{C} \subset \mathcal{C}_{A, \lambda, I}$ is a code built on $A$ that satisfies the energy constraint, then

$$
d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)} \geq 2^{6} \cdot 7^{5}
$$

Hence the PSTBC of dimension 6 presented in [29] is optimal.

## Chapter 4

## Biquadratic Codes

### 4.1 Non-Cyclic Codes of Dimension four

### 4.1.1 Code Construction

Having considered cyclic codes we now switch our attention to the case when the Galois group of $L / K$ is non-cyclic. The obvious starting point for this is to consider codes when $\operatorname{Gal}(L / K)$ is isomorphic to the Klein four-group $C_{2} \times C_{2}$.

Codes based on crossed product algebras of degree 4 with non-cyclic Galois group have been studied in [4]. In [44] the authors consider constructions based on biquaternion algebras, which are included in the set of crossed product algebras with Galois group isomorphic to the Klein four-group. The constructions in [4] are also studied with regard to MIDO (multiple-input double-output) codes in [30], although we will not consider this here.

From now on we will assume that $L / K$ is a non-cyclic Galois extension of degree four, i.e. $L=K\left(\sqrt{d}, \sqrt{d^{\prime}}\right)$, for some $d, d^{\prime} \in K$. Note that the three distinct quadratic fields of $L / K$ are $K(\sqrt{d}), K\left(\sqrt{d^{\prime}}\right)$ and $K\left(\sqrt{d d^{\prime}}\right)$. We have $\operatorname{Gal}(L / K)=\{1, \sigma, \tau, \sigma \tau\}$, where $\sigma$ and $\tau$ satisfy

$$
\begin{aligned}
& \sigma(\sqrt{d})=\sqrt{d}, \sigma\left(\sqrt{d^{\prime}}\right)=-\sqrt{d^{\prime}} \\
& \tau(\sqrt{d})=-\sqrt{d}, \tau\left(\sqrt{d^{\prime}}\right)=\sqrt{d^{\prime}}
\end{aligned}
$$

so we have the following diagram:


Definition 4.1.1. Let $a, b, u \in L^{\times}$such that

$$
a^{\sigma}=a, b^{\tau}=b, u u^{\sigma}=\frac{a}{a^{\tau}}, u u^{\tau}=\frac{b^{\sigma}}{b} .
$$

Then the triple $(a, b, u)$ is called $(\sigma, \tau)$-admissible .
Note that if $(a, b, u)$ is $(\sigma, \tau)$-admissible, then $\left(a b u^{\tau}\right)^{\sigma \tau}=a b u^{\tau}$. Therefore $a, b$ and $a b u^{\tau}$ are such that $a \in K(\sqrt{d}), b \in K\left(\sqrt{d^{\prime}}\right)$ and $a b u^{\tau} \in K\left(\sqrt{d d^{\prime}}\right) \simeq$ $K\left(\sqrt{\frac{d d^{\prime}}{\left(\operatorname{gcd}\left(d, d^{\prime}\right)\right)^{2}}}\right)$.

Lemma 4.1.2. Let $G=\{\operatorname{Id}, \sigma, \tau, \sigma \tau\}$ and let $(a, b, u)$ be $(\sigma, \tau)$-admissible. Define a map $\xi^{a, b, u}: G \times G \rightarrow L^{\times}$by

$$
\begin{gathered}
\xi_{\mathrm{Id}, \tau}^{a, b, u}=\xi_{\sigma, \mathrm{Id}}^{a, b, u}=1, \quad \forall \sigma, \tau \in G \\
\xi_{\sigma, \sigma}^{a, b, u}=a, \xi_{\sigma, \tau}^{a, b, u}=1, \xi_{\sigma, \sigma \tau}^{a, b, u}=a^{\tau} \\
\xi_{\tau, \sigma}^{a, b, u}=u, \xi_{\tau, \tau}^{a, b, u}=b, \xi_{\tau, \sigma \tau}^{a, b, u}=b u^{\tau} \\
\xi_{\sigma \tau, \sigma}^{a, b, u}=a^{\tau} u, \xi_{\sigma \tau, \tau}^{a, b, u}=b, \xi_{\sigma \tau, \sigma \tau}^{a, b, u}=a b u^{\tau}
\end{gathered}
$$

Then $\xi^{a, b, u}$ is a 2-cocycle.
Proof. By definition $\xi_{\mathrm{Id}, \tau}^{a, b, u}=\xi_{\sigma, \mathrm{Id}}^{a, b, u}=1$ for all $\sigma, \tau \in G$. Let $(\sigma, \tau, \rho)$ be a triple with entries in $G$. To check that $\xi^{a, b, u}$ is a 2-cocycle, we need to check that

$$
\begin{equation*}
\xi_{\sigma, \tau \rho} \xi_{\tau, \rho}=\xi_{\sigma \tau, \rho} \xi_{\sigma, \tau}^{\rho} \tag{4.1}
\end{equation*}
$$

holds for all possible triples $(\sigma, \tau, \rho)$. It is not hard to check that Equation 4.1 holds if one of $\sigma, \rho$ or $\tau$ is equal to Id, the remaining cases will be done individually.
$(\sigma, \sigma, \sigma)$ : The LHS of Equation 4.1 is equal to Id $\cdot a$ and the RHS of Equation 4.1 is equal to $\operatorname{Id} \cdot a^{\sigma}=a$. Hence $(\sigma, \sigma, \sigma)$ satisfies Equation 4.1.
$(\sigma, \sigma, \tau)$ : The LHS is equal to $a^{\tau} \cdot \operatorname{Id}$ and the RHS is equal to $a^{\tau} \cdot \operatorname{Id}$.
$(\sigma, \sigma, \sigma \tau)$ : The LHS is equal to $\mathrm{Id} \cdot a^{\tau}$ and the RHS is equal to $\mathrm{Id} \cdot a^{\sigma \tau}=a^{\tau}$.
$(\sigma, \tau, \sigma)$ : The LHS is equal to $a^{\tau} \cdot u$ and the RHS is equal to $a^{\tau} u \cdot \mathrm{Id}$.
$(\sigma, \tau, \tau)$ : The LHS is equal to $\mathrm{Id} \cdot b$ and the RHS is equal to $b \cdot \mathrm{Id}$.
$(\sigma, \tau, \sigma \tau)$ : The LHS is equal to $a \cdot b u^{\tau}$ and the RHS is equal to $a b u^{\tau} \cdot \mathrm{Id}$.
$(\sigma, \sigma \tau, \sigma)$ : The LHS is equal to $\operatorname{Id} \cdot a^{\tau} u$ and the RHS is equal to $u \cdot\left(a^{\tau}\right)^{\sigma}=a^{\tau} \cdot u$.
$(\sigma, \sigma \tau, \tau)$ : The LHS is equal to $a \cdot b$ and the RHS is equal to $b \cdot\left(a^{\tau}\right)^{\tau}=a \cdot b$.
$(\sigma, \sigma \tau, \sigma \tau):$ The LHS is equal to $\mathrm{Id} \cdot a b u^{\tau}$ and the RHS is equal to $b u^{\tau} \cdot\left(a^{\tau}\right)^{\sigma \tau}=$ $a \cdot b u^{\tau}$.
$(\tau, \sigma, \sigma)$ : The LHS is equal to $\operatorname{Id} \cdot a$ and the RHS is equal to $a^{\tau} u \cdot u^{\sigma}=a^{\tau} \cdot \frac{a}{a^{\tau}}=$ $a$.
$(\tau, \sigma, \tau)$ : The LHS is equal to $b u^{\tau} \cdot \operatorname{Id}$ and the RHS is equal to $b \cdot u^{\tau}$.
$(\tau, \sigma, \sigma \tau):$ The LHS is equal to $b \cdot a^{\tau}$ and the RHS is equal to $a b u^{\tau} \cdot u^{\sigma \tau}=$ $a b \cdot\left(\frac{a}{a^{\tau}}\right)^{\tau}=b \cdot a^{\tau}$.
$(\tau, \tau, \sigma)$ : The LHS is equal to $b u^{\tau} \cdot u=b \cdot \frac{b^{\sigma}}{b}=b^{\sigma}$ and the RHS is equal to Id $\cdot b^{\sigma \tau}=b^{\sigma}$.
$(\tau, \tau, \tau)$ : The LHS is equal to Id $\cdot b$ and the RHS is equal to Id $\cdot b^{\tau}=b$.
$(\tau, \tau, \sigma \tau)$ :The LHS is equal to $u \cdot b u^{\tau}=b^{\sigma}$ and the RHS is equal to $\mathrm{Id} \cdot b^{\sigma \tau}=b^{\sigma}$.
$(\tau, \sigma \tau, \sigma)$ : The LHS is equal to $b \cdot a^{\tau} u$ and the RHS is equal to $a \cdot\left(b u^{\tau}\right)^{\sigma}=$ $a b^{\sigma} \cdot \frac{a^{\tau}}{a u^{\tau}}=\frac{a^{\tau} b^{\sigma}}{u^{\tau}}=a^{\tau} b u$.
$(\tau, \sigma \tau, \tau):$ The LHS is equal to $u \cdot b$ and the RHS is equal to $\mathrm{Id} \cdot\left(b u^{\tau}\right)^{\tau}=$ $b^{\tau} \cdot u=u \cdot b$.
$(\tau, \sigma \tau, \sigma \tau)$ : The LHS is equal to $\operatorname{Id} \cdot a b u^{\tau}$ and the RHS is equal to $a^{\tau} \cdot\left(b u^{\tau}\right)^{\sigma \tau}=$ $\left(a b u^{\tau}\right)^{\sigma \tau}=a b u^{\tau}$
$(\sigma \tau, \sigma, \sigma):$ The LHS is equal to $\operatorname{Id} \cdot a$ and the RHS is equal to $u \cdot\left(a^{\tau} u\right)^{\sigma}=$ $a^{\tau} u u^{\sigma}=a$.
$(\sigma \tau, \sigma, \tau):$ The LHS is equal to $\mathrm{Id} \cdot a b u^{\tau}$ and the RHS is equal to $b \cdot\left(a^{\tau} u\right)^{\tau}=$ $a b u^{\tau}$.
$(\sigma \tau, \sigma, \sigma \tau)$ : The LHS is equal to $b \cdot a^{\tau}$ and the RHS is equal to $b u^{\tau} \cdot\left(a^{\tau} u\right)^{\sigma \tau}=$ $a b u^{\tau} u^{\sigma \tau}=a b \cdot \frac{a^{\tau}}{a}=b \cdot a^{\tau}$.
$(\sigma \tau, \tau, \sigma)$ : The LHS is equal to $a b u^{\tau} \cdot u=a b \cdot \frac{b^{\sigma}}{b}=a b^{\sigma}$ and the RHS is equal to $a b^{\sigma}$.
$(\sigma \tau, \tau, \tau)$ : The LHS is equal to $\mathrm{Id} \cdot b$ and the RHS is equal to Id $\cdot b^{\tau}=b$.
$(\sigma \tau, \tau, \sigma \tau)$ : The LHS is equal to $a^{\tau} u \cdot b u^{\tau}=a^{\tau} b \cdot \frac{b^{\sigma}}{b}=a^{\tau} b^{\sigma}$ and the RHS is equal to $a^{\tau} \cdot b^{\sigma \tau}=a^{\tau} b^{\sigma}$.
$(\sigma \tau, \sigma \tau, \sigma)$ : The LHS is equal to $b \cdot a^{\tau} u$ and the RHS is equal to $\mathrm{Id} \cdot\left(a b u^{\tau}\right)^{\sigma}=$ $a b^{\sigma} u^{\sigma \tau}=a^{\tau} u u^{\sigma} b^{\sigma} u^{\sigma \tau}=a^{\tau} b^{\sigma} u \cdot \frac{b}{b^{\sigma}}=a^{\tau} b u$.
$(\sigma \tau, \sigma \tau, \tau)$ : The LHS is equal to $a^{\tau} u \cdot b$ and the RHS is equal to $\operatorname{Id}\left(a b u^{\tau}\right)^{\tau}=$ $a^{\tau} b u$.
$(\sigma \tau, \sigma \tau, \sigma \tau)$ : The LHS is equal to Id $\cdot a b u^{\tau}$ and the RHS is equal to $\mathrm{Id} \cdot$ $\left(a b u^{\tau}\right)^{\sigma \tau}=a b u^{\tau}$.

Definition 4.1.3. [4] Given elements $a, b, u \in L^{\times}$that satisfy the conditions of Lemma 4.1.2 a biquadratic crossed product $K$-algebra $A=(a, b, u, L / K, \sigma, \tau)$ is a crossed product $K$-algebra

$$
A=L \oplus e L \oplus f L \oplus e f L
$$

where

$$
e^{2}=a, f^{2}=b, f e=e f u, \lambda e=e \lambda^{\sigma}, \lambda f=f \lambda^{\tau}
$$

for all $\lambda \in L$. Note that $A \simeq\left(\xi^{a, b, u}, L / K, \operatorname{Gal}(L / K)\right)$.
Lemma 4.1.4. Let $(a, b, u, L / K, \sigma, \tau)$ be a biquadratic crossed product $K$-algebra, in particular $(a, b, u)$ is $(\sigma, \tau)$-admissible. Then $\left(a, a b u^{\tau}, u\right)$ is $(\sigma, \sigma \tau)$-admissible and $\left(a b u^{\tau}, b, u^{\tau}\right)$ is $(\sigma \tau, \tau)$-admissible. Furthermore

$$
(a, b, u, L / K, \sigma, \tau) \simeq\left(a, a b u^{\tau}, u, L / K, \sigma, \sigma \tau\right) \simeq\left(a b u^{\tau}, b, u^{\tau}, L / K, \sigma \tau, \tau\right)
$$

Proof. Assume that $(a, b, u)$ is $(\sigma, \tau)$-admissible and consider $\left(a, a b u^{\tau}, u\right)$. Clearly $a^{\sigma}=a$ and by the remark after Definition 4.1.1 we have $\left(a b u^{\tau}\right)^{\sigma \tau}=a b u^{\tau}$. Since $a^{\sigma}=a$ we can also see that $u u^{\sigma}=\frac{a}{a^{\sigma \tau}}$. Finally we note that $\frac{\left(a b u^{\tau}\right)^{\sigma}}{a b u^{\tau}}=\frac{b^{\sigma} u^{\sigma \tau}}{b u^{\tau}}=$ $u u^{\sigma \tau}$. Hence if $(a, b, u)$ is $(\sigma, \tau)$-admissible then $\left(a, a b u^{\tau}, u\right)$ is $(\sigma, \sigma \tau)$-admissible. Similar arguments can be used to show that $\left(a b u^{\tau}, b, u^{\tau}\right)$ is $(\sigma \tau, \tau)$-admissible.

For the second part of the lemma, let $e$ and $f$ be generators of $(a, b, u, L / K, \sigma, \tau)$. Then the isomorphism

$$
(a, b, u, L / K, \sigma, \tau) \simeq\left(a, a b u^{\tau}, u, L / K, \sigma, \sigma \tau\right)
$$

is obtained by taking $e$ and $e f$ as the new set of generators. Clearly we have $e^{2}=a$ and $\lambda e=e \lambda^{\sigma}$ for al $\lambda \in L$. Furthermore

$$
(e f)^{2}=e f e f=e^{2} f u f=e^{2} f^{2} u^{\tau}=a b u^{\tau}
$$

and

$$
\lambda(e f)=e \lambda^{\sigma} f=e f \lambda^{\sigma \tau}
$$

Similarly the isomorphism

$$
(a, b, u, L / K, \sigma, \tau) \simeq\left(a b u^{\tau}, b, u^{\tau}, L / K, \sigma \tau, \tau\right)
$$

can be obtained by taking $e f$ and $f$ as the new set of generators.

For the rest of this chapter we will only be concerned with codes constructed from biquadratic crossed product $K$-algebras. We will refer to such codes as biquadratic codes and as in the cyclic case we will require that our $K$-algebra is a division $K$-algebra so that our code is fully diverse. If $L=K\left(\sqrt{d}, \sqrt{d^{\prime}}\right)$ then as mentioned at the beginning of Section 4.1 .1 we set

$$
\begin{aligned}
& \sigma(\sqrt{d})=\sqrt{d}, \sigma\left(\sqrt{d^{\prime}}\right)=-\sqrt{d^{\prime}} \\
& \tau(\sqrt{d})=-\sqrt{d}, \tau\left(\sqrt{d^{\prime}}\right)=\sqrt{d^{\prime}}
\end{aligned}
$$

We will also assume that our base field $K=\mathbb{Q}(i)$ or $\mathbb{Q}(j)$. In order to construct biquadratic codes we need to compute the matrix of left multiplication $M_{x}$, for a given element $x \in A$.

Proposition 4.1.5. Let $x=x_{1}+x_{\sigma} e+x_{\tau} f+x_{\sigma \tau} e f \in A$. Its left multiplication matrix $M_{x}$ is given by

$$
\left(\begin{array}{cccc}
x_{1} & a\left(x_{\sigma}\right)^{\sigma} & b\left(x_{\tau}\right)^{\tau} & a b u^{\tau}\left(x_{\sigma \tau}\right)^{\sigma \tau} \\
x_{\sigma} & \left(x_{1}\right)^{\sigma} & b\left(x_{\sigma \tau}\right)^{\tau} & b u^{\tau}\left(x_{\tau}\right)^{\sigma \tau} \\
x_{\tau} & a^{\tau} u\left(x_{\sigma \tau}\right)^{\sigma} & \left(x_{1}\right)^{\tau} & a^{\tau}\left(x_{\sigma}\right)^{\sigma \tau} \\
x_{\sigma \tau} & u\left(x_{\tau}\right)^{\sigma} & \left(x_{\sigma}\right)^{\tau} & \left(x_{1}\right)^{\sigma \tau}
\end{array}\right)
$$

Proof. Straightforward computation using Lemma 4.1.2.
Recall we assume that $\operatorname{Gal}(L / K)$ commutes with complex conjugation. In view of this, we have the following:

Proposition 4.1.6. Let $A=(a, b, u, L / K, \sigma, \tau)$ be a biquadratic crossed product $K$-algebra as defined above. For a code constructed on $A$, the energy constraint is satisfied if and only if:

1. $|a|^{2}=|b|^{2}=|u|^{2}=1$.
2. The matrix

$$
W=\left(\begin{array}{cccc}
\omega_{1} & \omega_{2} & \omega_{3} & \omega_{4} \\
\omega_{1}^{\sigma} & \omega_{2}^{\sigma} & \omega_{3}^{\sigma} & \omega_{4}^{\sigma} \\
\omega_{1}^{\tau} & \omega_{2}^{\tau} & \omega_{3}^{\tau} & \omega_{4}^{\tau} \\
\omega_{1}^{\sigma \tau} & \omega_{2}^{\sigma \tau} & \omega_{3}^{\sigma \tau} & \omega_{4}^{\sigma \tau}
\end{array}\right)
$$

is unitary, where $\omega_{1}, \ldots, \omega_{4}$ is an $\mathcal{O}_{K}$-basis of $\mathcal{O}_{L}$.
Proof. By Proposition 2.2.1 we need $\left|\xi_{\rho, \gamma}\right|^{2}=1$ for all $\rho, \gamma \in \operatorname{Gal}(L / K)$ and for $W=\left(\omega_{\tau}^{\sigma}\right)_{\sigma, \tau}$ to be unitary. By the definition of our 2-cocycle $\xi$ and since $\operatorname{Gal}(L / K)$ commutes with complex conjugation, the first part is equivalent to Condition 1 above. Condition 2 above is then clear.

In view of Lemma 4.1.4 we remark here that the triple $(a, b, u)$ satisfies Condition 1 of Proposition 4.1.6 if and only if $|a|^{2}=\left|a b u^{\tau}\right|^{2}=|u|^{2}=1$ if and only if $\left|a b u^{\tau}\right|^{2}=|b|^{2}=\left|u^{\tau}\right|^{2}=1$. Hence if a code constructed on $(a, b, u, L / K, \sigma, \tau)$ satisfies the energy constraint, then a code can also be constructed on ( $a, a b u^{\tau}, u, L / K$, $\sigma, \sigma \tau)$ and $\left(a b u^{\tau}, b, u^{\tau}, L / K, \sigma \tau, \tau\right)$ that satisfies the energy constraint.

### 4.1.2 An Example

We end this section by describing the best known biquadratic code presented in [4]. Consider the biquadratic crossed product $K$-algebra

$$
A=(a, b, u, L / K, \sigma, \tau)=\left(\zeta_{8}, \frac{\sqrt{5}}{1-2 i}, i, \mathbb{Q}(i)(\sqrt{2}, \sqrt{5}) / \mathbb{Q}(i), \sigma, \tau\right)
$$

In their paper the authors show that $A$ is a division $\mathbb{Q}(i)$-algebra. Is also clear that

$$
|a|^{2}=|b|^{2}=|u|^{2}=1
$$

In order to satisfy Condition 2 of Proposition 4.1.6 the authors restrict to an ideal $(\alpha) \mathcal{O}_{L} \subset L$. This ideal is defined as follows: let

$$
\theta=\frac{1+\sqrt{5}}{2}, \text { and } \alpha=1+i-i \theta
$$

and define an $\mathcal{O}_{K}$-basis of $(\alpha) \mathcal{O}_{L}$ as

$$
\left\{\omega_{1}, \ldots, \omega_{4}\right\}=\left\{\alpha, \alpha \theta, \alpha \zeta_{8}, \alpha \theta \zeta_{8}\right\}
$$

Furthermore define the scaling element as $\lambda=\frac{1}{\sqrt{10}}$. In this case the matrix $W_{\lambda}=D_{\lambda} W$ is unitary. Our codebook $\mathcal{C}$ is then taken as a subset of
$\mathcal{C}_{A, \lambda, I}=\left\{\left(\begin{array}{cccc}x_{1} & a\left(x_{\sigma}\right)^{\sigma} & b\left(x_{\tau}\right)^{\tau} & a b(u)^{\tau}\left(x_{\sigma \tau}\right)^{\sigma \tau} \\ x_{\sigma} & \left(x_{1}\right)^{\sigma} & b\left(x_{\sigma \tau}\right)^{\tau} & b(u)^{\tau}\left(x_{\tau}\right)^{\sigma \tau} \\ x_{\tau} & (a)^{\tau} u\left(x_{\sigma \tau}\right)^{\sigma} & \left(x_{1}\right)^{\tau} & (a)^{\tau}\left(x_{\sigma}\right)^{\sigma \tau} \\ x_{\sigma \tau} & u\left(x_{\tau}\right)^{\sigma} & \left(x_{\sigma}\right)^{\tau} & \left(x_{1}\right)^{\sigma \tau}\end{array}\right): x_{1}, x_{\sigma}, x_{\tau}, x_{\sigma \tau} \in(\alpha) \mathcal{O}_{L}\right\}$.
We end this section by giving the minimum determinant $\delta_{\min }(\mathcal{C})$ of the code $\mathcal{C}$. By Corollary 2.4 .3 we know that

$$
\delta_{\min }\left(\mathcal{C}_{A, \lambda, I}\right)=\frac{1}{d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)}}
$$

with $\operatorname{Gal}(L / K)$ ordered as $\{\operatorname{Id}, \sigma, \tau, \sigma \tau\}$.
Let us first compute $d_{L / K}$. Since $\mathbb{Q}(i)(\sqrt{2}) \simeq \mathbb{Q}\left(\zeta_{8}\right)$ it is not difficult to compute that $d_{\mathbb{Q}(i)(\sqrt{2}) / \mathbb{Q}(i)}=4$. By Proposition 3.2.13 we know that $\mathfrak{p}=(1-i)$ is unramified in $\mathbb{Q}(i)(\sqrt{5})$ and so $d_{\mathbb{Q}(i)(\sqrt{5}) / \mathbb{Q}(i)}=5$. We can then use Proposition 2.3.5 to compute that $d_{L / K}=400$.

We now need to consider the product $\prod_{m=1}^{n} \Delta_{\xi}^{(m)}$. Since $a=\zeta_{8}, b=\frac{\sqrt{5}}{1-2 i}$ and $u=i$ we can compute that

$$
\begin{aligned}
& \Delta_{\xi}^{(1)}=\Delta_{\xi}^{(2)}=5 \\
& \Delta_{\xi}^{(3)}=\Delta_{\xi}^{(4)}=1 .
\end{aligned}
$$

Hence, as the ideal $(\alpha) \mathcal{O}_{L}$ is principal, we have:

$$
\begin{equation*}
\delta_{\min }(\mathcal{C}) \geq \delta_{\min }\left(\mathcal{C}_{A, \lambda, I}\right)=\frac{1}{400 \cdot 5^{2}}=\frac{1}{10000} . \tag{4.2}
\end{equation*}
$$

### 4.2 The Optimal Biquadratic Code

This section will be concerned with the optimality of the biquadratic code presented in [4]. In Section 3.2 we described the prime elements of $\mathbb{Z}[i]$ (respectively $\mathbb{Z}[j]$ ). We recall them here for ease:

1. A special prime $\pi=1-i$ (respectively $\pi=1-j$ ).
2. The inert primes of the form $p \equiv 3(\bmod 4)($ respectively $p \equiv 2(\bmod 3))$, where $p$ is a prime integer, denoted by $S_{3}$ (respectively $T_{2}$ ).
3. Prime elements of the form $\pi=a+b i$ (respectively $\pi=a+b j$ ) with $0<a<b$, where $a^{2}+b^{2}=p \equiv 1(\bmod 4)\left(\right.$ respectively $a^{2}+b^{2}-a b \equiv 1$ $(\bmod 3))$, where $p$ is a prime integer, denoted by $S_{1}\left(\right.$ respectively $\left.T_{1}\right)$.
4. Conjugates of the prime elements $\pi \in S_{1}$ (respectively $T_{1}$ ), namely $\bar{\pi}=a-b i$ (respectively $\bar{\pi}=a+b j^{2}$ ).

Proposition 4.2.1. Let $d \in \mathcal{O}_{K}^{\times}$and assume that $d$ is not divisible by any $2^{\text {nd }}$ power of $\mathcal{O}_{K}$. Then $d \cdot \bar{d} \in K^{2}$, if and only if the following hold:

1. The valuation $v_{\pi}(d)$ at the special prime ideal $(\pi)$ is 0 .
2. The valuation $v_{\pi}(d)$ at a prime ideal $(\pi)$ generated by a prime $\pi \in S_{3}$ (respectively $T_{2}$ ) is 0 or 1 .
3. The sum of the valuation $v_{\pi}(d)$ at a prime ideal $(\pi)$ generated by a prime $\pi \in S_{1}$ (respectively $T_{1}$ ) and the valuation $v_{\bar{\pi}}(d)$ at its conjugate $\bar{\pi}$ is equal to 0 or 2.

Proof. Follows the proof of Proposition 3.2.2
Lemma 4.2.2. Assume $\zeta_{n} \in K$ and let $L=K\left(\sqrt{d}, \sqrt{d^{\prime}}\right)$. Then $\operatorname{Gal}(L / K)$ commutes with complex conjugation if and only if $d . \bar{d} \in K^{2}$ and $d^{\prime} . \bar{d}^{\prime} \in K^{2}$.

Proof. Very similar to the proof of Lemma 3.2.1.
We will now split our argument into two cases. In the first case we will assume that our base field $K=\mathbb{Q}(i)$, we will then move on to consider the case $K=\mathbb{Q}(j)$.

### 4.2.1 The Case $K=\mathbb{Q}(i)$

## Ramification in $\mathbb{Q}(i)\left(\sqrt{d}, \sqrt{d^{\prime}}\right)$

Proposition 4.2.1 tells us that $d, d^{\prime} \in \mathbb{Z} \cdot u:=\{z \cdot u \mid z \in Z, u \in\{ \pm 1, \pm i\}\}$. Since -1 is a square in $K$ we do not need to consider the cases $u=-1$ and $u=-i$. In particular the valuation on the special prime $1-i$ tells us that the integer $z$ must
be odd. However in this case we have $K(\sqrt{z i}) \simeq K(\sqrt{2 z})$. Hence we can assume that $d, d^{\prime} \in \mathbb{Z}^{+}$.

Let us first consider tame ramification in $L / K$.
Proposition 4.2.3. Let $\pi$ be a prime element of $\mathcal{O}_{K}$ lying above a prime $p_{\pi} \neq 2$. If $v_{\pi}(d)=1$ or $v_{\pi}\left(d^{\prime}\right)=1$, then $p_{\pi}^{2} \mid d_{L / K}$.

Proof. Assume that $\pi \in S_{3}$. Assume without loss of generality that $v_{\pi}(d)=1$, in which case $(\pi)$ totally ramifies in $K(\sqrt{d}) / K$. Hence $p_{\pi} \mid d_{K(\sqrt{d}) / K}$ and so by Proposition 2.3 .5 we see that $p_{\pi}^{2} \mid d_{L / K}$.

Now assume that $\pi \in S_{1}$. Again assume that $v_{\pi}(d)=1$, which implies that $v_{\bar{\pi}}(d)=1$. Hence $(\pi)$ and $(\bar{\pi})$ are both totally ramified in $K(\sqrt{d}) / K$ and so $p_{\pi} \mid d_{K(\sqrt{d}) / K}$ and therefore $p_{\pi}^{2} \mid d_{L / K}$ as above.

We now consider the case of wild ramification, that is we consider the ramification of the prime ideal $\mathfrak{p}=(1-i)$ in $L / K$.

By Proposition 1.2 .14 we know that if $(1-i)$ ramifies in $L / K$ then it ramifies in $K(\sqrt{d}) / K$ or $K\left(\sqrt{d^{\prime}}\right) / K$. Without loss of generality we will consider the ramification in $K(\sqrt{d}) / K$. Recall that the element $d$ is either an odd integer or the product of an odd integer and 2 . We will refer to the former as Type I and the latter as Type II.

Proposition 4.2.4. The prime ideal $\mathfrak{p}=(1-i)$ ramifies in $K(\sqrt{d}) / K$ if and only if $d$ is of Type II, in which case an integral basis of $\mathcal{O}_{K(\sqrt{d}) / \mathbb{Q}}$ is given by

$$
\left\{1, i, \sqrt{d}, \frac{i-i}{2} \sqrt{d}\right\}
$$

Proof. Assume that $d$ is of Type I. By Theorem 1.2.25 we need to check if $x^{2} \equiv d$ $(\bmod (4))$ has a solution in $\mathcal{O}_{K}$. If $d \equiv 1(\bmod 4)$ then $x=1$ satisfies the congruence and if $d \equiv-1(\bmod 4)$ then $x=i$ satisfies the congruence. Hence $\mathfrak{p}$ is unramified in $K(\sqrt{d}) / K$.

Now let $d$ be of Type II and consider $x^{2} \equiv d(\bmod (4))$. Since $d \equiv 2(\bmod 4)$ we consider $x^{2} \equiv 2\left(\bmod 4 \mathcal{O}_{K}\right)$. However, for any $x=a+b i \in \mathcal{O}_{K}$ we see that the real part of $x^{2}$ is equal to $a^{2}-b^{2}$. Now $a^{2}-b^{2} \equiv 0$ or $\pm 1(\bmod 4)$. Hence $x^{2} \equiv 2\left(\bmod 4 \mathcal{O}_{K}\right)$ is insolvable and so $\mathfrak{p}$ ramifies in $K(\sqrt{d}) / K$.

In order to compute the integral basis of $\mathcal{O}_{K(\sqrt{d}) / \mathbb{Q}}$ we refer to Theorem 1 from [18], which gives an explicit description of the integral basis for any quartic field with a quadratic subfield.

Recall from Section 1.2.4 that the $m^{t h}$ ramification group $G_{m}=G_{m}(L / K)$ of $\mathfrak{P}$ for $m=0,1, \ldots$ is defined as

$$
G_{m}=\left\{g \in Z_{\mathfrak{P}} \mid g(\alpha) \equiv \alpha \quad\left(\bmod \mathfrak{P}^{m+1}\right) \text { for all } \alpha \in \mathcal{O}_{L}\right\}
$$

Corollary 4.2.5. If $(1-i)$ ramifies in $L / K$ then $2^{4} \mid d_{L / K}$.
Proof. By Proposition 4.2 .4 we know that if $\mathfrak{p}=(1-i)$ ramifies in $L / K$ then (without loss of generality) it ramifies in $K(\sqrt{d}) / K$ where $d$ is of Type II. Therefore the decomposition group of $K(\sqrt{d}) / K$ is equal to $G a l(K(\sqrt{d}) / K)=\{\operatorname{Id}, \sigma\}$, where $\sigma(\sqrt{d})=-\sqrt{d}$. Denote by $\mathfrak{P}$ the prime ideal of $K(\sqrt{d})$ lying above $\mathfrak{p}$.

Now consider the $3^{r d}$ ramification group of $K(\sqrt{d}) / K$ :

$$
\left.\begin{array}{rl}
G_{3} & =\{g \in\{\operatorname{Id}, \sigma\} \mid g(\alpha) \equiv \alpha \\
& \left.\left(\bmod \mathfrak{P}^{4}\right) \text { for all } \alpha \in \mathcal{O}_{K(\sqrt{d})}\right\} \\
& =\{g \in\{\operatorname{Id}, \sigma\} \mid g(\alpha) \equiv \alpha
\end{array} \quad\left(\bmod \left(2 \mathcal{O}_{K(\sqrt{d})}\right)\right) \text { for all } \alpha \in \mathcal{O}_{K(\sqrt{d})}\right\} .
$$

Now any $\alpha \in \mathcal{O}_{K(\sqrt{d})}$ has the form $\alpha=\alpha_{1}+\alpha_{2} i+\alpha_{3} \sqrt{d}+\alpha_{4} \frac{1-i}{2} \sqrt{d}$, where $\alpha_{i} \in \mathbb{Z}$. Hence $\sigma(\alpha)-\alpha=-2\left(\alpha_{3} \sqrt{d}+\alpha_{4} \frac{1-i}{2} \sqrt{d}\right) \in(2) \mathcal{O}_{K(\sqrt{d})}$. Therefore $G_{3}$ is non-trivial and by Proposition 1.2.41 we have $v_{\mathfrak{P}}\left(\mathcal{D}_{K(\sqrt{d}) / K}\right) \geq 4$. This then gives $2^{2} \mid d_{K(\sqrt{d}) / K}$, which by Proposition 2.3.5 implies that $2^{4} \mid d_{L / K}$.

We end this section by remarking that in our extension $L / K$ we must have at least two primes $p_{1} \neq p_{2}$ such that $p_{1} \mid d_{L / K}$ and $p_{2} \mid d_{L / K}$. To see this consider the two subextensions $K(\sqrt{d})$ and $K\left(\sqrt{d^{\prime}}\right)$. Since $\mathbb{Q}(i)$ is its own Hilbert class field neither $K(\sqrt{d}) / K$ nor $K\left(\sqrt{d^{\prime}}\right) / K$ can be unramified. Therefore, if there exists only a single prime $p_{1}$ such that $p_{1} \mid d_{L / K}$ then $p_{1} \mid d_{K(\sqrt{d}) / K}$ and $p_{1} \mid d_{K\left(\sqrt{d^{\prime}}\right) / K}$. However by our assumptions on $d$ and $d^{\prime}$ this implies that $d=d^{\prime}$ and we do not have a biquadratic extension of $\mathbb{Q}(i)$.

## The Case $A$ a Division Algebra

Proposition 4.2.6. Let $A=(a, b, u, L / K, \sigma, \tau)$ be a division $K$-algebra. Then there exists a prime element $\pi \in S_{1}$ such that $v_{\pi}(d)=1$ or $v_{\pi}\left(d^{\prime}\right)=1$.

Proof. Let $M / K$ be a quadratic subextension of $L / K$ (i.e. $M \simeq K(\sqrt{d}), K\left(\sqrt{d^{\prime}}\right)$ or $K\left(\sqrt{d d^{\prime}}\right)$ ) so that $A_{M}:=A \otimes_{K} M$ is a quadratic $K$-subalgebra of $A$. In particular $A_{M}$ is not a division $K$-algebra. If $A$ is not a division $K$-algebra then this is clear and if $A$ is a division $K$-algebra then this follows from Proposition 1.3.22.

Therefore $\operatorname{ind}\left(A_{M}\right) \leq 2$ and $2[A]_{M}=0 \in \operatorname{Br}(M)$. Hence $2[A]$ is split by any such field $M$.

Now let $K^{\prime} / K$ be any extension in which $d, d^{\prime}$ or $d d^{\prime}$ is a square. Therefore $K \subset M \subset K^{\prime}$ for at least one of the quadratic subextensions $M$. Hence $K^{\prime}$ splits $2[A]$, since $M$ splits $2[A]$.

Assume that $d$ and $d^{\prime}$ are not divisible by any prime element $\pi^{\prime} \in S_{1}$. Let $\pi \neq 1-i$ be any prime element of $\mathcal{O}_{K}$ and denote by $p_{\pi} \in \mathbb{Z}$ the prime number such that $\pi \mid p_{\pi}$. Note that by replacing $d$ by $\frac{d d^{2}}{p_{\pi}^{2}}$ if necessary, we can assume that $\pi \nmid d$.

We first consider the case $\pi \nmid d$ and $\pi \nmid d^{\prime}$. If $d$ (respectively $d^{\prime}$ ) is a square modulo $\pi \mathcal{O}_{K}$, then Hensel's lemma tells us that $d$ (respectively $d^{\prime}$ ) is a square in $K_{\pi}$. If neither $d$ nor $d^{\prime}$ is a square modulo $\pi \mathcal{O}_{K}$, then they both represent the unique non-trivial square class of $\mathcal{O}_{K} / \pi \mathcal{O}_{K}$. Therefore $d d^{\prime}$ is a non-zero square modulo $\pi \mathcal{O}_{K}$ and by Hensel's lemma is a square in $K_{\pi}$.

Now assume that $\pi \nmid d$ and $\pi \mid d^{\prime}$. By assumption we then have $\pi=p \in S_{3}$. If $d$ is a square modulo $p \mathbb{Z}$ then $d$ is a square modulo $p \mathcal{O}_{K}$ and by Hensel's lemma is a square in $K_{p}$. Since $p \equiv 3(\bmod 4)$, if $d$ is not a square modulo $p \mathbb{Z}$ then $d$ represents the class of -1 modulo $p \mathbb{Z}$. Therefore $-d$ is a square modulo $p \mathbb{Z}$ and hence modulo $p \mathcal{O}_{K}$. Since $d=(-d) \cdot i^{2}$, we see that $d$ is also a square modulo $p \mathcal{O}_{K}$ and by Hensel's lemma is a square in $K_{\pi}$.

This tells us that if $d$ and $d^{\prime}$ are not divisible by any prime $\pi \in S_{1}$ then $2[A]$ splits over $K_{\pi}$ for all $\pi \neq 1-i$. Therefore $2[A]$ splits over $K_{\pi}$ for all $\pi$ and hence $2[A]=0$. Hence if $A$ is a division $K$-algebra, then there must exist a prime element $\pi \in S_{1}$ such that $v_{\pi}(d)=1$ or $v_{\pi}\left(d^{\prime}\right)=1$.

Proposition 4.2.7. If $a, b$ or $a b u^{\tau} \in K$, then $A$ is not a division $K$-algebra. Furthermore, if $A$ satisfies the energy constraint then at most one of $a, b, a b u^{\tau}$ lies in $\mathcal{O}_{L}$.

Proof. First assume that $a \in K$. In this case $e$ and $\sqrt{d^{\prime}}$ generate a $K$-subalgebra $A_{1} \simeq\left(a, d^{\prime}\right)_{K}$ of $A$. Now $\operatorname{deg}\left(A_{1}\right)=2$ and therefore the centralizer $Z_{A}\left(A_{1}\right)$ of $A_{1}$ in $A$ also has degree 2. Since $Z\left(A_{1}\right)=K$, Theorem 1.3.6 tells us that $A \simeq A_{1} \otimes_{K} Z_{A}\left(A_{1}\right)$. Therefore

$$
2[A]=2\left[A_{1} \otimes_{K} Z_{A}\left(A_{1}\right)\right]=2\left[A_{1}\right]+2\left[Z_{A}\left(A_{1}\right)\right]=0 \in \operatorname{Br}(K)
$$

and $A$ is not a division $K$-algebra.
In the case $b \in K$ we can use a similar argument but replace $e$ and $\sqrt{d^{\prime}}$ by $f$ and $\sqrt{d}$. In the case $a b u^{\tau} \in K$ we can replace $e$ and $\sqrt{d^{\prime}}$ by $e f$ and $\sqrt{d d^{\prime}}$.

Recall that $a \in K(\sqrt{d}), b \in K\left(\sqrt{d^{\prime}}\right)$ and $a b u^{\tau} \in K\left(\sqrt{d d^{\prime}}\right)$. Without loss of generality assume that $a \in \mathcal{O}_{L}$, so that $a \in \mathcal{O}_{K(\sqrt{d})}$. By Theorem 1.2.9 a must be a primitive root of unity and by above we know that $a \notin\{ \pm 1, \pm i\}$. It is well known that for a primitive $n^{\text {th }}$ root of unity $\zeta_{n},\left[\mathbb{Q}\left(\zeta_{n}\right): \mathbb{Q}\right]=\varphi(n)$. Since $[K(\sqrt{d}): \mathbb{Q}]=4$ we see that if $a=\zeta_{n}$, then $\varphi(n) \leq 4$. The only such $n$ are $n=2,3,4,5,6,8,10$ or 12 . The cases $n=5$ and $n=10$ can be discarded since if $\zeta_{5} \in K(\sqrt{d})$ then $\mathbb{Q}\left(i \zeta_{5}\right) \simeq \mathbb{Q}\left(\zeta_{20}\right) \subset K(\sqrt{d})$. However $\left[\mathbb{Q}\left(\zeta_{20}\right): \mathbb{Q}\right]=8$, which gives a contradiction.

Now if $a=\zeta_{8}$ then $\mathbb{Q}\left(\zeta_{8}\right) \subset K(\sqrt{d})$. Since $\left[\mathbb{Q}\left(\zeta_{8}\right): \mathbb{Q}\right]=4$ we have $K(\sqrt{d}) \simeq \mathbb{Q}\left(\zeta_{8}\right)$. If $a=\zeta_{3}$ then $\mathbb{Q}\left(i \zeta_{3}\right) \simeq \mathbb{Q}\left(\zeta_{12}\right) \subset K(\sqrt{d})$ and so $K(\sqrt{d}) \simeq$ $\mathbb{Q}\left(\zeta_{12}\right)$. Similarly if $a=\zeta_{6}$ or $\zeta_{12}$ then $K(\sqrt{d}) \simeq \mathbb{Q}\left(\zeta_{12}\right)$. We can argue in an analogous manner to show that if $b \in \mathcal{O}_{L}$ then $K\left(\sqrt{d^{\prime}}\right) \simeq \mathbb{Q}\left(\zeta_{8}\right)$ or $\mathbb{Q}\left(\zeta_{12}\right)$ and if $a b u^{\tau} \in \mathcal{O}_{L}$ then $K\left(\sqrt{d d^{\prime}}\right) \simeq \mathbb{Q}\left(\zeta_{8}\right)$ or $\mathbb{Q}\left(\zeta_{12}\right)$.

Since $K(\sqrt{d}), K\left(\sqrt{d^{\prime}}\right)$ and $K\left(\sqrt{d d^{\prime}}\right)$ are distinct subfields of $L$ we see that $a$, $b$ and $a b u^{\tau}$ cannot all lie in $\mathcal{O}_{L}$. Assume now that two of $\left\{a, b, a b u^{\tau}\right\}$ lie in $\mathcal{O}_{L}$. In this case we see that $L$ must be isomorphic to the compositum of $\mathbb{Q}\left(\zeta_{8}\right)$ and $\mathbb{Q}\left(\zeta_{12}\right)$, i.e. $L \simeq \mathbb{Q}\left(\zeta_{24}\right)$. However $d_{\mathbb{Q}\left(\zeta_{24}\right)}=2^{16} \cdot 3^{4}$. Since $d_{K}=-4$ we can then compute that

$$
d_{L / K}=2^{4} \cdot 3^{2}=144<4^{4} .
$$

By applying Corollary 2.3.14 we can then see that if $A$ satisfies the energy constraint then at most one of $a, b$ and $a b u^{\tau}$ can lie in $\mathcal{O}_{L}$.

Remark Since $\sqrt{2} \in \mathbb{Q}\left(\zeta_{8}\right)$ and our assumption that $d \in \mathbb{Z}^{+}$, we see that if $K(\sqrt{d}) \simeq \mathbb{Q}\left(\zeta_{8}\right)$ if and only if $d=2$. Similarly, since $\sqrt{3} \in \mathbb{Q}\left(\zeta_{12}\right)$ we have $K(\sqrt{d}) \simeq \mathbb{Q}\left(\zeta_{12}\right)$ if and only if $d=3$.
Proposition 4.2.8. If $d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)}<10000$ then $256 \leq d_{L / K}<2500$.
Proof. By Proposition 4.2.7 we can assume that $a \notin \mathcal{O}_{L}$ or $b \notin \mathcal{O}_{L}$. Consider first the case $a \notin \mathcal{O}_{L}$. By examining the multiplication matrix given in Proposition 4.1.5 we see that $\Delta_{\xi}^{(1)} \geq 2$ and $\Delta_{\xi}^{(3)} \geq 2$. Hence $\prod_{m=1}^{n} \Delta_{\xi}^{(m)} \geq 4$, which immediately
gives the upper bound. If $b \notin \mathcal{O}_{L}$ then we can apply the same argument but we replace $\Delta_{\xi}^{(3)}$ by $\Delta_{\xi}^{(2)}$. The lower bound follows from Proposition 2.3.14.

Proposition 4.2.9. Assume that $A=(a, b, u, L / K, \sigma, \tau)$ is a division $K$-algebra. The only biquadratic extensions $L / K$ that satisfy $256 \leq d_{L / K}<2500$ are:

$$
\begin{gathered}
K(\sqrt{2}, \sqrt{5}): d_{L / K}=400 ; \\
K(\sqrt{5}, \sqrt{7}): d_{L / K}=1225 ; \\
K(\sqrt{3}, \sqrt{13}): d_{L / K}=1521 .
\end{gathered}
$$

Proof. Note that if there exist three prime divisors $p_{1} \neq p_{2} \neq p_{3}$ of $d_{L / K}$ then $d_{L / K} \geq 2^{4} \cdot 3^{2} \cdot 5^{2}=3600$. Hence there must be exactly two prime divisors $p_{1}$ and $p_{2}$ of $d_{L / K}$.

Now by Propositions 4.2.6 and 4.2.3 we know that $p_{1}^{2} \mid d_{L / K}$ for some prime $p_{1} \equiv 1(\bmod 4)$. By the previous results we also know that there exists a prime $p_{2} \neq p_{1}$ such that $p_{2}^{2} \mid d_{L / K}$ and in the special case that $p_{2}=2$ we have $2^{4} \mid d_{L / K}$.

If $p_{1}>13$ then $d_{L / K} \geq 17^{2} \cdot 3^{2}=2601$, so $p_{1}=5$ or 13 . Let $p_{1}=13$ and assume that $p_{2} \neq 3$ then $d_{L / K} \geq 13^{2} \cdot 2^{4}=2704$. By the previous ramification results we see that if the only prime divisors of $d_{L / K}$ are 13 and 3 then $L \simeq$ $K(\sqrt{3}, \sqrt{13})$ and $d_{L / K}=3^{2} \cdot 13^{2}=1521$.

Assume now that $p_{1}=5$ and $p_{2} \geq 11$, then $d_{L / K} \geq 5^{2} \cdot 11^{2}=3025$. Note if $p_{1}=5$ and $p_{2}=3$ then $d_{L / K}=225<4^{4}$, so this case can also be discarded. Therefore it only remains to consider $p_{2}=2$ and $p_{2}=7$. As above we use the previous ramification results to see that if the only prime divisors of $d_{L / K}$ are 2 and 5 then $L \simeq K(\sqrt{2}, \sqrt{5})$ and as shown in Section 4.1.2 we have $d_{L / K}=2^{4} \cdot 5^{2}=400$. Similarly if the only prime divisors of $d_{L / K}$ are 5 and 7 then $L \simeq K(\sqrt{5}, \sqrt{7})$ and $d_{L / K}=5^{2} \cdot 7^{2}=1225$. This completes the proof.

Lemma 4.2.10. Let $M / K$ be a quadratic extension such that complex conjugation is an automorphism of $M / \mathbb{Q}$ that commutes with $\operatorname{Gal}(M / K)$. Assume that there is only one prime ideal $\mathfrak{P}$ of $\mathcal{O}_{M}$ that lies above 2 . Let $x \in M \backslash \mathcal{O}_{M}$ so that $x=x_{1} / x_{2}$ with $x_{1} \in \mathcal{O}_{M}$ and $x_{2}$ in $\mathcal{O}_{K}$ satisfying $x_{2} \nmid x_{1}$. If $|x|^{2}=1$ then $\left|x_{2}\right|^{2} \geq 5$.

Proof. We denote $M_{0}:=M \cap \mathbb{R}$, i.e. $M_{0}$ is a totally real quadratic field. As $x \notin \mathcal{O}_{L}$ we know that $x_{2} \notin \mathcal{O}_{K}^{\times}$so $\left|x_{2}\right|^{2} \neq 1$. Furthermore there is no $a \in \mathcal{O}_{K}$ such that $|a|^{2}=3$. Therefore we need only show that $\left|x_{2}\right|^{2} \neq 2$ or 4 .

Assume to the contrary that $\left|x_{2}\right|^{2}=2$ or 4 . Note that by the definition of $M_{0}$ this is equivalent to saying that $\mathrm{N}_{M / M_{0}}\left(x_{2}\right)=2$ or 4 . Write $y=x_{2} \cdot x \in \mathcal{O}_{M}$. By the assumption that $|x|^{2}=1$, we then see that

$$
\mathrm{N}_{M / M_{0}}\left(x_{2}\right)=\mathrm{N}_{M / M_{0}}(y)=2 \text { or } 4 .
$$

Therefore the prime ideals of $\mathcal{O}_{M}$ that divide $x_{2} \mathcal{O}_{M}$ and $y \mathcal{O}_{M}$ all lie above 2. By assumption $\mathfrak{P}$ is the only prime ideal of $\mathcal{O}_{M}$ that lies above 2 , so $x_{2} \mathcal{O}_{M}=\mathfrak{P}^{r}$ and $y \mathcal{O}_{M}=\mathfrak{P}^{s}$ for some integers $r$ and $s$. However $x_{2} \mathcal{O}_{M}$ and $y \mathcal{O}_{M}$ have the same absolute norms, which implies $r=s$ and hence $x_{2} \mathcal{O}_{M}=y \mathcal{O}_{M}$. This tells us that $y=x_{2} u$ for some unit $u \in \mathcal{O}_{M}^{\times}$. Therefore $y=x_{2} x=x_{2} u$ and so $x=u \in \mathcal{O}_{M}$, which is a contradiction.

Proposition 4.2.11. If $M=K(\sqrt{5}), K(\sqrt{10})$ or $K(\sqrt{13})$ then there is only one prime ideal $\mathfrak{P}$ of $\mathcal{O}_{M}$ that lies above 2 .

Proof. By Proposition 3.2.13 we know that $2 \mathcal{O}_{K(\sqrt{5})}=\mathfrak{P}^{2}$. Now consider the field $K(\sqrt{10})$. By Proposition 4.2 .4 we know that the prime ideal $(1-i)$ ramifies in $K(\sqrt{10}) / K$ and hence $2 \mathcal{O}_{K(\sqrt{10})}=\mathfrak{P}^{4}$.

Finally we consider $K(\sqrt{13})$. Clearly $K(\sqrt{13}) \cap \mathbb{R}=\mathbb{Q}(\sqrt{13})$, so let us consider the extension $\mathbb{Q}(\sqrt{13}) / \mathbb{Q}$. Since the equation

$$
x^{2} \equiv 13 \quad\left(\bmod (2)^{3} \mathbb{Z}\right)
$$

is insolvable and the equation

$$
x^{2} \equiv 13 \quad\left(\bmod (2)^{2} \mathbb{Z}\right)
$$

is solvable, we see by Theorem 1.2.25 that $2 \mathcal{O}_{K(\sqrt{13})}=\mathfrak{P}^{2}$.
We now work through the three extensions $L / K$ given in Proposition 4.2.9 and compute a lower bound for $d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)}$ in each case.

Proposition 4.2.12. If $L=K(\sqrt{2}, \sqrt{5})$ then $d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)} \geq 10000$.
Proof. We know that one of $\left\{a, b, a b u^{\tau}\right\}$ lies in $K(\sqrt{5})$ and by Theorem 1.2.9 and the remark following Proposition 4.2 .7 we know that if it is of modulus 1 then it does
not lie in $\mathcal{O}_{K(\sqrt{5})}$. By examining the multiplication matrix given in Proposition 4.1.5 and applying Lemma 4.2.10, we see that $\Delta_{\xi}^{(1)} \geq 5$. If $a \in K(\sqrt{5})$ (respectively $b \in K(\sqrt{5})$ ) then $\Delta_{\xi}^{(3)} \geq 5$ (respectively $\Delta_{\xi}^{(2)} \geq 5$ ). Hence if $a \in K(\sqrt{5})$ or $b \in K(\sqrt{5})$ then

$$
d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)} \geq 400 \cdot 5^{2}=10000
$$

If $a, b \notin K(\sqrt{5})$ then $a \in K(\sqrt{10})$ or $b \in K(\sqrt{10})$. Again we can apply Lemma 4.2.10 to see that in this case $\Delta_{\xi}^{(3)} \geq 5$ or $\Delta_{\xi}^{(2)} \geq 5$ respectively. We then conclude as above.
Proposition 4.2.13. If $L=K(\sqrt{5}, \sqrt{7})$ then $d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)}>10000$.
Proof. As above we know that $\Delta_{\xi}^{(1)} \geq 5$ and that if $a \in K(\sqrt{5})$ or $b \in K(\sqrt{5})$ then

$$
d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)} \geq 1225 \cdot 5^{2}>10000
$$

Hence assume that $a b u^{\tau} \in K(\sqrt{5})$. By Theorem 1.2.9 and the remark following Proposition 4.2 .7 we see that if $|a|^{2}=1$ (respectively $|b|^{2}=1$ ) then $a \notin \mathcal{O}_{L}$ (respectively $b \notin \mathcal{O}_{L}$ ). Hence $\Delta_{\xi}^{(2)} \geq 2$ and $\Delta_{\xi}^{(3)} \geq 2$ and therefore

$$
d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)} \geq 1225 \cdot 5 \cdot 2^{2}>10000
$$

Proposition 4.2.14. If $L=K(\sqrt{3}, \sqrt{13})$ then $d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)}>10000$.
Proof. We know that one of $\left\{a, b, a b u^{\tau}\right\}$ lies in $K(\sqrt{13})$ and by Theorem 1.2.9 and the remark following Proposition 4.2 .7 we know that if it is of modulus 1 then it does not lie in $\mathcal{O}_{K(\sqrt{13})}$. Hence $\Delta_{\xi}^{(1)} \geq 5$ and if $a \in K(\sqrt{13})$ or $b \in K(\sqrt{13})$ then

$$
d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)} \geq 1521 \cdot 5^{2}>10000
$$

Assume that $a, b \notin K(\sqrt{13})$. By Proposition 4.2 .7 we know that (at least) one of $a$ and $b$ does not lie in $\mathcal{O}_{L}$. Hence $\Delta_{\xi}^{(2)} \geq 2$ or $\Delta_{\xi}^{(3)} \geq 2$ and therefore

$$
d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)} \geq 1521 \cdot 5 \cdot 2>10000
$$

Hence if we restrict our base field to $K=\mathbb{Q}(i)$, then the code presented in [4] is optimal. However we also need to consider biquadratic codes with base field $K=\mathbb{Q}(j)$. This will be addressed in the next section.

### 4.2.2 The Case $K=\mathbb{Q}(j)$ <br> Ramification in $\mathbb{Q}(j)\left(\sqrt{d}, \sqrt{d^{\prime}}\right)$

Similar to the case $K=\mathbb{Q}(i)$, we first present some ramification results. Proposition 4.2.1 tells us that $d, d^{\prime} \in \mathbb{Z} \cdot u:=\left\{z \cdot u \mid z \in Z, u \in\left\{ \pm 1, \pm j, \pm j^{2}\right\}\right\}$. Since $j$ is a square in $K$ we see that

$$
K(\sqrt{z}) \simeq K(\sqrt{z j}) \simeq K\left(\sqrt{z j^{2}}\right) \text { and } K(\sqrt{-z}) \simeq K(\sqrt{-z j}) \simeq K\left(\sqrt{-z j^{2}}\right)
$$

Therefore we will always assume that $d, d^{\prime} \in \mathbb{Z}$. Furthermore the valuation on the special prime $1-j$ tells us that the integer $z$ cannot be divisible by 3 and hence $3 \nmid d_{L / K}$.

Let us consider ramification in $L / K$.
Proposition 4.2.15. Let $\pi$ be a prime element of $\mathcal{O}_{K}$ lying above a prime $p_{\pi} \neq 2$. If $v_{\pi}(d)=1$ or $v_{\pi}\left(d^{\prime}\right)=1$, then $p_{\pi}^{2} \mid d_{L / K}$. If the prime ideal generated by the prime element $2 \in \mathcal{O}_{K}$ ramifies in $K(\sqrt{d})$ or $K\left(\sqrt{d^{\prime}}\right)$ then $2^{4} \mid d_{L / K}$.

Proof. The first part of the proof is identical to the proof of Proposition 4.2.3. Now if (2) ramifies in $K(\sqrt{d})$ then it is wildly ramified. By Proposition 1.2.30 we then see that $(2)^{2} \mid \mathfrak{d}_{K(\sqrt{d}) / K}$. We can then apply Proposition 2.3 .5 to see that $2^{4} \mid d_{L / K}$.

Proposition 4.2.16. Let $M$ be a quadratic subextension of $L / K$. If $M=K(\sqrt{z})$, where $z=2 z_{1}$ for $z_{1}$ an odd integer, then (2) ramifies in $M / K$ and hence $2^{4} \mid d_{L / K}$. If $M=K(\sqrt{z})$ for some odd integer $z$, then (2) ramifies in $M / K$ if and only if $z \equiv 3(\bmod 4)$.

Proof. In the first case $v_{2}(z)=1$ by assumption. Hence (2) ramifies in $M / K$ by Proposition 1.2.24. We then use Proposition 4.2 .15 to complete the proof. In the second case we have $z \equiv 1$ or $3(\bmod 4)$. If $z \equiv 1(\bmod 4)$ then the equation $x^{2} \equiv z\left(\bmod (4) \mathcal{O}_{K}\right)$ is clearly solvable. Hence by Theorem 1.2.25 (2)
is unramified in $M / K$. Now assume that $z \equiv 3(\bmod 4)$. In this case the equation $x^{2} \equiv z\left(\bmod (4) \mathcal{O}_{K}\right)$ is not solvable and therefore (2) ramifies in $K(\sqrt{z})$.

Note that the above proposition implies if (2) ramifies in $K(\sqrt{z}) / K$ for some odd integer $z$, then (2) does not ramify in $K(\sqrt{-z}) / K$. The converse also holds.

Proposition 4.2.17. If $M=K(\sqrt{2})$ or $K(\sqrt{-2})$ then $d_{M / K}=2^{3}$. If $M=$ $K(\sqrt{-1})$ then $d_{M / K}=2^{2}$.

Proof. Recall that $d_{K}=-3$ and in all three cases we know that the only prime ideal that ramifies in $M / K$ is (2). Assume $M=K(\sqrt{2})$, in which case it is clear that $M_{0}:=M \cap \mathbb{R}=\mathbb{Q}(\sqrt{2})$ and it is well known that $d_{\mathbb{Q}(\sqrt{2})}=2^{3}$. By the tower of discriminants formula we have

$$
d_{M}=\mathrm{N}_{K / \mathbb{Q}}\left(\mathfrak{d}_{M / K}\right) \cdot(-3)^{2}=\mathrm{N}_{M_{0} / \mathbb{Q}}\left(\mathfrak{d}_{M / M_{0}}\right) \cdot\left(2^{3}\right)^{2}
$$

We can therefore conclude that

$$
\mathrm{N}_{K / \mathbb{Q}}\left(\mathfrak{d}_{M / K}\right)=\left(d_{M / K}\right)^{2}=2^{6} .
$$

and so $d_{M / K}=2^{3}$.
Now assume that $M=K(\sqrt{-2})$, in which case $M_{0}=\mathbb{Q}(\sqrt{6})$ and it well known that $d_{M_{0}}=2^{3} \cdot 3$. However, since 2 and 3 both ramify in $M_{0} / \mathbb{Q}$ we see that $M / M_{0}$ is an unramified extension. The tower of discriminants formula then gives

$$
d_{M}=\mathrm{N}_{K / \mathbb{Q}}\left(\mathfrak{d}_{M / K}\right) \cdot(-3)^{2}=\left(2^{3} \cdot 3\right)^{2} .
$$

Hence

$$
\mathrm{N}_{K / \mathbb{Q}}\left(\mathfrak{d}_{M / K}\right)=\left(d_{M / K}\right)^{2}=2^{6} .
$$

and so $d_{M / K}=2^{3}$.
Finally assume that $M=K(\sqrt{-1})$, in which case $M_{0}=\mathbb{Q}(\sqrt{3})$ and $d_{M_{0}}=$ $2^{2} \cdot 3$. As above 2 and 3 both ramify in $\mathbb{Q}(\sqrt{3}) / \mathbb{Q}$ and therefore

$$
d_{M}=\mathrm{N}_{K / \mathbb{Q}}\left(\mathfrak{d}_{M / K}\right) \cdot(-3)^{2}=\left(2^{2} \cdot 3\right)^{2} .
$$

Hence

$$
\mathrm{N}_{K / \mathbb{Q}}\left(\mathfrak{d}_{M / K}\right)=\left(d_{M / K}\right)^{2}=2^{4} .
$$

and so $d_{M / K}=2^{2}$.

Corollary 4.2.18. Let $M=K(\sqrt{2 z})$ for some square-free odd integer $z$, which by assumption is not divisible by 3 . Then $d_{M / K}=2^{3} \cdot z$.

Proof. Assume $z$ is positive. Then $M_{0}=\mathbb{Q}(\sqrt{2 z})$ and $d_{\mathbb{Q}(\sqrt{2 z})}=2^{3} \cdot z$. If $z$ is negative then $M_{0}=\mathbb{Q}(\sqrt{6 z})$ and $d_{\mathbb{Q}(\sqrt{6 z})}=2^{3} \cdot 3 \cdot z$. In both cases we can proceed as in the proof of Proposition 4.2.17 and make use of Proposition 4.2.15 to conclude.

Proposition 4.2.19. Let $L=K\left(\sqrt{d}, \sqrt{d^{\prime}}\right)$ and let $\pi$ be a prime element of $\mathcal{O}_{K}$ with $p_{\pi} \neq 2$. If $v_{\pi}(d)=1$ or $v_{\pi}\left(d^{\prime}\right)=1$ (i.e. if $p_{\pi} \mid d_{L / K}$ ) then there exists a prime $p_{\pi^{\prime}} \neq p_{\pi}$ such that $p_{\pi}^{2} \cdot p_{\pi^{\prime}}^{2} \mid d_{L / K}$ if $p_{\pi^{\prime}}$ is odd and $p_{\pi}^{2} \cdot 2^{4} \mid d_{L / K}$ if $p_{\pi^{\prime}}=2$.

Proof. By assumption $\pi$ is a prime element of $\mathcal{O}_{K}$ with $p_{\pi} \neq 2$. Let $\pi^{\prime}$ be another prime element of $\mathcal{O}_{K}$ with $p_{\pi^{\prime}} \neq p_{\pi}$. If $v_{\pi^{\prime}}(d)=1$ or $v_{\pi^{\prime}}\left(d^{\prime}\right)=1$ then we can use Propositions 4.2.15 and 4.2.16 to give us the result. Hence we can assume that the only prime that divides $d$ and $d^{\prime}$ is $p_{\pi}$. However this implies that $L \simeq$ $K\left(\sqrt{p_{\pi}}, \sqrt{-p_{\pi}}\right)$ and by the remark after Proposition 4.2 .16 we see that (2) must also ramify in $L / K$ and so $2^{4} \mid d_{L / K}$.

## The Case $A$ a Division Algebra

Proposition 4.2.20. If $a, b$ or $a b u^{\tau} \in K$, then $A=(a, b, u, L / K, \sigma, \tau)$ is not $a$ division $K$-algebra. Furthermore, if $A$ satisfies the energy constraint then at most one of $a, b, a b u^{\tau}$ lies in $\mathcal{O}_{L}$.

Proof. The first part of the proof is the same as Proposition 4.2.7.
For the second part let $M$ be a quadratic subextension of $L / K$. Since [ $M$ : $\mathbb{Q}]=4$ we see that if $\zeta_{n} \in M$ then $n=2,3,4,5,6,8,10$ or 12 . However the cases $n=5$ and $n=10$ can be discarded. Assume $\zeta_{5} \in M$ then $\mathbb{Q}\left(j \zeta_{5}\right) \simeq \mathbb{Q}\left(\zeta_{15}\right) \subset M$. Since $\left[\mathbb{Q}\left(\zeta_{15}\right): \mathbb{Q}\right]=8$, we then get a contradiction. Similarly the case $n=8$ can be discarded. In this case $\mathbb{Q}\left(j \zeta_{8}\right) \simeq \mathbb{Q}\left(\zeta_{24}\right) \subset M$. Since $\left[\mathbb{Q}\left(\zeta_{24}\right): \mathbb{Q}\right]=8$, we again get a contradiction.

Finally consider $n=4$ (or similarly $n=12$ ). If $\zeta_{4} \in M$ then $\mathbb{Q}(j i) \simeq$ $\mathbb{Q}\left(\zeta_{12}\right) \subset M$. Since $\left[\mathbb{Q}\left(\zeta_{12}\right): \mathbb{Q}\right]=4$ we see that $M \simeq \mathbb{Q}\left(\zeta_{12}\right)$. Hence the only quadratic extension $M / K$ that contains a primitive root of unity not contained in $K$ is $M \simeq \mathbb{Q}\left(\zeta_{12}\right) \simeq K(\sqrt{-1})$.

Recall that $K(\sqrt{d}), K\left(\sqrt{d^{\prime}}\right)$ and $K\left(\sqrt{d d^{\prime}}\right)$ are distinct subfields of $L$. Furthermore $a \in K(\sqrt{d}), b \in K\left(\sqrt{d^{\prime}}\right)$ and $a b u^{\tau} \in K\left(\sqrt{d d^{\prime}}\right)$. Therefore we can conclude that if $A$ satisfies the energy constraint, then at most one of $a, b, a b u^{\tau}$ lies in $\mathcal{O}_{L}$.

Proposition 4.2.21. If $d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)}<10000$ then $256 \leq d_{L / K}<1112$.
Proof. Since Proposition 4.2.20 holds, we can mimic the proof of Proposition 4.2.8. However we note that the equation $|x|^{2}=2$ has no solutions for $x \in \mathcal{O}_{K}$. Hence in the case $a \notin \mathcal{O}_{L}$ we must have $\Delta_{\xi}^{(1)} \geq 3$ and $\Delta_{\xi}^{(3)} \geq 3$. Therefore $\prod_{m=1}^{n} \Delta_{\xi}^{(m)} \geq 9$, which immediately gives the upper bound. If $b \notin \mathcal{O}_{L}$ then we can apply the same argument but we replace $\Delta_{\xi}^{(3)}$ by $\Delta_{\xi}^{(2)}$. The lower bound follows from Proposition 2.3.14.

Proposition 4.2.22. If $(a, b, u, L / K, \sigma, \tau)$ is a division $K$-algebra such that $256 \leq$ $d_{L / K}<1112$ then $L \simeq K(\sqrt{-1}, \sqrt{7})$ and $d_{L / K}=784$.

Proof. If $p_{1}, p_{2}, p_{3}$ are three distinct prime numbers that all divide $d_{L / K}$ then $d_{L / K} \geq 2^{4} \cdot 5^{2} \cdot 7^{2}>1112$. Hence there are at most two primes $p_{1} \neq p_{2}$ such that $p_{1} \mid d_{L / K}$ and $p_{2} \mid d_{L / K}$. Assume (without loss of generality) that $p_{1} \neq 2$. If $p_{1} \geq 11$ then by Proposition 4.2 .19 we have $d_{L / K} \geq 11^{2} \cdot 2^{4}>1112$. Hence all the prime divisors of $d$ and $d^{\prime}$ belong to $\{2,5,7\}$.

We now show that if $A$ is a division $K$-algebra then 7 must divide $d$ or $d^{\prime}$. Assume on the contrary that $d$ and $d^{\prime}$ are not divisible by 7 . Let $\pi \neq 2$ be any prime element of $\mathcal{O}_{K}$. By replacing $d$ by $\frac{d d^{2}}{p_{\pi}^{2}}$ if necessary, we can assume that $\pi \nmid d$.

First consider the case $\pi \nmid d$ and $\pi \nmid d^{\prime}$. As in the proof of Proposition 4.2.6, if $d$ (respectively $d^{\prime}$ ) is a square modulo $\pi \mathcal{O}_{K}$ then $d$ (respectively $d^{\prime}$ ) is a square in $K_{\pi}$. If neither $d$ nor $d^{\prime}$ is a square modulo $\pi \mathcal{O}_{K}$, then $d d^{\prime}$ is a square modulo $\pi \mathcal{O}_{K}$ and hence a square in $K_{\pi}$.

Now assume $\pi \nmid d$ and $\pi \mid d^{\prime}$. By assumption this implies that $\pi=5$. If $d$ is a square modulo $5 \mathbb{Z}$, then $d$ is a square modulo $5 \mathcal{O}_{K}$ and by Hensel's lemma $d$ is a square in $K_{\pi}$. If $d$ is not a square modulo $5 \mathbb{Z}$, then $d \equiv 2$ or $3(\bmod 5)$. If $d \equiv 2(\bmod 5)$ then $d \equiv(1+2 j)^{2}\left(\bmod 5 \mathcal{O}_{K}\right)$ and if $d \equiv 3(\bmod 5)$ then $d \equiv(2+4 j)^{2}\left(\bmod 5 \mathcal{O}_{K}\right)$. In either case $d$ is a square modulo $\pi \mathcal{O}_{K}$ and hence a square in $K_{\pi}$.

Therefore if $d_{L / K}<1112$ and $d$ and $d^{\prime}$ are not divisible by 7 then $2[A]$ splits over $K_{\pi}$ for all $\pi \neq 2$. Hence $2[A]$ splits over $K_{\pi}$ for all $\pi$ and hence $2[A]=0$ and $A$ is not a division $K$-algebra.

We now note that if $v_{5}(d)=1$ or $v_{5}\left(d^{\prime}\right)=1$ then $d_{L / K} \geq 7^{2} \cdot 5^{2}=1225$. Therefore the only prime divisors of $d$ and $d^{\prime}$ are 2 and 7. However by Corollary 4.2.18 and Proposition 2.3 .5 we see that if $d$ or $d^{\prime}$ is divisible by 2 , then $d_{L / K} \geq$ $2^{6} \cdot 7^{2}=3136$. Hence the only possible case is $L \simeq K(\sqrt{-1}, \sqrt{7})$ and we can use Proposition 4.2.17 and Proposition 2.3.5 to see that $d_{L / K}=2^{4} \cdot 7^{2}=784$.

Proposition 4.2.23. If $(a, b, u, K(\sqrt{7}, \sqrt{-1}) / K, \sigma, \tau)$ is a division $K$-algebra then $d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)}>10000$.

Proof. Consider the subfield $K(\sqrt{7}) \subset L$ and let $c \in K(\sqrt{7}) \backslash K$ such that $|c|^{2}=$ 1. Since the only roots of unity in $K(\sqrt{7})$ are $\left\{ \pm 1, \pm j, \pm j^{2}\right\}$, we know that $c \notin \mathcal{O}_{K(\sqrt{7})}$, i.e. $c=c_{1} / c_{2}$ with $c_{1} \in \mathcal{O}_{K(\sqrt{7})}, c_{2} \in \mathcal{O}_{K}$ and $c_{2} \nmid c_{1}$. Since $c \notin K$ we see that $c_{1} \notin \mathcal{O}_{K}$. Note that as $|c|^{2}=1$ we have $\left|c_{1}\right|^{2}=\left|c_{2}\right|^{2}$.

By [18] we can compute that $\left\{1,-j^{2}, \sqrt{7},-j \sqrt{7}\right\}$ is an integral basis for $\mathcal{O}_{K(\sqrt{7})}$. Hence $c_{1}=w+x\left(-j^{2}\right)+y \sqrt{7}+z(-j \sqrt{7})$ with $w, x, y, z \in \mathbb{Z}$. We can then calculate that
$\left|c_{1}\right|^{2}=w^{2}+x^{2}+w x+7 y^{2}+7 z^{2}+7 y z+2 w y \sqrt{7}+w z \sqrt{7}+x y \sqrt{7}-x z \sqrt{7}$.

Now $\left|c_{1}\right|^{2}=\left|c_{2}\right|^{2}$ and $\left|c_{2}\right|^{2} \in \mathbb{Z}$, so for our purposes we need not consider the terms that include $\sqrt{7}$.

Since $c_{1} \in \mathcal{O}_{K(\sqrt{7})} \backslash \mathcal{O}_{K}$, at least one of the terms $y, z$ must be non-zero. Therefore we can compute that $\left|c_{1}\right|^{2} \geq 7$ and hence $\left|c_{2}\right|^{2} \geq 7$.

We know that one of $a, b, a b u^{\tau}$ lies in $K(\sqrt{7})$, therefore we can see that $\Delta_{\xi}^{(1)} \geq$ 7. If $a \in K(\sqrt{7})$ then $\Delta_{\xi}^{(3)} \geq 7$ and if $b \in K(\sqrt{7})$ then $\Delta_{\xi}^{(2)} \geq 7$. In either case we can conclude that

$$
d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)} \geq 784 \cdot 7^{2}=38416
$$

We can therefore assume that $a b u^{\tau} \in K(\sqrt{7})$. However by Proposition 4.2.20 we know that $a$ or $b$ does not lie in $\mathcal{O}_{L}$. If $a \notin \mathcal{O}_{L}$ then $\Delta_{\xi}^{(3)} \geq 3$ and if $b \notin$ then
$\Delta_{\xi}^{(2)} \geq 3$. In either case we can conclude that

$$
d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)} \geq 784 \cdot 3 \cdot 7=16464
$$

This completes the proof.
Corollary 4.2.24. Let $A=(a, b, u, L / K, \sigma, \tau)$ be a biquadratic crossed product division $K$-algebra. If $\mathcal{C} \subset \mathcal{C}_{A, \lambda, I}$ is a code built on $A$ that satisfies the energy constraint, then

$$
d_{L / K} \cdot \prod_{m=1}^{n} \Delta_{\xi}^{(m)} \geq 10000
$$

Hence the biquadratic code presented in [4] is optimal.
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