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Abstract

We present results on changing supply rates for input-output to state stable (IOSS) discrete-time nonlinear systems. Our results can be used to combine two Lyapunov functions, none of which can be used to verify that the system has a certain property, into a new composite Lyapunov function from which the property of interest can be concluded. The results are stated for parameterized families of discrete-time systems that naturally arise when an approximate discrete-time model is used to design a controller for a sampled-data system. We present several applications of our results: (i) a LaSalle criterion for input to state stability (ISS) of discrete-time systems; (ii) constructing ISS Lyapunov functions for time-varying discrete-time cascaded systems; (iii) testing ISS of discrete-time systems using positive semidefinite Lyapunov functions; (iv) observer-based input to state stabilization of discrete-time systems. Our results are exploited in a case study of a two link manipulator and some simulation results that illustrate advantages of our approach are presented.
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1 Introduction

The Lyapunov method is one of the most important and useful methods in stability analysis and design of nonlinear control systems (see [15,16,28]). A very useful method for a partial construction of Lyapunov functions was discussed in [31] where it was shown how it is possible to combine two Lyapunov functions, none of which can be used to conclude a property of interest, into a new composite Lyapunov function from which the desired property follows. Results in [31] apply to the analysis of input to state stability (ISS) property of continuous-time cascade-connected systems. In [1] a similar proof technique was used to combine a Lyapunov function whose derivative is negative semidefinite and another Lyapunov function that characterizes a detectability property, which is called input-output to state stability (IOSS) (see [32]), into a new Lyapunov function from which ISS of a continuous-time system follows. A discrete-time counterpart of results in [31] was presented in [26]. These results and proof techniques were used in discrete-time backstepping [25], stability of continuous-time cascades [3,31], stability of discrete-time cascades [26], continuous-time stabilization of robot manipulators [1] and $L_p$ stability of time-varying nonlinear sampled-data systems [37]. A related Lyapunov based method for interconnected ISS continuous-time systems satisfying a small-gain condition can be found in [11].

The main purpose of this paper is to extend the results from [1,26,31] so that they apply to families of discrete-time systems parameterized by a positive parameter (sampling period). We consider a particular type of semiglobal practical stability properties of the parameterized discrete-time systems that arise naturally when approximate discrete-time models are used to design controllers for sampled-data nonlinear systems. The stability properties we consider depend in a very particular manner on the parameter and, in particular, they are not uniform in the parameter. Motivation for our approach is presented in the next section and more information can be found in [22,25,27].

Another important contribution of our work is that we present a unifying framework that allows us to consider a range of seemingly unrelated results in a unified manner. We are not aware of any similar unification for continuous-time systems and in this sense our approach may have important implications even in continuous-time. Our main results immediately apply to: (i) a LaSalle criterion for ISS of discrete-time systems (see also [1]); (ii) constructing ISS Lyapunov functions for time-varying discrete-time cascade-connected systems (see also [10,12,26,31]); (iii) testing ISS of discrete-time systems.
systems using positive semidefinite Lyapunov functions (see also [5,9]); (iv) observer-based input to state stabilization of discrete-time systems (see also [13,14]). We emphasize that our results have potential for further important applications and the case study presented at the end of the paper illustrates how some of our results may be used for sampled-data controller design. Main results of this paper, applications and case study are respectively presented in Section 4, 5 and 6. The proofs of main results are provided in the Appendix.

2 Background and motivation

Most control systems are nowadays sampled-data in nature. Indeed, the controller is usually implemented digitally using a computer and it is inter-connected with a continuous-time plant via D/A and A/D converters. Since it is in general impossible to compute the exact discrete-time model of a continuous-time nonlinear plant, approximate discrete-time models such as Euler, are often used for control design. This approach was taken, for instance, in [6,8,19,29] for several special classes of systems. Recently, a general unified framework for controller design based on approximate discrete-time models was presented in [23,27] for the stabilization problem and further generalized in [22] for the input to state stabilization problem and in [21] for integral input to state stabilization problem. Advantages of this approach were illustrated in [25] where it was shown that the Euler based backstepping controller may outperform the emulated backstepping controller.

It is the main purpose of the current paper to further contribute to the approach that was pursued in [21, 23,27]. In order to motivate stronger our contribution, we present a result from [22] on input to state stabilization via approximate discrete-time models that is also needed in Section 6. Our interest in input to state stabilization is motivated by numerous applications of this robust stability property that have appeared in the literature [10,16,30,33].

Consider a continuous-time nonlinear plant \( x(t) = f(x(t), u(t), w(t)); \ y(t) = h(x(t)) \), (1)

where \( x \in \mathbb{R}^{n_x}, u \in \mathbb{R}^m, w \in \mathbb{R}^p \) and \( y \in \mathbb{R}^q \) are respectively the state, control input, exogenous disturbance and output. We assume that for any given \( x_0, u(\cdot) \) and \( w(\cdot) \) the differential equation in (1) has a unique solution defined on its maximal interval of existence \([0, t_{\text{max}}]\). This may be guaranteed, for instance, by requiring \( f \) in (1) to be locally Lipschitz. The control is taken to be a piecewise constant signal \( u(t) = u(kT) =: u(k), \forall t \in [kT, (k + 1)T], k \in \mathbb{N}, \) where \( T > 0 \) is the sampling period. Suppose that the disturbance \( w(\cdot) \) is constant during sampling intervals, that is \( w(t) = w(k), \forall t \in [kT, (k + 1)T] \) (a more general situation when \( w(\cdot) \) is an arbitrary measurable disturbance was considered in [22]). Also, we assume that some combination (output) or all of the states \( x(k) := x(kT) \) are available at sampling instant \( kT, k \in \mathbb{N} \). The exact discrete-time model for the plant (1), which describes the plant behavior at sampling instants \( kT \), is obtained by integrating the initial value problem

\[
\dot{x}(t) = f(x(t), u(k), w(t)),
\]

with given \( w(k), u(k) \) and \( x_0 = x(k) \), over the sampling interval \([kT, (k + 1)T]\). If we denote by \( x(t) \) the solution of the initial value problem (2) at time \( t \) with given \( x_0 = x(k), u(k) \) and \( w(k) \), then the exact discrete-time model of (1) can be written as:

\[
x(k + 1) = x(k) + \int_{kT}^{(k+1)T} f(x(r), u(k), w(k))dr =: F_T^k(x(k), u(k), w(k)).
\]

We emphasize that \( F_T^k \) is not known in most cases. Indeed, in order to compute \( F_T^k \) we have to solve the initial value problem (2) analytically and this is usually impossible since \( f \) in (1) is nonlinear. Hence, we will use an approximate discrete-time model of the plant to design a discrete-time controller for the original plant (1).

Different approximate discrete-time models can be obtained using different methods, such as a classical Runge-Kutta numerical integration scheme (such as Euler) for the initial value problem (2) [20,34]. The approximate discrete-time model can be written as

\[
x(k + 1) = F_T^k(x(k), u(k), w(k)).
\]

For instance, the Euler approximate model is \( x(k + 1) = x(k) + T f(x(k), u(k), w(k)) \). The sampling period \( T \) is assumed to be a design parameter which can be arbitrarily assigned. Since we are dealing with a family of approximate discrete-time models \( F_T^k \), parameterized by \( T \), in order to achieve a certain objective we need in general to obtain a family of controllers, also parameterized by \( T \). We consider a family of dynamic feedback controllers

\[
z(k + 1) = G_T(z(k), z(k)) ; u(k) = u_T(z(k), z(k)),
\]

where \( z \in \mathbb{R}^{n_z} \).

We emphasize that if the controller (5) input to state stabilizes the approximate model (4) for all small \( T \), this does not guarantee that the same controller would approximately input to state stabilize the exact model (3) for all small \( T \) (see [4,7,27]).
The following result provides a framework for controller design via approximate discrete-time models:

**Theorem 2.1** [22] Suppose that there exist \( \alpha, \pi, \alpha \in K_\infty \) and \( \sigma \in K_\infty \), and for any strictly positive real numbers \( (\Delta_1, \Delta_2, \Delta_3, \nu) \) there exist \( q \in K_\infty \), strictly positive real numbers \( T^*, L, M \) such that for all \( T \in (0, T^*) \) there exists a function \( V_T : \mathbb{R}^{n+1}_{+} \rightarrow \mathbb{R}_{\geq 0} \) such that for all \( [(x, z)] \leq \Delta_1, [u] \leq \Delta_2, [w] \leq \Delta_3, T \in (0, T^*) \) we have:

1. **SP-ISS Lyapunov conditions for closed-loop approximate:**
   \[
   \begin{align*}
   a([(x, z)]) &\leq V_T(x, z) \leq \pi([(x, z)]) \\
   V_T(F_T^T(x, u_T(x, z), w), G_T(x, z)) &= V_T(x, z) \\
   &\leq T \left(-\alpha([(x, z)]) + \sigma([w]) + \nu \right). 
   \end{align*}
   \]

2. **and, moreover, for all** \( T \in (0, T^*) \) **and all** \( x, x', z \) **with** \( \max\{[(x, z)], [(x', z)]\} \leq \Delta_1 \)
   \[
   [V_T(x, z) - V_T(x', z)] \leq L [x - x'] .
   \]

3. **consistency between** \( F_T^T \) **and** \( F_T^T; \)
   \[
   [F_T^T(x, u, w) - F_T^T(x, u, w)] \leq T \theta(T).
   \]

4. **uniform local boundedness of** \( u_T; \)
   \[
   [u_T(x, z)] \leq M.
   \]

Then, there exists \( \beta \in KL, \gamma \in G \) such that for any strictly positive real numbers \( (\Delta_1, \Delta_2, \nu) \) there exists \( \tilde{T} > 0 \) such that for all \( (x(0), z(0)) \leq \Delta_1 \), \( [w]_\infty \leq \Delta_2 \) and \( T \in (0, \tilde{T}) \) the solutions of (3), (5) satisfy:

- **SP-ISS of closed-loop exact:** \( [(x(k), z(k))] \leq \beta([(x, z)], KT) + \gamma([w]_\infty) + \tilde{z}, \forall k \geq 0 \)

We emphasize that the consistency condition in Theorem 2.1 is checkable although \( F_T^T \) is not known in general. This condition is commonly used in numerical analysis literature [34]. The conditions (6), (7) of Theorem 2.1 are hard to check in general and one of the main contributions of the current paper is in presenting technical results that can be used to verify that conditions equivalent with (6), (7) hold for a family of parameterized discrete-time systems. These technical conditions can be then used in conjunction with Theorem 2.1 to design input to state stabilizing controllers for sampled-data nonlinear plants via their approximate discrete-time models. This approach is illustrated in Section 6 where we consider input to state stabilization of a two-link manipulator via its Euler approximate discrete-time model.

### 3 Preliminaries

The set of real and natural numbers (including 0) are denoted respectively by \( \mathbb{R} \) and \( \mathbb{N} \). \( \mathbb{S} \) denotes the class of smooth nondecreasing functions \( q : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \), which satisfy \( q(t) > 0 \) for all \( t > 0 \). A function \( \gamma : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) is of class \( G \) if it is continuous, nondecreasing and zero at zero. It is of class \( K \) if it is of class \( G \) and strictly increasing; and it is of class \( K_\infty \) if it is of class \( K \) and unbounded. Functions of class \( K_\infty \) are invertible. Given two functions \( \alpha(\cdot) \) and \( \gamma(\cdot) \), we denote their composition and multiplication respectively as \( \alpha \circ \gamma(\cdot) \) and \( \alpha(\cdot) \gamma(\cdot) \).

Motivated by the discussion on the previous section, we consider a parameterized family of discrete-time nonlinear systems of the following form:

\[
\begin{align*}
    x(k + 1) &= F_T(x(k), u(k)) \\
    y(k) &= h(x(k))
\end{align*}
\]

where \( x \in \mathbb{R}^n, u \in \mathbb{R}^m, y \in \mathbb{R}^l \) are respectively the state, input and output of the system. It is assumed that \( F_T \) is well defined for all \( x, u \) and sufficiently small \( T \), \( F_T(0,0) = 0 \) for all \( T \) for which \( F_T \) is defined, \( h(0) = 0 \) and \( F_T \) and \( h \) are continuous, \( T > 0 \) is the sampling period, which parameterizes the system and can be arbitrarily assigned. Non-parameterized discrete-time systems are a special case of (9) when \( T \) is constant (for instance \( T = 1 \)). The following definition is a very compact way of defining various different properties to which our results apply.

**Definition 3.1** The system (9) is \((V_T, \alpha, \pi, \alpha, \lambda, \sigma)\)-semiglobally practically input-output to state stable \((V_T, \alpha, \pi, \alpha, \lambda, \sigma)\)-SP-ISS with measuring functions, if there exist functions \( \alpha, \pi, \alpha \in K_\infty \), and \( \lambda, \sigma \in G \), functions \( w_0 : \mathbb{R}^n \rightarrow \mathbb{R}^{n_{w}}, \pi_{\pi} : \mathbb{R}^n \rightarrow \mathbb{R}^{n_{\pi}}, w_0 : \mathbb{R}^n \rightarrow \mathbb{R}^{n_{w}}, w_0 : \mathbb{R}^n \rightarrow \mathbb{n}_{w}, w_r : \mathbb{R}^n \rightarrow \mathbb{R}^{n_{w}}, w_r : \mathbb{R}^n \rightarrow \mathbb{R}^{n_{w}}, w_r : \mathbb{R}^n \rightarrow \mathbb{R}^{n_{w}}, w_r : \mathbb{R}^n \rightarrow \mathbb{R}^{n_{w}}, \) and for any triple of strictly positive real numbers \( \Delta_r, \Delta_u, \nu \), there exists \( T^* > 0 \) and for all \( T \in (0, T^*) \) there exists a smooth function \( V_T : \mathbb{R}^n \rightarrow \mathbb{R}_+ \) such that for all \( \|w(x)\| \leq \Delta_r \), \( \|w(u)\| \leq \Delta_u \) the following holds:

\[
\begin{align*}
    \alpha([w_0(x)]) &\leq V_T(x) \leq \pi([w_0(x)]) \\
    V_T(F_T(x, u)) - V_T(x) &\leq -T\alpha([w_0(x)]) \\
    +T\lambda([w_r(x)]) &\leq T\lambda([w_r(x)]) + T\nu
\end{align*}
\]

The functions \( w_0, w_0, w_0, w_0, w_0, w_0, w_r, w_r, \) and \( w_r \) are called measuring functions; \( \alpha, \pi, \alpha, \lambda, \sigma \) are called bounding functions; \( \alpha, \pi, \alpha, \lambda, \sigma \) are called supply functions; and \( V_T \) is called a SP-ISS Lyapunov function. If \( T^* > 0 \) exists such that (10) and (11), with \( \nu = 0 \), hold for all \( T \in (0, T^*) \), \( x \in \mathbb{R}^n, u \in \mathbb{R}^m \), the property holds globally and the system (9) is \((V_T, \alpha, \pi, \alpha, \lambda, \sigma)\)-ISS with measuring functions.

Often, when all functions are clear from the context, we refer to the property defined in Definition 3.1 as SP-ISS (or ISS if the property holds globally). Moreover, if the system is SP-ISS (respectively ISS) with
\( \lambda = 0 \) then we say that the system is SP-ISS (respectively ISS). SP-ISS with measuring functions is quite a general notion that covers a range of different properties of nonlinear discrete-time systems, such as stability, input to state stability, detectability, output to state stability, etc. For example, by letting \( \lambda = 0, \sigma = 0 \) and \( w_\alpha(x) = w_\beta(x) = w_\gamma(x) = x \), we obtain the standard Lyapunov characterization for asymptotic stability of (9). By letting \( \lambda = 0, w_\alpha(x) = w_\beta(x) = \alpha(x) = x \), and \( w_\gamma(u) = u \), we obtain the Lyapunov characterization for (semiglobal practical) ISS. The reason for introducing such a general property in Definition 3.1 is that we will apply our results to a range of its different special cases (see Section 4) for particular choices of \( \lambda, \sigma \) and the measuring functions.

When using the SP-ISS property of Definition 3.1 to check if a certain property (such as stability, input to state stability or some other special cases of SP-ISS property) holds, one usually needs to have that all bounding functions and the corresponding measuring functions satisfy appropriate conditions. For example, if we want to check global asymptotic stability of the origin of the input-free system (9) then we need to have:

\[
\begin{align*}
\mathcal{U}[|w_\alpha(x)|] &\leq V_T(x) \leq \mathcal{V}[|w_\alpha(x)|] \\
V_T(F_T(x,0)) - V_I(x) &\leq -T\alpha(w_\alpha(x)) 
\end{align*}
\]

(12)

for all \( x \in \mathbb{R}^n \) and \( T \in (0,T^*) \), for some \( T^* > 0, \mathcal{U}, \mathcal{V} \in \mathcal{K}_\infty \) and \( \alpha \) is positive definite; \( |w_\alpha(x)| \) is positive definite and radially unbounded; and \( |w_\gamma(u)| \) is positive definite.

4 Main results

In this section, we state our main results, which consist of two main theorems (Theorems 4.1 and 4.2), where we show two partial constructions of a SP-ISS Lyapunov function from two auxiliary Lyapunov functions. Several special cases following from our main results are presented as corollaries. We first present Lemma 4.1, which is instrumental in proving our main results. The lemma is a discrete-time version, as well as a generalization, of the lemma on changing supply rates for ISS continuous-time systems in [1]. Lemma 4.1 also generalizes the result of [26] on changing supply rates for ISS discrete-time systems. We use the following construction that has also been used in [1,31]. Given an arbitrary \( q \in SN \), we define:

\[
\rho(s) := \int_0^s q(\tau) d\tau, \quad (13)
\]

where it is easy to see that \( \rho \in \mathcal{K}_\infty \) and \( \rho \) is smooth. Suppose that we have a SP-ISS Lyapunov function \( F_T \) for a system, and consider a new function \( \rho(F_T) \). Lemma 4.1 states the conditions under which the new function is also a SP-ISS Lyapunov function for the system.

\textbf{Lemma 4.1} Let the following conditions be satisfied:

1. System (9) is \( (V_T, \mathcal{U}, \mathcal{V}, \alpha, \lambda, \sigma) \)-SP-ISS with measuring functions \( w_\alpha, w_\beta, w_\gamma, w_\delta, w_\epsilon, w_\zeta \) and \( w_\zeta, w_\eta \).
2. There exist \( \mathcal{U}, \mathcal{V}, \in \mathcal{K}_\infty \) such that \( \mathcal{U}(w_\alpha(x)) \leq w_\alpha(x) \) and \( \mathcal{V}(w_\alpha(x)) \leq \mathcal{V}(w_\alpha(x)) \), \( \forall x \in \mathbb{R}^n \).
3. For any strictly positive real numbers \( \Delta_x, \Delta_u \) there exist strictly positive real numbers \( M, T^* \) such that:

\[
|w_\alpha(x)| \leq \Delta_x, \quad |w_\gamma(u)| \leq \Delta_u, \quad T \in (0,T^*) \implies (14)
\]

max \{ \mathcal{U}(F_T(x,0)), \mathcal{V}(x), \mathcal{W}(x), \mathcal{V}(w_\zeta(x)) \}, \quad |w_\alpha(u)| \leq M.

Then for any \( q \in SN \) and \( \rho \in \mathcal{K}_\infty \) defined by (13) there exist \( \alpha', \lambda', \sigma' \) such that the system (9) is \( (\rho(F_T), \mathcal{U}', \mathcal{V}, \alpha', \lambda', \sigma') \)-SP-ISS with the same measuring functions, where \( \alpha'(s) = \rho \circ \alpha(s), \mathcal{V}(s) = \rho \circ \mathcal{V}(s), \lambda'(s) = \frac{1}{\rho} \circ \frac{\lambda}{\rho} \circ \alpha(s), \sigma'(s) = 2q \circ \theta_\lambda(s) \cdot \lambda(s), \sigma'(s) = \frac{1}{\rho} \circ \frac{\theta_\lambda}{\rho} \circ \sigma(s), \theta_\lambda(s) = \frac{\alpha(s)}{\rho \circ \alpha^{-1} \circ \sigma(s) + 2\sigma(s)} \) and \( \lambda_1(s) := \frac{\lambda}{\rho} \circ \alpha^{-1} \circ \frac{4\lambda(s)}{\rho \circ \alpha^{-1} \circ \sigma(s) + 2\lambda(s)} \).

Lemma 4.1 provides us with some flexibility when constructing a SP-ISS Lyapunov function \( F_T \) from two Lyapunov functions as we will do in Theorems 4.1 and 4.2. We prove the result for semiglobal practical IOSS since this is a property that naturally arises when an approximate discrete-time model is used for controller design of a sampled-data nonlinear systems (see Example 6 in the next section). Some of the conditions of Lemma 4.1 are rather technical but they were considered in order to prove the result in a considerable generality that allows us to unify presentation of several different results.

\textbf{Remark 4.1} It is instructive to discuss the third condition of Lemma 4.1 since it appears to be the least intuitive. Let us first consider stability of the origin of the input-free system (9). In this case, the conditions (12) need to hold and we can assume without loss of generality that \( w_\alpha(x) = w_\beta(x) = w_\gamma(x) = w_\delta(x) = x \). In this case the third condition of Lemma 4.1 holds if \( F_T(x,0) \) is bounded on compact sets, uniformly in \( T \in (0,T^*) \). This holds if \( F_T(0,0) \) for all \( T \in (0,T^*) \) and \( F_T(x,0) \) is continuous in \( x \), uniformly in \( T \in (0,T^*) \). This condition is rather natural to use and it is often assumed in the literature (see for instance [12]). Suppose now that (12) hold with \( w_\alpha(x) = w_\beta(x) = w_\gamma(x) = w_\delta(x) = x \), \( \theta \), where \( \theta \) is a non-empty closed set. In this case, the condition 3 of Lemma 4.1 requires that for any \( \Delta_x \) there exists \( M \) and \( T^* \) such that:

\[
|F_T(x,0)| \leq M.
\]

This condition also appears to be natural and similar conditions have been used in the literature [35].

We can also state a similar result to Lemma 4.1. when the ISS property holds globally, that is when the system (9) is \( (V_T, \mathcal{U}, \mathcal{V}, \alpha, \lambda, \sigma) \)-IOSS with measuring functions. It is interesting that in this case the third condition of Lemma 4.1 is not needed to prove the result.
Corollary 4.1 Let the following conditions be satisfied:
1. System (9) is \((V_T, \alpha, \sigma, \lambda, \sigma')\)-IGSS with measuring functions \(w_\alpha, w_\sigma, w_\lambda, w_\sigma'\).
2. There exist \(\beta, \alpha' \in K_\infty\) such that \(\beta(w(x)) \leq w_\alpha(x)\) and \(w_\alpha(x) \leq \alpha'(w_\alpha(x))\), \(\forall x \in R^m\).

Then for any \(q \in S_N\) and \(r \in \mathbb{K}_\infty\) defined by (13) there exist \(\beta, \alpha' \in \mathbb{K}_\infty\) such that the system (9) is \((\rho(V_T), \beta, \alpha', \lambda, \sigma')\)-IGSS with the same measuring functions, \(\beta, \alpha', \lambda, \sigma'\) the same as in

We present our main results below. Note that Theorem 4.1 is a discrete-time version, as well as generalization, of the continuous-time results in [1], whereas Theorem 4.2 has appeared in a simpler form in [26], which is a discrete-time version of [31]. When \(\lambda = 0\), \(w_\alpha(x) = w_\sigma(x) = w(x) = \omega(x)\) and all properties hold globally.

Theorem 4.1 Suppose that:
1. system (9) is \((V_T, \alpha, \sigma, \lambda, \sigma')\)-IGSS with measuring functions \(w_\alpha, w_\sigma, w_\lambda, w_\sigma'\);
2. system (9) is \((V_T, \alpha, \sigma, \lambda, \sigma)\)-IGSS with measuring functions \(w_\alpha, w_\sigma, w_\lambda, w_\sigma\), and there exist \(\bar{\beta}, \beta \in \mathbb{K}_\infty\) such that the third and second conditions of Lemma 4.1 hold;
3. there exist \(\gamma_1, \gamma_2, \gamma_3 \in \mathbb{K}_\infty\) such that \(|w_\beta(x)| \leq \gamma_1|w_\alpha(x)|\), \(|w_\gamma(x)| \leq \gamma_2|w_\gamma(x)|\), \(w_\sigma(u) = w_\sigma(u)\), \(\forall x \in R^m, u \in R^n\);
4. \(\limsup_{t \to \infty} |w_\beta(x)| < \infty\).

Then there exists \(\rho \in \mathbb{K}_\infty\) such that the system (9) is \((V_T, \alpha, \sigma, \lambda, \sigma')\)-IGSS with measuring functions \(w_\alpha, w_\sigma, w_\lambda, w_\sigma', w_\lambda, w_\sigma\), where
\[
V_T = V_{1T} + \rho(V_{2T}),
\]
and the new measuring functions are
\[
w_\alpha(x) := w_\alpha(x) + |w_\alpha(x)|, \quad w_\sigma(x) := w_\sigma(x),
\]
\[
w_\sigma(x) := w_\sigma(x) + |w_\sigma(x)|, \quad w_\lambda(x) := w_\lambda(x),
\]
\[
w_\sigma'(u) := w_\sigma'(u) + |w_\sigma(u)|, \quad w_\sigma'(u) := w_\sigma'(u).
\]

Remark 4.2 In order to carry out the construction given in Theorem 4.1, the measuring functions for \(V_{1T}\) and \(V_{2T}\) have to satisfy condition 3 of the theorem. Indeed, some measuring functions of \(V_{1T}\) have to “match” certain measuring functions of \(V_{2T}\). To better understand these conditions, we consider a system with the output \(y = h(x)\). For simplicity, let \(\lambda_1 = \sigma_1 = \sigma_2 = 0\). Suppose that
\[
w_\alpha(x) = w_\alpha(x) = w_\alpha(x) = w_\alpha(x) = x \quad \text{and} \quad w_\sigma(x) = w_\sigma(x) = y.\]

In this case, condition 3 holds. This is a familiar situation where the first difference of \(V_{1T}\) is negative semidefinite, that is \(\Delta V_{1T} \leq -T\sigma_1(y)\).

Moreover, \(V_{2T}\) satisfies \(\Delta V_{2T} \leq -T\sigma_2(|x| + T\lambda_2(y))\), which is a particular detectability property of the system with the output \(y\). More examples and important special cases are presented in Section 5.

In the next result, we consider a stronger condition for the Lyapunov function \(V_T\), to the condition 4 of Theorem 4.1.

Theorem 4.2 Suppose that:
1. system (9) is \((V_T, \alpha, \sigma, \lambda, \sigma')\)-SP-IGSS with measuring functions \(w_\alpha, w_\sigma, w_\lambda, w_\sigma'\), and there exist \(\bar{\beta}, \beta \in \mathbb{K}_\infty\), such that the second and third conditions of Lemma 4.1 hold;
2. system (9) is \((V_T, \alpha, \sigma, \lambda, \sigma)\)-IGSS with measuring functions \(w_\alpha, w_\sigma, w_\lambda, w_\sigma\), and there exist \(\bar{\beta}, \beta \in \mathbb{K}_\infty\), such that the second and third condition of Lemma 4.1 hold;
3. the item 3 of Theorem 4.1 holds.

Then there exist \(\rho_1, \rho_2 \in \mathbb{K}_\infty\) such that the system (9) is \((V_T, \alpha, \sigma, \lambda, \sigma)\)-SP-IGSS with new measuring functions \(w_\alpha, w_\sigma, w_\lambda, w_\sigma\), where
\[
V_T = \rho_1(V_{1T}) + \rho_2(V_{2T}).
\]

and the new measuring functions are \(w_\alpha, w_\sigma, w_\lambda, w_\sigma\) in (16) and \(w_\alpha(x) := w_\alpha(x) + |w_\alpha(x)|\).

Remark 4.3 We note that in Theorems 4.1 and 4.2 we concentrate only on verifying conditions similar to (6), (7). However, we note that if the functions \(V_{1T}\) and \(V_{2T}\) satisfy the local Lipschitz condition (8), then the new Lyapunov function constructed using either (15) or (17) would also satisfy the local Lipschitz condition. Hence, results of Theorem 4.1 and 4.2 can be used to verify the first condition of Theorem 2.1. Additionally, since we assume that \(q_1(\cdot)\) and \(q_2(\cdot)\) are smooth, then if \(V_{1T}\) and \(V_{2T}\) are smooth functions, then so is \(V_T\). Having smooth \(V_T\) is important in some cases, such as in the design using backstepping [25].

Note that the main difference between Theorems 4.1 and 4.2 is that in Theorem 4.1 we cannot apply Lemma 4.1 to the Lyapunov function \(V_{1T}\), since the second and third conditions of the lemma do not hold. Consequently, we need an extra condition on the bounding functions (condition 4 of Theorem 4.1) and we use a less general construction (15) than in Theorem 4.2 where we use (17). As a consequence of Corollary 4.1, we can also state global versions of Theorems 4.1 and 4.2, if both \(V_{1T}\) and \(V_{2T}\) characterize ISS properties of the system (9) in a global sense.

Corollary 4.2 Suppose that all conditions of Theorem 4.1 hold globally. Then, there exists \(\rho \in \mathbb{K}_\infty\) such that the system (9) is \((V_T, \alpha, \sigma, \lambda, \sigma)\)-ISS where \(V_T\) is given by (16) and the new measuring functions \(w_\alpha, w_\sigma, w_\lambda, w_\sigma\), \(w_\sigma\), \(w_\lambda, w_\sigma\) are given in Theorem 4.1.

Corollary 4.3 Suppose that all conditions of Theorem 4.2 hold globally. Then, there exist \(\rho_1, \rho_2 \in \mathbb{K}_\infty\) such that the system (9) is \((V_T, \alpha, \sigma, \lambda, \sigma)\)-ISS where \(V_T\) is given by (17) and the new measuring functions \(w_\alpha, w_\sigma, w_\lambda, w_\sigma\), \(w_\sigma\), \(w_\lambda, w_\sigma\) are given in Theorem 4.2.
5 Applications

In this section we show how our results can be specialized to deal with several important situations. We also emphasize that our results are quite general and they have potential for other applications. We only include the proof of Corollary 5.1, since the proofs of other Corollaries in this section follow similar steps.

5.1 A LaSalle criterion for SP- ISS

In this subsection, we present a novel result which is a discrete-time version of the continuous-time result presented in [1]. This result is a direct consequence of Theorem 4.1. We use this result for the case study in Section 6 to design a digital controller for a two link manipulator via its Euler approximate model.

We recall the quasi input to state stability (qISS) property and input output to state stability (IOSS) property from [1], and recall the condition

$$\lim_{s \to +\infty} \sup \lambda_2(s) \alpha_1(x) < +\infty,$$  \hspace{1cm} (18)

that has been used in the result of [1]. Using Theorem 4.1 we can state a semiglobal practical version of this result for parameterized discrete-time systems (9). In particular, we show that semiglobal qISS, semiglobal practical ISS and the condition (18) imply semiglobal practical ISS. We use the following assumption:

Assumption 5.1 For any strictly positive real numbers $\Delta_x, \Delta_u$ there exist strictly positive real numbers $M$ and $T^*$ such that $|x| \leq \Delta_x, |u| \leq \Delta_u, T \in (0, T^*)$ implies $|F_T(x, u)| \leq M$.

We state now a discrete-time version of the result in [1].

Corollary 5.1 Consider the system (9). Suppose that Assumption 5.1 holds, and there exists $\omega_1, \omega_2, \alpha_1, \alpha_2, \pi_1, \pi_2, \sigma_1, \sigma_2 \in \mathbb{K}_\infty$ and $\pi_1, \pi_2, \sigma_1, \sigma_2 \in \mathcal{G}$ such that

1. for any triple of strictly positive real numbers $(\Delta_x, \Delta_u, \nu)$ there exists $T^* > 0$ and for any $T \in (0, T^*)$ there exist $V_T : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ and $V_{2T} : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ such that for all $|x| \leq \Delta_x, |u| \leq \Delta_u, T \in (0, T^*)$ we have the following:

SP-qISS: \hspace{1cm} $\alpha_1(|x|) \leq V_T(x) \leq \pi_1(|x|)$, $V_T(F_T) - V_T(x) \leq (\alpha_1(|y|) + \sigma_1(|u|) + \nu)$.

SP-ISS: \hspace{1cm} $\sigma_2(|x|) \leq V_T(x) \leq \pi_2(|x|),$ $V_T(F_T) - V_T(x) \leq (\alpha_2(|y|) + \omega_2(|u|) \sigma_1(|u|) + \nu)$.

2. The condition (18) holds.

Then, there exist $\omega, \alpha \in \mathbb{K}_\infty$ and $\pi \in \mathcal{G}$ such that for any triple of strictly positive real numbers $(\Delta_x, \Delta_u, \nu)$ there exists $\hat{T} > 0$ and for any $T \in (0, \hat{T})$ there exist $V_T : \mathbb{R}^n \to \mathbb{R}_{\geq 0}$ such that for all $|x| \leq \Delta_x, |u| \leq \Delta_u, T \in (0, \hat{T})$ we have:

SP-ISS: \hspace{1cm} $\omega(|x|) \leq V_T(x) \leq \pi(|x|)$, $V_T(F_T) - V_T(x) \leq (\omega(|x|) + \omega(|y|) + \nu)$.

Proof of Corollary 5.1: It can be seen immediately that all conditions of Theorem 4.1 hold, by noting that: (i) the system (9) is $W(x, u) := w_{11}(x) = w_{22}(x) = x$, $w_{12}(x) = h(x) = y$, $w_{13}(u) = w_{13}(u) = u$; (ii) the system (9) is $V(x, u) := v_{11}(x) = v_{22}(x) = v_{33}(x) = x$, $v_{12}(x) = h(x) = y$, $v_{13}(u) = v_{13}(u) = u$; the second condition of Lemma 4.1 holds since $w_{14}(x) = w_{14}(x) = w_{14}(x)$; from Assumption 5.1 and Remark 4.1 we have that the third condition of Lemma 4.1 holds; hence, the second condition of Theorem 4.1 holds; (iii) the third condition of Theorem 4.1 holds since $w_{15}(x) = w_{15}(x) = h(x) = y$, $w_{15}(x) = v_{15}(x) = x$ and $w_{16}(u) = w_{16}(u) = u$ for all $x \in \mathbb{R}^n, u \in \mathbb{R}^m$; (iv) the fourth condition of Theorem 4.1 follows trivially from the second condition of the corollary. Therefore, applying Theorem 4.1 and defining the new SP-ISS Lyapunov function $V_T$ as in (15), we obtain that the system (9) is SP-ISS with measuring functions $w_{16}(x) = w_{16}(x) = x, w_{17}(x) = x$, $w_{18}(u) = w_{18}(u) = u$, and $w_{19}(u) = u$. It is obvious that $\gamma_0 = \gamma_1 = 0$. Since $h$ is continuous and $h(0) = 0$, there exists $\gamma_1 \in \mathbb{K}_\infty$ such that $|y| \leq \gamma_1(|x|)$, and this completes the proof.

5.2 SP-ISS of time-varying cascade-connected systems

A novel result on SP-ISS for time-varying discrete-time cascade-connected system is presented in this subsection. This result is a direct consequence of Theorem 4.2 and it generalizes the main result of [26] in two directions: (i) the result is stated for semiglobal practical ISS (only global stability was considered in [26]); (ii) the result is stated for time-varying cascade-connected systems (only time-invariant cascade-connected systems were considered in [26]). We note that similar non Lyapunov based proof of the same result can be found in [12] for non parameterized discrete-time systems.

Consider the time-varying discrete-time system:

$$x(k+1) = F_T(k, x(k), z(k), u(k))$$

$$z(k+1) = G_T(k, z(k), u(k)),$$

(19)

where $x \in \mathbb{R}^n, z \in \mathbb{R}^n$ and $u \in \mathbb{R}^n$. The state of the overall system is denoted as $\hat{x} := (x^T \ z^T)^T, \hat{x} \in \mathbb{R}^n$, where $n := n_x + n_z$. We will assume the following:

Assumption 5.2 For any strictly positive real numbers $\Delta_x, \Delta_u$ there exist strictly positive real numbers $M$ and $T^*$ such that

$$|\hat{x}| \leq \Delta_x, |\hat{u}| \leq \Delta_u, T \in (0, T^*) \Rightarrow \max \{ |F_T(k, x(k), z(k), u(k))|, |G_T(k, z(k), u(k))| \} \leq M.$$

The family of systems (19) is not in the form (9) which is time invariant. However, we can still apply results of our paper in the following way. We introduce an augmented
time-invariant system in the following way:

\[ x(k + 1) = F_T(p(k), x(k), z(k), u(k)) \]

\[ z(k + 1) = G_T(p(k), z(k), u(k)) \]

\[ p(k + 1) = p(k) + 1, \]

where \( p \in \mathbb{R} \) is a new state variable. Then it is standard to show that SP-ISS uniform for the time-varying system (19) w.r.t. the origin \((x, z) = (0, 0)\) can be deduced from semiglobal practical ISS of the time-invariant system (20) w.r.t. a non-compact set \( A := \{ (x, p) : x = 0 \} \).

Note also that we can write \(|x| = (x, p) \mid A \). In the next result we show that SP-ISS Lyapunov function for the overall system (20) can be constructed from Lyapunov functions for individual subsystems in (20).

In particular, we can state the following:

**Corollary 5.2** Consider the system (19). Suppose that Assumption 5.2 holds and there exist \( \alpha_1, \alpha_2, \alpha_1, \alpha_2 \in \mathcal{K}_\infty, \) and \( \sigma_1, \sigma_2 \in \mathcal{G} \) such that for any triple of strictly positive real numbers \((\Delta_2, \Delta_u, \nu)\) there exists \( T^* > 0 \) and for any \( T \in (0, T^*) \) there exist \( V_{1r} : \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) and \( V_{2r} : \mathbb{R} \times \mathbb{R}^m \to \mathbb{R}_{\geq 0} \) such that for all \( |x| \leq \Delta_2, |u| \leq \Delta_u, p \geq 0, T \in (0, T^*) \) we have the following:

\[ \alpha_1(|x|) \leq V_{1r}(p, x) \leq \alpha_2(|x|) \]

\[ V_{1r}(p + 1, F_T) - V_{1r}(p, x) \leq T(-\alpha_1(|x|) + \lambda_1(z) + \sigma_1(|u|) + \nu), \]

\[ \alpha_2(|z|) \leq V_{2r}(p, z) \leq \alpha_2(|z|) \]

\[ V_{2r}(p + 1, G_T) - V_{2r}(p, x) \leq T(-\alpha_2(|z|) + \sigma_2(|u|) + \nu). \]

Then, there exist \( \alpha, \sigma \in \mathcal{K}_\infty \) and \( \sigma \) that satisfies \( \alpha \) for any triple of strictly positive real numbers \((\Delta_2, \Delta_u, \nu)\) there exists \( \hat{T} > 0 \) and for any \( T \in (0, \hat{T}) \) there exist \( V_T : \mathbb{R} \times \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) such that for all \( |x| \leq \Delta_2, |u| \leq \Delta_u, p \geq 0, T \in (0, \hat{T}) \) we have:

**SP-ISS:** \( \alpha(|x|) \leq V_T(p, x, z) \leq \alpha(|x|) \)

\[ V_T(p + 1, F_T) - V_T(p, x, z) \leq T(-\alpha(|x|) + \sigma(|u|) + \nu). \]

5.3 **SP-ISS via positive semidefinite Lyapunov functions**

The problem of checking stability using positive semidefinite Lyapunov functions has been considered in [9] for continuous-time systems and in [9] for discrete-time systems. The idea is to use a Lyapunov function \( V(x) \), which is positive semidefinite, to check stability of a system. An approach taken in [9] was to use a trajectory-based technique to prove stability of the origin of the system. In particular, besides appropriate conditions on the Lyapunov function, it was required in [9] that all trajectories in the maximal invariant subset of the set \( Z := \{ x : V(x) = 0 \} \) satisfy the \( \epsilon \)-definition of asymptotic stability (this property was referred to as conditional stability to the set \( Z \)).

We note that the results on stability of cascade-connected systems in [26,31] and in the previous subsection can be interpreted as a special case of testing ISS using positive semidefinite Lyapunov functions. However, this approach is different from the one in [5,9] since an ISS Lyapunov function is constructed explicitly from ISS and IOSS Lyapunov functions of each subsystem. The advantage of the approach of [26,31] is that it leads to a construction of a Lyapunov function for the overall system, whereas the disadvantage is that it requires usually stronger conditions and it appears to apply only to a special class of cascade-connected systems.

However, we show here that the same approach can be used with few modifications to test semiglobal practical ISS of general parameterized discrete-time systems (9) that are not in the cascade form. In particular, we can state:

**Corollary 5.3** Consider the family of systems (9). Suppose that Assumption 5.1 holds and there exist \( \pi_1, \pi_2, \alpha_1, \alpha_2, \pi_1, \alpha_2 \in \mathcal{K}_\infty, \sigma_1, \sigma_2 \in \mathcal{G} \) and positive semidefinite functions \( W_1 : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) and \( W_2 : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \), with \( W_1(x) + W_2(z) \) is positive definite and radially unbounded, such that for any triple of strictly positive real numbers \((\Delta_x, \Delta_u, \nu)\) there exists \( T^* > 0 \) and for any \( T \in (0, T^*) \) there exist \( V_{1r} : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) and \( V_{2r} : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) such that for all \( |x| \leq \Delta_x, |u| \leq \Delta_u, T \in (0, T^*) \), we have the following:

\[ \alpha_1(W_1(x)) \leq V_{1r}(T) \leq \alpha_2(W_1(x)) \]

\[ V_{1r}(T) - V_{1r}(T) \leq T(-\alpha_1(W_1(x)) + \sigma_1(|u|) + \nu), \]

\[ \alpha_2(W_2(x)) \leq V_{2r}(T) \leq \alpha_2(W_2(x)) \]

\[ V_{2r}(T) - V_{2r}(T) \leq T(-\alpha_2(W_2(x)) + \sigma_2(|u|) + \nu). \]

Then, there exist \( \alpha, \sigma \in \mathcal{K}_\infty \) and \( \sigma \) such that for any triple of strictly positive real numbers \((\Delta_x, \Delta_u, \nu)\) there exists \( \hat{T} > 0 \) and for any \( T \in (0, \hat{T}) \) there exist \( V_T : \mathbb{R}^n \to \mathbb{R}_{\geq 0} \) such that for all \( |x| \leq \Delta_x, |u| \leq \Delta_u, T \in (0, \hat{T}) \) we have:

**SP-ISS:** \( \alpha(|x|) \leq V_T(x, z) \leq \alpha(|x|) \)

\[ V_T(x) - V_T(x) \leq T(-\alpha(|x|) + \sigma(|u|) + \nu). \]

5.4 Observer-based input state stabilization of discrete-time systems

Observer-based stabilization of discrete-time nonlinear systems that was considered in [13,14] uses a very similar construction to the ones considered in this paper. It was shown in [13,14] that if a discrete-time plant can be robustly stabilized with full state feedback (in an ISS sense) and there exists an observer for the system satisfying appropriate Lyapunov conditions (that is, the system is weakly detectable), then the plant is also stabilized using the controller/observer pair where the controller uses the state estimate obtained from the observer. Both local and global results were considered in [13,14].

In this subsection, we show that our results, particularly Theorem 4.2, can be used to generalize results of
We consider the parameterized family of plants:

\[ x(k + 1) = F_T(x(k), u(k), v(k)) \]
\[ y(k) = h(x(k)) \]

where \( u \) and \( v \) are respectively the control and exogenous inputs, with the following observer and controller respectively

\[ z(k + 1) = G_T(z(k), h(x(k)), u(k), e(k)), \]
\[ u(k) = \phi_T(z(k)) \]

that are defined for sufficiently small \( T \). Let \( \tilde{x} := (z^T, z^T)^T \), and we assume the following:

**Assumption 5.3** For any strictly positive real numbers \( \Delta_x, \Delta_u, \Delta_v \) there exist strictly positive real numbers \( M \) and \( T^* \) such that

\[ \|\tilde{x}\| \leq \Delta_x, \|u\| \leq \Delta_u, \|v\| \leq \Delta_v, T \in (0, T^*) \]
\[ \Rightarrow \max\{\|F_T(x, u, v)\|, \|\tilde{G}_T(x, z, u, v)\|, \|\phi_T(z)\|\} \leq M. \]

Then, we can state the following result:

**Corollary 5.4** Consider the family of systems (21), (22) and (23). Suppose that Assumption 5.3 holds and there exist \( \omega_1, \omega_2, \alpha_1, \alpha_2, \sigma_1, \sigma_2 \in G \), such that for any triple of strictly positive real numbers \( (\Delta_x, \Delta_u, \Delta_v) \) there exists \( T^* > 0 \) and for any \( T \in (0, T^*) \) there exist \( V_{1T} : \mathbb{R}^n \rightarrow \mathbb{R}_{\geq 0} \) and \( V_{2T} : \mathbb{R}^n \rightarrow \mathbb{R}_{\geq 0} \) such that for all \( \|x\| \leq \Delta_x, \|u\| \leq \Delta_u, \|v\| \leq \Delta_v, T \in (0, T^*) \) we have the following:

\[ \omega_1(\|x\|) \leq V_{1T}(x) \leq \omega_1(\|x\|) \]
\[ V_{1T}(F_T(x, \phi_T(z), v)) \leq V_{1T}(x) \]
\[ \leq T(-\alpha_1(\|x\|) + \lambda_1(\|x - z\|) + \sigma_1(\|v\|) + \nu), \]
\[ \omega_2(\|x - z\|) \leq V_{2T}(z, v) \leq \omega_2(\|x - z\|) \]
\[ V_{2T}(F_T(x, \phi_T(z), v), \tilde{G}_T(z, h(x), \phi_T(z), v)) \leq V_{2T}(x, z) \]
\[ \leq T(-\sigma_2(\|x - z\|) + \sigma_2(\|v\|) + \tilde{\nu}). \]

Then, there exist \( \omega, \sigma, \alpha \in K_{\infty} \) and \( \sigma \in G \) such that for any triple of strictly positive real numbers \( (\Delta_x, \Delta_u, \Delta_v) \) there exists \( \tilde{T} > 0 \) and for any \( T \in (0, \tilde{T}) \) there exist \( V_T : \mathbb{R}^n \rightarrow \mathbb{R}_{\geq 0} \) such that for all \( \|x\| \leq \Delta_x, \|u\| \leq \Delta_u, \|v\| \leq \Delta_v, T \in (0, \tilde{T}) \) we have:

**SP-ISS:**

\[ \omega(\|x\|) \leq V_T(x, z, v) \leq \omega(\|x\|) \]
\[ V_T(F_T(x, \phi_T(z), v), \tilde{G}_T(z, h(x), \phi_T(z), v)) - V_T(x, z) \]
\[ \leq T(-\alpha(\|x\|) + \sigma(\|v\|) + \tilde{\nu}). \]

**Remark 5.1** There are many variations of conditions in Corollary 5.4 that could be used to state similar results (see [13,14]). Also, there is a small discrepancy between the way we write conditions in the corollary and conditions used in [13,14]. However, it is not hard to show that these conditions are equivalent. For example, instead of the second inequality in Corollary 5.4 we could use:

\[ V_{1T}(F_T(x, \phi_T(x + d), v)) - V_{1T}(x) \leq T(-\alpha_1(\|x\|) + \lambda_1(\|d\|) + \sigma_1(\|v\|) + \nu), \]

where \( d \) is a “new disturbance” similar conditions were used in [13,14]]. This condition states that the full state feedback controller \( u = \phi_T(x) \) robustly stabilizes the plant (21) in an ISS sense. Since for the controller that uses the state estimates we can write \( \phi_T(z) = \phi_T(x + (z - x)) \) and let \( d = x - z \), we can see that this is the same condition as the one we used in the corollary.

6 Case study: two link manipulator

We now revisit the problem of controlling a two link manipulator considered in [1] (see also [2]). In particular, we illustrate how Theorem 2.1 and Corollary 5.1 may be used to obtain a controller based on the Euler approximate discrete-time model of the manipulator. We emphasize that our results provide a rigorous framework for achieving ISS via approximate discrete-time models. To illustrate advantages of our approach, we compare the performance of this controller with the discretized continuous-time controller obtained in [1].

Consider a two link manipulator shown in Fig. 1, with mass of the arm \( M \) and length \( L \), and the gripper with mass \( m \). We denote the angle of the link and the position of the gripper respectively as \( \theta \) and \( \tau \). The continuous time model of the manipulator is:

\[ \begin{align*}
(mr^2 + ML^2/3)\dot{\theta} + 2mrv\dot{\theta} &= \tau \\
m\dot{r} - mrv\dot{\theta} &= F
\end{align*} \tag{24} \]

We denote the state vector \( (\theta, r, \dot{\theta}, \dot{r})^T \) as \( x := (q_1 q_2 z_1 z_2)^T \) and then write the state space model:

\[ \begin{align*}
q_1 &= z_1, \\
\ddot{z}_1 &= -\frac{2mq_2z_1z_2}{mq_2^2 + ML^2/3} + \frac{\tau}{mq_2^2 + ML^2/3} \\
q_2 &= z_2, \\
\ddot{z}_2 &= q_2z_1^2 + F/m.
\end{align*} \tag{25} \]
and the output equations $y_1 = x_1, y_2 = x_2$. The physical parameters of the manipulator and controller are as follows: $m = 1kg, ML^2 = 3kgm^2, k_p = 2, k_d = 2, k_m = 1, k_w = 1$ and $k_m = 1$. A continuous-time controller was designed for the system (25) in [1]:

$$\tau_c(x, w) = -k_d z_1 - k_p (q_1 - q_1 d)$$
$$F_c(x, w) = -k_d z_2 - k_p (q_2 - q_2 d) - k_m (q_2^3 - q_2^3 d),$$

where we denoted $w := (q_1 d, q_2 d)^T$. This controller renders ISS for the closed-loop system (25), (26) with respect to the external inputs $q_1 d$ and $q_2 d$. Suppose now that the manipulator is controlled digitally using sample and zero order hold devices. One may simply use the controller (26) with $\tau_c(t) = \tau_c(x(k), w(k))$, $F_c(t) = F_c(x(k), w(k)), t \in [kT, (k + 1)T]$ and implement it digitally. That is, $F$ and $\tau$ are constant during sampling intervals and the state $x$ is measured at sampling instants $kT$, where $k \in \mathbb{N}$ and $T$ is the sampling period. We refer to this controller as the emulated controller (26). It was proved in [17, 36] that the sampled-data closed-loop system with the emulated controller (26) would be semiglobally practically ISS.

However, as will be shown below, it may be better if one takes the sampling into account when designing a controller by using a discrete-time model of the plant. Since it is very hard to obtain the exact discrete-time model of the plant, we use instead the Euler approximate discrete-time model for the controller design. The Euler approximate model of the manipulator with sampling period $T$, when we substitute values of the physical parameters is:

$$q_1(k + 1) = q_1(k) + Tz_1(k)$$
$$q_2(k + 1) = q_2(k) + Tz_2(k)$$
$$z_1(k + 1) = z_1(k) + T \left[ -\frac{2q_2(k)z_1(k)z_2(k)}{q_2(k)^2 + 1} + \frac{\tau(k)}{q_2(k)^2 + 1} \right]$$
$$z_2(k + 1) = z_2(k) + T \left[ \frac{q_2z_1(z_1 + F(k))}{q_2(k)^2 + 1} \right].$$

denoted by $\tilde{F}^e(x(k), \tau(k), F(k))$. In order to guarantee that the controller that achieves ISS for system (27) would also achieve SP- ISS of the sampled-data system, we need to use the results Theorem 2.1. In particular, it is directly true that consistency condition of Theorem 2.1 holds since we are using the Euler approximate model.

Controllers for sampled-data nonlinear systems often take the following form $w(x) = \sum_{i=0}^{N} T^i u_i(x)$ (see, for instance, [18] where the problem of feedback linearization was considered and [25] where backstepping based on the Euler approximate model was considered). For simplicity, we have assumed that the controller has the following form

$$\tau^e_T = \tau_c + T u_1(x), \quad F^e_T = F_c + T u_2(x),$$

where $u_1$ and $u_2$ are functions that need to be designed. In particular we would choose $u_1$ and $u_2$ so that we make the first difference of $V_{1T}$ more negative. Although other controller structures and designs are possible, our choice is guided by the fact that we want to have that the continuous time and the Euler-based controllers coincide for $T = 0$, so that it makes sense to compare their performance. On the other hand, we can use the freedom in choosing $u_1$ and $u_2$ in order to improve the behavior of the system. Finding a systematic controller design procedure based on these ideas is an interesting topic for further research.

We formally let the control input to be $u := (u_1, u_2)^T$ and using (26), (27) and (28) we can write the approximate model as follows:

$$x(k + 1) = \tilde{F}^e_T(x(k), \tau(x(k), w(k))) + Tu_1(k),$$
$$F(x(k), w(k)) + Tu_2(k)$$
$$= \tilde{F}^e_T(x(k), u(k), w(k)).$$

which has the desirable form given by (4). If $u_1, u_2$ are bounded on compact sets we can conclude that the controller (28) is locally uniformly bounded and hence the third condition of Theorem 2.1 holds.

It remains to design $u_1$ and $u_2$ so that the ISS Lyapunov conditions for approximate model in Theorem 2.1 hold. In order to do this we apply Corollary 5.1 and Remark 4.3. Let $K$ and $P$ be the kinetic and potential energy of the system $K = \frac{1}{2}mL^2 + \frac{1}{2}q_2^2, P = q_1^2 + \frac{1}{2}q_2^2 + \frac{1}{2}q_2^2$. In the same way as in [1], we let the Lyapunov functions $V_{1T}$ and $V_{2T}$ be defined as:

$$V_{1T} = K + P, \quad V_{2T} = V_{1T} + \varepsilon z_1^2 q_1^2 + q_1^4 q_2^2 + \frac{1}{4}q_2^4 q_2^2,$$

where $\varepsilon > 0$ is a sufficiently small constant (to guarantee that $V_{2T}$ positive definite). We next consider the first difference for $V_{1T}$ to compute $u_1$ and $u_2$, and we write

$$\Delta V_{1T} = T(-2z_1^2 - z_2^2 + 2z_1 q_1 d + z_2 q_2 d + z_2^3 q_2 d)$$
$$+ T^2 \left( z_1 (u_1 + 3z_1 q_1^2 + 1) + 0.5z_1^2 q_2^2 \right)$$
$$+ z_2 (u_2 + 0.5z_2 q_2^2 + z_2 + 1.5z_2 q_2^2)$$
$$+ f(q, z, q_d) + O(T^2),$$

where $z := (z_1, z_2)^T, q := (q_1, q_2)^T$. $u_1$ and $u_2$ are designed to reduce the positivity of the $O(T^2)$ term on the right-hand side of (30) and we choose the following:

$$u_1(x) = -k_{u_1} \left( 3z_1 q_1^2 + 0.5z_1^2 q_2^2 \right),$$
$$u_2(x) = -k_{u_2} \left( 0.5z_2 q_2^2 + z_2 + 1.5z_2 q_2^2 \right).$$

(31)
where the values of $k_{e_1} = 2, k_{e_2} = 2$. Substitution of (31) to (30) results in the dissipation inequality:

$$\Delta V_{IT} \leq T(-\frac{2}{5} |x|^2 + a_1 |y_{1d}|^2 + a_2 |y_{2d}|^2) + \frac{T}{2} (-\frac{3}{5} + \frac{0.5}{2} - 0.5 z_2^2 - \frac{3}{5} z_1^2) - \frac{1}{2}$$

where $a_1$ and $a_2$ are sufficiently large positive numbers. The system is SP-IOSS and hence the first part of condition 1 of Corollary 5.1 holds.

We now show that $V_{2T}$ is a SP-IOSS Lyapunov function for the closed-loop approximate model

$$\Delta V_{2T} = T \left[ -2z_1^2 - z_2^2 + z_1 q_{1d} + z_2 q_{2d} + z_2 q_{2d}^d + \epsilon z_2^2 + 2q_2 z_2^2 + z_1^2 + q_2 (F_c + T u_2) + q_1 (\tau_c + T u_1) \right]$$

$$+ \frac{z_2^2 + 2q_2 z_2^2 + z_1^2 + q_2 (F_c + T u_2) + q_1 (\tau_c + T u_1)}{(1 + q_2 + q_1)^{3/4}} + O(T^2)$$

for sufficiently small $T, \epsilon$ and $M_2$ and sufficiently large $M_1$ and $M_3$. Substituting the controller $T^{Euler}$ and $F_c^{Euler}$, we can write the dissipation inequality as

$$\Delta V_{2T} \leq T \left[ T_{\sigma_1}(q_{1d}^2 + q_{2d}^2 + q_{2d}^d) + M_3 |z|^2 - M_2 |z|^2 - \epsilon \right] + O(T^2),$$

for sufficiently small $T$, $\epsilon$ and $M_2$ and sufficiently large $M_1$ and $M_3$. The system is SP-IOSS and hence the second part of condition 1 of Corollary 5.1 holds. Finally, since $a_1(s) = \epsilon$ and $a_2(s) = M_3 s^2$, it is obvious that condition 2 of Corollary 5.1 holds. From Corollary 5.1 and Remark 4.3 we have that the closed-loop approximate model (27), (28) is SP-IOSS, and from the choice of $V_{IT}$ and $V_{2T}$ the first condition of Theorem 2.1 holds. Hence, we have that all conditions of Theorem 2.1 are satisfied. Then, it follows from the conclusion of the theorem that the exact discrete-time closed-loop system is SP-IOSS. Finally, using results of [24] we conclude that the closed-loop sampled-data system (25), (28) is SP-IOSS.

We present simulation results to illustrate performance of the system when we apply the Euler-based controller (28) and the emulated controller (26). Simulation were carried out using SIMULINK with the following simulation parameters $T = 0.25s, x_0 = (0.1, 0.1, 0.1)^T, \theta_d(t) = \beta \sin(0.5t)$ and $r_d(t) = 0$. The results are presented in Fig. 2. Fig. 2(a) shows the reference signal $\theta_d$ and the actual angular position of the arm $\theta$, while Fig. 2(b) shows the desired position of the gripper $r_d$ and the actual position $r$ obtained when applying the Euler-based controller (28). Fig. 2(c) and Fig. 2(d) are respectively showing the response of the corresponding variables with emulated controller (26). The simulation is carried out with a relatively large sampling period, to observe the robustness of each controller to a square wave input. It is shown that with the given simulation set-up, Euler-based controller can still show a good performance with $T = 0.25s$. On the other hand, the trajectories of the system with the emulated controller (26), exhibit finite escape times for the same simulation parameters. Moreover, it is shown in Fig. 2(d) and Fig. 2(e) that by reducing the time sampling into $T = 0.1s$, the emulation controller result in a bounded response, although the overshoot that occurs on the state $r$ exceeds the feasible range of the physical parameters of the manipulator. Reducing $T$ further results in performance that is closer to the continuous-time controller.

Figure 2. Responses with Euler-based controller (a,b) and emulation controller (c,d,e,f) to a square wave input.

7 Conclusions

We have presented results on changing supply rates for discrete-time SP-IOSS systems that allow for a partial construction of Lyapunov functions for parameterized discrete-time systems. We have applied our results to several problems and a case study. The results play an important role and provide a strong motivation for the development of systematic controller design procedures for sampled-data nonlinear systems based on their approximate discrete-time models.
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A. Proofs of main results

The following remark, together with Lemmas 1 and 2 of [31], is used in proving Theorems 4.1 and 4.2.

Remark A.1 Since for any $\alpha \in K$ we have $\alpha(s_1 + s_2) \leq \alpha_1(s_1) + \alpha_2(s_2)$ for all $s_1 \geq 0, s_2 \geq 0$, then for any $\alpha_1, \alpha_2 \in K$, there exist $\alpha_1, \alpha_2 \in K$ such that $\alpha(s_1 + s_2) \leq \alpha_1(s_1) + \alpha_2(s_2)$, for all $s_1 \geq 0, s_2 \geq 0$, where $\alpha(s) := \min \{\alpha_1(s), \alpha_2(s)\}$ and $\alpha(s) := 2 \max \{\alpha_1(s), \alpha_2(s)\}$.

Proof of Lemma 4.1. We denote $V_T(F_x)(u) := V_T(F(x, u))$ and $V_T = V_T(s)$. Suppose that all conditions in Theorem 4.1 are satisfied. Fix an arbitrary $q \in \mathcal{S}_V$ and let $\rho$ be defined using (13). We prove next that $\rho(V_T)$ is a SP-IOSS Lyapunov function for the system with appropriate bounding and measuring functions stated in the
lemma. From the Mean Value Theorem and the fact that \( q(\cdot) = \frac{d\varphi}{dx}(\cdot) \) is nondecreasing we have:

\[
\rho(a) - \rho(b) \leq q(a)[a - b] \quad \forall a \geq 0, b \geq 0. \tag{A.1}
\]

Let arbitrary strictly positive real numbers \((\Delta'_x, \Delta'_u, \nu')\) be given. Let \( \Delta'_x, \Delta'_u \) generate numbers \(M, T^*_1\) via the third condition of the lemma, so that (14) holds. Let \(v_1\) be such that \( \max\{\lambda(M), \sigma(M)\}q(s + \nu_1) - q(s) \leq \frac{T'}{2} \), \( \forall s \in [0, \frac{\pi}{M} + 2 \max\{\lambda(M), \sigma(M)\}] \). Such \( v_1 \) always exists since \( g(\cdot) \) is continuous.

We define \( \Delta_x := \Delta'_x, \Delta_u := \Delta'_u, \nu := \min \left\{ \frac{v'}{q(M)}, \nu_1 \right\} \). Let \((\Delta_x, \Delta_u, \nu)\) determine \( T^*_2 > 0 \) and \( V_{T^*} \) using the first condition of the lemma, such that for all \( T \in (0, T^*_2) \) and all \( |w(x)| \leq \Delta_x, |w_u| \leq \Delta_u \) the inequalities (10) and (11) hold. Fix \( T^* := \min\{T_1, T^*_2, 1\} \). In the rest of the proof we always consider \( T \in (0, T^*) \), \( |w(x)| \leq \Delta_x \) and \( |w_u| \leq \Delta_u \).

Note that a direct consequence of condition 1 of the lemma and the fact that \( T^* \leq 1 \) is:

\[
V_T \geq \max\{\varphi(w(x)), T\alpha(w_u(x))\} - T\lambda(|w(x)|) - T\sigma(|w_u(x)|) - T\nu 
\]

\[
V_T(F_T) \leq \varphi(|w(x)|) + \lambda(|w(x)|)
\]

\[
+ \sigma(|w_u(x)|) + \nu. \tag{A.6}
\]

Note first that \( \rho \circ \varphi(w_u(x)) \leq \rho(V_T) \leq \rho \circ \varphi(w(x)) \), which shows that (10) holds with the new bounding functions \( \varphi(s) = \rho \circ \alpha(s) \) and \( \varphi(s) = \rho \circ \alpha(s) \) and the same measuring functions. Now we prove that (11) holds for \( \rho(V_T) \) with the new bounding functions and the same measuring functions. The following two preliminary cases are first considered:

1. \( V_T(F_T) \leq \frac{1}{2} V_T \) Using the inequalities (A.1) and (A.2) and the definition of \( M \) and \( \nu \) we obtain:

\[
\rho(V_T(F_T)) - \rho(V_T) 
\]

\[
\leq q\left(\frac{1}{2} V_T\right) - q(V_T) 
\]

\[
\leq Tq\left(\frac{1}{2} V_T \right) \cdot (-\alpha(|w_u(x)|)) + \lambda(|w(x)|)
\]

\[
+ \sigma(|w_u(x)|) + \nu 
\]

\[
\leq Tq\left(\frac{1}{2} V_T \right) \cdot \lambda(|w(x)|) + \sigma(|w_u(x)|) + T\nu 
\]

\[
\leq Tq\left(\frac{1}{2} V_T \right) \cdot \lambda(|w(x)|) + \sigma(|w_u(x)|) + T\frac{\nu}{2}. \tag{A.4}
\]

2. \( V_T(F_T) \geq \frac{1}{2} V_T \) Using the inequalities (A.1) and (11) and the definition of \( M \) and \( \nu \) we obtain:

\[
\rho(V_T(F_T)) - \rho(V_T) 
\]

\[
\leq q(V_T(F_T)) \cdot (-\alpha(|w_u(x)|)) + \lambda(|w(x)|)
\]

\[
+ \sigma(|w_u(x)|) + \nu. \tag{A.5}
\]

\[
\leq Tq(V_T(F_T)) \cdot (-\alpha(|w_u(x)|)) + \lambda(|w(x)|)
\]

\[
+ \sigma(|w_u(x)|) + Tq \cdot \alpha(M) \nu 
\]

\[
\leq Tq(V_T(F_T)) \cdot (-\alpha(|w_u(x)|)) + \lambda(|w(x)|)
\]

\[
+ \sigma(|w_u(x)|) + T\nu 
\]

\[
+ \sigma(|w_u(x)|) + T\frac{\nu}{2}. \tag{A.6}
\]

The proof is completed by considering the following three cases:

Case 1: \( \lambda(|w(x)|) + \sigma(|w_u(x)|) \leq \frac{1}{2} \alpha(|w_u(x)|) \)

\( V_T(F_T) \leq \frac{1}{2} V_T \). We use (A.4) to write:

\[
\rho(V_T(F_T)) - \rho(V_T) 
\]

\[
\leq Tq\left(\frac{1}{2} V_T \right) \cdot \alpha(|w_u(x)|) + T\frac{\nu}{2}. \tag{A.7}
\]

Since \( q \) is nondecreasing, using (A.2) and the second condition of the lemma, the following holds for Case 1:

\[
\rho(V_T(F_T)) - \rho(V_T) 
\]

\[
\leq Tq\left(\frac{1}{2} V_T \right) \cdot \alpha(|w_u(x)|) + T\frac{\nu}{2}. \tag{A.8}
\]

Case 2: \( \lambda(|w(x)|) + \sigma(|w_u(x)|) > \frac{1}{2} \alpha(|w_u(x)|) \)

\( V_T(F_T) \leq \frac{1}{2} V_T \). We use (A.4), (10), the fact that \( q \) is nondecreasing, \( T^* \leq 1 \) and the choice of \( \nu_1 \) to write:

\[
\rho(V_T(F_T)) - \rho(V_T) 
\]

\[
\leq Tq\left(\frac{1}{2} V_T \right) \cdot \alpha(|w_u(x)|) + 2\lambda(|w(x)|) + T\frac{\nu}{4}.
\]

\[
\leq Tq\left(\frac{1}{2} V_T \right) \cdot \alpha(|w_u(x)|) + Tq \cdot \alpha(M) \nu 
\]

\[
+ 2\lambda(|w(x)|) \cdot \lambda(|w(x)|) + T\frac{\nu}{2} + T\frac{\nu}{4}. \tag{A.8}
\]
• $V_T(F_T) > \frac{1}{2} V_T$

We use (A.6), (10), the fact that $q$ is nondecreasing, $T^* \leq 1$ and the choice of $\nu_1$ to write:

$$
\rho(V_T(F_T)) - \rho(V_T) \\
\leq T q \left( \frac{1}{2} \Gamma_T \cdot \alpha \left( |w_o(x)| \right) + 2 \lambda \left( |w_\lambda(x)| \right) \right) + T \frac{\nu_1}{2} \\
\leq -T q \left( \frac{1}{2} \Gamma_T \cdot \alpha \left( |w_o(x)| \right) + 2 \lambda \left( |w_\lambda(x)| \right) \right) \\
+ 2 \lambda \left( |w_\lambda(x)| \right) + \nu_1 \cdot \lambda \left( |w_\lambda(x)| \right) + T \frac{\nu_1}{2} \tag{A.9}
$$

(A.9)

Since $q$ is nondecreasing, using (A.2), (A.8), (A.9), the second condition of the lemma, the condition $\lambda(10) \alpha \left( |w_o(x)| \right)$, and the definition of $\theta_\lambda$, the following always holds for Case 2:

$$
\rho(V_T(F_T)) - \rho(V_T) \\
\leq -T q \left( \frac{1}{2} \alpha \left( |w_o(x)| \right) \right) \cdot \lambda \left( |w_\lambda(x)| \right) + 2 \lambda \left( |w_\lambda(x)| \right) + T \nu_1 \tag{A.10}
$$

(A.10)

Case 3: $\lambda(11) \alpha \left( |w_o(x)| \right)$, $\lambda(12) \alpha \left( |w_o(x)| \right)$.

Following a similar way as in Case 2, the following always holds for Case 3:

$$
\rho(V_T(F_T)) - \rho(V_T) \\
\leq -T q \left( \frac{1}{2} \alpha \left( |w_o(x)| \right) \right) \cdot \lambda \left( |w_\lambda(x)| \right) + 2 \lambda \left( |w_\lambda(x)| \right) + T \nu_1 \tag{A.11}
$$

(A.11)

We have shown through these three cases that the following holds:

$$
\rho(V_T(F_T)) - \rho(V_T) \\
\leq T \left[ -\frac{1}{4} q \left| \frac{1}{2} \alpha \left( |w_o(x)| \right) \right| \cdot \lambda \left( |w_\lambda(x)| \right) \right] + 2 \lambda \left( |w_\lambda(x)| \right) + \nu_1 \tag{A.12}
$$

(A.12)

which completes the proof of Lemma 4.1. ■

**Proof of Theorem 4.1:** Suppose that all conditions of the theorem be satisfied. Let $\alpha_1$, $\alpha_1$, $\alpha_1$, $\sigma_1$ come from the condition 1 and $\alpha_2$, $\alpha_2$, $\alpha_2$, $\lambda_2$, $\sigma_2$ come from the condition 2. Define $\bar{q}$ as:

$$
\bar{q}(r) := \inf_{r \leq s} \frac{\alpha_1 \circ \theta^{-1}_2(s)}{2(1 + \lambda_2(s))}, \tag{A.13}
$$

where $\gamma_1$ comes from the third condition of the theorem. Notice that $\bar{q}$ is by definition a nondecreasing function. Condition 4 of the theorem implies $\bar{q}(r) > 0$ for all $r > 0$. Let $q(s) := \bar{q} \circ \theta^{-1}_2(s)$, where $\theta_2$ is defined in Lemma 4.1. Using $q(s)$ we define $\rho(\cdot)$ via (15). Let $\rho$ generate via Lemma 4.1 the new bounding functions $\alpha_\lambda$, $\alpha_2$, $\alpha_2$, $\lambda_2$, $\sigma_2$.

Let arbitrary strictly positive real numbers $(\Delta_x, \Delta_u, \nu)$ be given. Let $(\Delta_\lambda, \Delta_\sigma, \xi)$ generate via condition 1 the number $T_1$ and $V_T$. Let $(\gamma_2(\Delta_x), \gamma_2(\Delta_u), \xi)$ generate via condition 2 and Lemma 4.1 the number $T_2$ and $\rho(V_T)$. Let $T^* = \min \{T_1, T_2\}$ and define now $V_T$ as (15). Let $w_o(x) := w_o(x)$ and $w_o(u) := w_o(u)$. We consider now arbitrary $w_o(x) \leq \Delta_x$, $w_o(u) \leq \Delta_u$ and $T \in (0, T^*)$. Note that this implies via condition 3 of the theorem that $w_o(x) \leq \gamma_2(\Delta_x)$ and $w_o(x) \leq \gamma_2(\Delta_u)$.

First, it follows from the definition of $V_T$ that

$$
\alpha_1 \left( |w_o(x)| \right) + \rho \circ \alpha_2 \left( |w_o(x)| \right) \leq V_T(x) \leq \alpha_1 \left( |w_o(x)| \right) + \rho \circ \alpha_2 \left( |w_o(x)| \right). \tag{A.14}
$$

Then by Remark A.1, there exist $\alpha_1, \alpha_2 \in \mathcal{K}_\infty$ such that

$$
\alpha_1 \left( |w_o(x)| \right) + \rho \circ \alpha_2 \left( |w_o(x)| \right) \leq V_T(x) \leq \alpha_1 \left( |w_o(x)| \right) + \rho \circ \alpha_2 \left( |w_o(x)| \right). \tag{A.15}
$$

Using condition 4 of the theorem, the dissipation inequality for $V_T$ can be written as:

$$
V_T(F_T) - V_T = V_T(F_T) - V_T + \rho(V_T(F_T)) - \rho(V_T) \leq T \left[ \alpha_1 \left( |w_o(x)| \right) + \rho \circ \alpha_2 \left( |w_o(x)| \right) + \nu_2 - \alpha_1 \left( |w_o(x)| \right) \right] \\
+ \lambda_2 \circ \gamma_1 \left( |w_o(x)| \right) - \alpha_2 \left( |w_o(x)| \right) \tag{A.16}
$$

which completes the proof of Theorem 4.1. ■

**Proof of Theorem 4.2:** Suppose that all conditions of the theorem be satisfied. Let $\alpha_1$, $\alpha_1$, $\alpha_1$, $\sigma_1$ come from the condition 1 and $\alpha_2$, $\alpha_2$, $\alpha_2$, $\lambda_2$, $\sigma_2$ come from the
condition 2. Define a function $\alpha'_1 \in \mathcal{K}_\infty$ as follows

$$\alpha'_1(s) := \begin{cases} 
\alpha_1(s) & \text{for small } s, \\
\lambda_2 \circ \gamma_1(s) & \text{for large } s,
\end{cases} \quad (A.17)$$

where $\gamma_1$ comes from the third condition of the theorem. It is clear that $\alpha'_1(s) = O[\alpha_1(s)]$ for $s \to 0^+$. Hence, by Lemma 2 of [31], there exists $q_1 \in SN$ such that $q_1(s) \cdot \alpha_1(s) \geq \alpha'_1(s)$. Further, define a function $\lambda'_2(s) := \frac{1}{\lambda_2} \cdot \gamma^{-1}_1(s)$ and note that $\lambda'_2 \in \mathcal{K}$ and it is clear that $\lambda_2(s) = O[\lambda'_2(s)]$ for $s \to +\infty$. Then by Lemma 1 of [31], there exists $q_2 \in SN$ such that $q_2(s) \cdot \lambda_2(s) \leq \lambda'_2(s)$. Let $q_1(s) := 4q_1 \circ \lambda^{-1}_1 \circ \lambda^{-1}_2(2s)$ and $q_2(s) := \frac{1}{2}q_2 \circ \lambda^{-1}_2(s)$, where $\lambda^{-1}_2$ is given in Lemma 4.1. We use $q_1$ and $q_2$ respectively to define $\rho_1$ and $\rho_2$, and then let $(q_1, \rho_1)$ and $(q_2, \rho_2)$ respectively generate via Lemma 4.1 new bounding functions $\alpha'_1$, $\alpha'_2$, $\alpha'_3$, $\alpha'_4$, $\alpha'_5$, $\alpha'_6$, $\alpha'_7$.

Let arbitrary strictly positive real numbers $(\Delta_x, \Delta_u, \nu)$ be given. Let $(\Delta_x, \Delta_u, \nu)$ generate via item 1 of the theorem and Lemma 4.1 $T^*_1$ and $\rho_1(V_T)$ and let $(\gamma_2(\Delta_x), \gamma_3(\Delta_u), \nu)$ generate via item 2 of the theorem and Lemma 4.1 $T^*_2$ and $\rho_2(V_T)$. Let $T^* := \min\{T^*_1, T^*_2\}$. We now define $V_T$ as (17). Let $w_0(x) := w_0(x, t)$ and $w_0(u) := \frac{w_0(u)}{w_0(u)}$. In all calculations below we consider arbitrary $|w_{x_1}(x)| \leq \Delta_x$, $|w_{x_2}(x)| \leq \Delta_u$, and $T \in (0, T^*)$. Note that this implies $|w_{x_2}(x)| \leq \gamma_2(\Delta_x)$ and $|w_{x_1}(x)| \leq \gamma_3(\Delta_u)$.

It follows from the definition of $V_T$ that

$$\rho_1 \cdot \alpha'_1(|w_{x_1}(x)|) + \rho_2 \cdot \alpha'_2(|w_{x_2}(x)|) \leq V_T(x) \leq \rho_1 \cdot \alpha'_1(|w_{x_1}(x)|) + \rho_2 \cdot \alpha'_2(|w_{x_2}(x)|). \quad (A.18)$$

Then by Remark A.1, there exist $\alpha'_1, \alpha'_2 \in \mathcal{K}_\infty$ such that (A.15) holds. Using condition 3 of the theorem and the definition of $\lambda'_2$, we have:

$$V_T(F_T) - V_T(x) = \rho_1(V_T(F_T) - \rho_1(V_T) + \rho_2(V_{T^*}(F_T)) - \rho_2(V_{T^*}) \leq T \left[ -\alpha'_1(|w_{x_1}(x)|) + \sigma'_1(|w_{x_1}(x)|) + \frac{\nu}{2} \right]$$

$$- \alpha'_2(|w_{x_2}(x)|) + \lambda'_2 \circ \gamma_1(|w_{x_1}(x)|)$$

$$+ \sigma'_2(|w_{x_2}(u)|) + \frac{\nu}{2} \right] \leq T \left[ -\alpha'_2(|w_{x_2}(x)|) - \frac{1}{2} \alpha'_1(|w_{x_1}(x)|) \right]$$

$$+ \sigma'_1(|w_{x_1}(u)|) + \sigma'_2(|w_{x_2}(u)|) + \nu \right].$$

Finally, using Remark A.1, there exist $\sigma \in \mathcal{K}$ and $\alpha \in \mathcal{K}_\infty$ that

$$V_T(F_T) - V_T(x) \leq T \left[ \sigma(|w_{x_1}(u)| + w_{x_2}(u)) \right.$$}

$$- \alpha(|w_{x_1}(x)| + |w_{x_2}(x)|) + \nu \right].$$

This completes the proof of Theorem 4.2. \(\blacksquare\)