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Abstract:
Some of the fundamental capabilities required by autonomous vehicles and systems for their intelligent decision making are: modelling of the environment and forming data abstractions for symbolic, logic based reasoning. The paper formulates a discrete agent framework that abstracts and controls a hybrid system that is a composition of hybrid automata modelled continuous individual processes. Theoretical foundations are laid down for a class of general model composition agents (MCAs) with an advanced subclass of rational physical agents (RPAs). We define MCAs as the most basic structures for the description of complex autonomous robotic systems. The RPA's have logic based decision making that is obtained by an extension of the hybrid systems concepts using a set of abstractions. The theory presented helps the creation of robots with reliable performance and safe operation in their environment. The paper emphasizes the abstraction aspects of the overall hybrid system that emerges from parallel composition of sets of RPAs and MCAs.
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1. INTRODUCTION

A recent review identifies some missing links between computer science results on discrete agents and engineering results of continuous sensing, actuation and path planning, see Veres et al. (2011). Tools for “abstractions programming” are needed to fill in the gap between logic based reasoning and sensing, see Alur et al. (2000); Chutinan and Krogh (2000); O’Connor et al. (2006). Abstractions for symbolic processing are needed for two reasons:

(1) to enable logic based (rational) inference by agents,
(2) to facilitate formal symbolic analysis that can lead to formal verification of system behaviour for safe operations.

Most decision making onboard of autonomous systems and vehicles is based on control architectures modelled as a set of interacting hybrid systems O’Connor et al. (2006). Our paper describes an agent centered modelling approach, where the overall autonomous systems’ individual parallel processes with atomic structure properties are identified and modelled as hybrid automata. We will introduce abstractions of hybrid automata into discrete-state agents that we will call model composition agents (MCAs). The MCAs will provide descriptions of functionality for each individual hybrid automata.

Zheping and Hou (2006) describes a similar modelling approach to ours, where an intelligent agent is built around an embedded hybrid control system. The difference in our approach relative to Zheping and Hou (2006), is that in their scheme an agent embeds the functionality of each control architecture layer in a multi-vehicle cooperative scheme, while we employ an MCA for abstraction and control of each hybrid automata participating in the composition of the overall behaviour of a complex autonomous robotic system.

In our approach a discrete MCA encapsulates the abstraction of a hybrid automata that models a continuous process and its interaction with other hybrid automata representing man-made agents or the environment. In a final modelling step the overall MCAs based system can be abstracted as a parallel composition of labelled transition systems (LTS) for formal verification purposes. A model checking tool can verify performance, occurrence of failure states and also liveness formulae in temporal logic for the LTS. In our theory we will ensure compatibility with the model checking tool MCMAS, see Lomuscio et al. (2009).

Typical usage of model checkers is to determine that, for a given set of initial states, the system trajectories can only reach states that satisfy a safety property, and that there is no trajectory to any unsafe region of the state-space. The chosen mainstream model checker MCMAS (Model Checker for Multi-Agent Systems, see Lomuscio et al. (2009)) can also use temporal-epistemic formulas for reasoning in terms of the knowledge of agents or of a group of agents in time about faults (Fagin et al. (1995)). Through the use of temporal-epistemic formulas MCMAS can verify the correct behaviour and safe operation of the modelled autonomous system in the presence of faults, in an early stage of the design process, in order to prove fault tolerance or recoverability from faults, see Ezekiel and Lomuscio (2009b), Ezekiel and Lomuscio (2009a). By reasoning about the knowledge of agents about faults, diagnosability analysis can be carried out, determining whether an unobservable fault can be accurately diagnosed from the observable events of the system. A mutated model exhibits not
only the correct behaviour of the system but also the faulty behaviour due to the modelling and the possible injection of faults into the model, as described in Ezekiel and Lomuscio (2009b). The use of MCAs/RPA enables us to diagnose faults that occur in the various contexts of the robotic system, such as:

1. problems in environmental interaction,
2. distributed on-board computation, or
3. physical structure failure modes due to material properties of decreasing performance, etc.

Our approach also cares for human insight into the operation of complex autonomous systems. We will use natural language programming (NLP) in the abstraction definitions of hybrid (HAs) automata to MCAs. NLP applies ontology based modelling structures for RPA, that enables engineers to understand an agent’s logic based inference system, see Veres (2008), Veres et al. (2011). The NLP based approach allows the definition of reactive, behaviour based, layered, and also belief-desire-intention (BDI) decision schemes of agents which can be applied, depending on the complexity of the industrial problem. The model design for operational correctness, safety and reliability verification, will consider the following aspects:

1. the interaction with the environment by means of continuous sensing, actuation and path planning;
2. middleware modelling aspects of the autonomous system’s onboard distributed computing architecture;
3. middleware modelling aspects of the hierarchal multidomain components of the physical system, etc.;

The remaining part of the paper is structured as follows. In Section 2 we present the definition of the hybrid automata. Section 3 describes the discrete agent, i.e. the symbolic representation of a hybrid automata, obtained through natural language programming abstraction methods. Section 4 addresses some principles of continuous environment modelling. Section 5 presents the labelled transition system obtained as the result of the abstraction process, representation that is used by the model checking tool. Section 6 concludes with a perspective into the remaining tasks involved in the development of the integrity and fault assessment system. A detailed depiction of the concluding IFAS development stages will be subject of description in a forthcoming paper.

### 2. DEFINITIONS OF A HYBRID AUTOMATA

The starting point of our abstraction process is a hybrid system (HS) model of the robot and its environment. This hybrid system we assume is represented in the form of interacting hybrid automata (HA). For completeness, in this section we recall the definition of the hybrid automata, see Alur et al. (1994), Frehse (2005), with a formalism suitable for our further abstraction processes.

**Definition 1.** A hybrid automaton is a tuple 

\[ HA = (Loc, \text{Var}, Lab, \rightarrow, \text{Act}, \text{Inv}, \text{Init}) \]

where:

1. \( Loc \) represents a finite set of locations or discrete states;
2. \( \text{Var} \) is a finite set of real-valued variables. A valuation \( v \) for the variables is a function that assigns a real-value \( v(x) \in \mathbb{R} \) to each variable \( x \in \text{Var} \). The set of all valuations is denoted by \( V \). A pair \( (l, v) \) of a location \( l \in Loc \) and a valuation \( v \in V \) defines a state of the automata, while the entire state-space of the automata is denoted by \( S_{HA} = Loc \times V \)
3. \( Lab \) is the finite set of synchronization labels;
4. \( \rightarrow \) is the finite set of transitions, such that \( \rightarrow \subseteq Loc \times Lab \times 2^{\text{Var}} \times 2^{\text{Var}} \times Loc \). A transition \( (l, \alpha, \mu, l') \in \rightarrow \) can be also written as \( l \xrightarrow{\alpha, \mu} l' \), where \( l \in Loc \) is the source location, \( l' \in Loc \) is the target location, \( \alpha \in Lab \) is a discrete transition (synchronization) label and \( \mu \in V \times V \) is the continuous transition relation.
5. \( Act \) is a continuous and time invariant function representing the continuous dynamics that describes the evolution of the real-valued continuous variable over time within a location. \( Act \) is a mapping that assigns to each location \( l \in Loc \) a set of activities, \( Act : Loc \rightarrow 2^{\text{Var}} \)
6. \( Inv \) is a mapping that assigns to each location a set of valuations over the variables, \( Inv : Loc \rightarrow 2^{\text{Var}} \). The invariant defines the domain of permitted evolution, since the system entered a specific location.
7. \( \text{Init} \) is a non-empty set of initial states, \( \text{Init} \subseteq Loc \times V \) that is a subset of the state-space \( S_H \) of the hybrid automata, such that if \( (l, v) \in \text{Init} \) then the valuation \( v \) lies within the invariant of the location \( l, v \in Inv(l) \).

The transition semantics of the hybrid automata is detailed in the following. A discrete step transition label \( \alpha \) changes both the control locations and the values of the variables, \( (l, v) \xrightarrow{\alpha} (l', v') \), \( v \in Inv(l) \) and \( v' \in Inv(l') \) such that \( v, v' \in \mu \). A timed transition determines an evolution of the system, remaining in the same location \( (l, v) \xrightarrow{\text{act}} (l', v') \), that changes only the values of the variables according to the activities, i.e. there exist an activity \( f \in Act(l) \) such that \( v = f(0), v' = f(t), t > 0 \), in agreement with the invariant of the current location \( v \in Inv(l), v' \in Inv(l) \).

Discrete interaction between two hybrid automata can be modelled by means of synchronization on common labels, see Frehse (2005). A discrete synchronization in the parallel
composition of two hybrid automata exists, if the intersection of their finite set of labels is not an empty set, \( \text{Lab}_1 \cap \text{Lab}_2 \neq \emptyset \). In this case there exists synchronization labels \( \alpha_i \in \text{Lab}_i \) and \( \alpha_i \in \text{Lab}_2 \) such that the transitions labelled with \( \alpha_i \) represent a synchronous process among the hybrid automata parallel constituents. Given two hybrid automata \( H A_i = ( LOC_i, \text{Var}_i, \text{Lab}_i, \rightarrow_i, \text{Act}_i, \text{Inv}_i, \text{Init}_i ) \), \( i = 1, 2 \), their parallel composition \( H A_1 \parallel H A_2 \) will be defined as in Frehse (2005).

Hybrid automata with continuous interaction use dedicated finite sets of \( \text{Var}_I \) input variables and \( \text{Var}_C \) controlled variables, where \( \text{Var}_I \cap \text{Var}_C \neq \emptyset \). The output variables is a subset of the controlled variables \( \text{Var}_O \subseteq \text{Var}_C \). The finite set of all variables is denoted by their union \( \text{Var} = \text{Var}_I \cup \text{Var}_C \), while the union of the input and output variables form the set of external variables \( \text{Var}_E = \text{Var}_I \cup \text{Var}_O \).

The behaviour of a complex physical system is formulated in terms of the trajectories. The behaviour of an autonomous robot is the resultant effect of:

1. human initiated commands/interaction,
2. automatic regulation process of the distributed onboard computational platform carrying out control of actuators and decision making processes to endow the robot with strategic mission level capability,
3. environmental interaction or disturbance caused discrete transitions (determined by a fault, or interaction with the physical environment of the autonomous robot, caused neither by the automatic regulation process, nor the human operator),
4. the interleaved, independent and continuous evolution of its constituents, represented by the passage of time, etc..

3. DEFINITIONS OF MODEL COMPOSITION AGENTS

In this section we describe the class of discrete model composition agent, i.e. MCAss, that are abstracted from hybrid automata. Abstraction is achieved by the use of natural language programming (NLP) and we provide a formal description here to relate NLP to hybrid automata theory.

3.1 Natural language programming

The agents we introduce in this paper, in association with hybrid automata, are programmed in some programming language \( N \). Let \( N = ( B, L, D, H, P ) \) be an instructional (imperative) programming language (can be either object oriented or not) that has a set of basic types \( B \), a set \( L \) of syntactically correct sets of instructions, declarations \( D \), subroutines \( H \) and programs \( P \).

The ontology \( O \) will be used for the agent to define the data structures that it can use for creating objects to describe its environment or its own internal structure.

**Definition 2.** A restricted ontology \( O = ( \Gamma | \rightarrow | @ | \Lambda ) \) consists of a lattice \( ( \Gamma | \rightarrow | ) \) over the class set \( \Gamma \), an attribute label set \( \Lambda \) and an attribute mapping \( @ : \Gamma \rightarrow 2^\Gamma ( \Lambda ) \) where \( \Gamma ( \Lambda ) : \Lambda \rightarrow \Gamma \) is a mapping from the attribute label set to the class set \( \Gamma \). The class set has a universal sup class \( \xi_0 \) that is the modelling object so that \( \forall \xi \in \Gamma : \xi \leq \xi_0 \) and a universal sub model class \( \xi_\infty \) such that \( \forall \xi \in \Gamma : \xi_\infty < \xi \). The \( @ \) is also required to satisfy the inheritance condition \( \forall \xi, \zeta \in \Gamma : \xi \leq \zeta \Rightarrow @ ( \xi ) \geq @ ( \zeta ) \).

The ontology \( O \) will be required to be such that any class in \( O \) is a subclass of a type (class) in \( B \), i.e. of a basic types in \( N \), as given in the following definition.

**Definition 3.** Let \( N = ( \text{B}_N, \text{L}_N, \text{D}_N, \text{H}_N, \text{P}_N ) \) be an instructional computer language that has a set of variable types \( \text{B}_N \). An ontology \( O = ( \Gamma | @ | \Lambda ) \) is said to be supported by \( N \) if \( \text{B}_N \subset \Gamma \) and \( \forall \xi \in \Gamma : \exists \zeta \in \text{B}_N : \xi < \zeta \).

The individuals created from classes of \( O \) will become modelling objects of the agent that can use to make decisions. The ontology \( O \) is required to have a subset of classes that are classes in the programming language and any class in \( O \) are subclasses of some basic types (classes) in the programming language. An ontology \( O \) supported by a programming language \( N \) will often be index as \( O_N \) to express this relationship. For instance if the underlying programming language is MATLAB, we will use the notation \( O_N \), if it is \( C \) or \( C++ \), then we can use \( O_C \) or \( O_{C++} \), respectively.

In the following a natural language programming (NLP) text is understood as a sequence of ASCII characters. A word is a sequence of characters without space. A proper name is a word starting with a capital letter but not all words starting with capital letters are proper names, for instance all sentences start with capital letters.

**Definition 4.** Let \( \Xi \) be a natural language with word set \( \Xi_w \). A word is a sequence of characters without space. A proper name is a single word that starts with a capital letter. An NLP class name is a finite sequence of words from \( \Xi_w \). An attribute name is a finite sequence of words from \( \Xi_w \).

(1) An ontology \( O \) is called \( \Xi \) compliant if all of its class names and attributes are finite sequences from \( \Xi_w \).

(2) An NLP sentence is a sequence of words that starts with an initial capital and ends with . ! or \( \rightarrow \). A sentence may contain proper names, class names and attribute names as sub-sequences of the sentence. The set of all feasible, but not necessarily plausible, sentences is named \( S( \Xi, O, S ) \).

(3) An NLP text is a finite sequence of NLP sentences. The set of all feasible, but not necessarily plausible, texts is named \( \tilde{X}( \Xi, O, S ) \).

For any set \( S \) the notation \( S^* \) will be used for the set of its sub-sequences.

**Definition 5.** Let \( N \) be a computer programming language with syntactically correct code set \( L_N \) and let \( O \) be an ontology compliant with natural language \( \Xi \). A meaning function \( m: S \rightarrow S^* \cup L_N \cup \emptyset \) maps any sentence to a sequence of sentences or to a code in \( L_N \) or to the empty set to express that there is no meaning. An interpreter is a tuple \( I = ( S, m, L_N ) \). An interpreter \( I \) is called semantically complete if there is a translator \( T: S \rightarrow L_N \) so that

(1) For all \( s \in S \) the \( m( s ) \neq \emptyset \).

(2) \( T( m( s ) ) = \text{concatenation} ( T( s_1 ), T( s_2 ), \ldots, T( s_k ) ) \) if \( m( s ) = \{ s_1, s_2, \ldots, s_k \} \).

Now we return to the use of the hybrid automata notations as defined in the introduction. The set \( \text{Var}_o \subset \text{Var} \) will be a set of variables to denote objects with class belonging in \( \Gamma_O \) of ontology \( O \). Valuation of the variables in \( \text{Var}_o \), i.e. \( V_o( \text{Var}_o ) \) will be actual objects. Some of these variable names occur in feasible NLP sentences from \( \tilde{X}( \Xi, O, S ) \). Boolean evaluations of these sentences can result in sensing judgments about the environment. A subset \( S_{\text{eq}} \subset \tilde{X}( \Xi, O, S ) \) is a set of sentences that translate to a subroutine with a single Boolean output to say whether the meaning of the sentence is correct. In the following section sets of predicates, evaluated by executing
routines corresponding to NLP sentences, will be used for communication (CsE), for sensed events (SsE), for feedback-feedforward interactions with the environment (SfE) and also to express operational states as intentions being executed (Oe).

3.2 Hybrid automaton discretising agent formalism

The definition of the model composition agent extends the semantics and the formal language that was previously associated to the deterministic stream X-machine and communicating X-machine theory, see Kefalas et al. (2003).

Definition 6. A hybrid-automaton-based model composition agent (MCA) is defined by the tuple:

\[ MCA = (Σ, Π, LOC_o, (O, V_o, (Var_o)) ), \mathcal{R}, l_0, V_o (Var_o) \],

where:

1. Σ and Π is the input and output finite alphabet, two sets of symbols with disjoint symbol subsets CIE, SIE, AIE, such that Σ = CIE ∪ SIE ∪ AIE and Π = CIE ∪ SIE ∪ AIE. OIE, AIE are sets of predicates evaluated over objects of the agent with classes of the NLP ontology O. CIE, SIE, AIE are sets of communications, sensing, action and operational predicates.
2. LOC_o ⊂ OIE × AIE is the set of discrete states of the MCA.
3. \((O, V_o, (Var_o))\) stands for the data level representation of the MCA, where \(O = \{ Γ \mid \varnothing \subseteq A \} \) is a restricted ontology used to encode an agent’s internal structure.
4. \(\mathcal{R}\) is the logic inference rule set consisting of the Com, Sen and Rul evaluation functions, where
   - (a) \(\text{Com} : \text{CIE} × \text{LOC}_o \rightarrow \text{AIE}\)
   - (b) \(\text{Sen} : \text{SIE} × \text{LOC}_o \rightarrow \text{AIE}\)
   - (c) \(\text{Rul} : \text{AIE} × \text{LOC}_o \rightarrow \text{OIE} \times \text{AIE}\)
5. \(l_0\) is the initial state of the agent, \(l_0 \in \text{LOC}_o\).
6. \(V_o (Var_o)\) is the initial values of the MCA’s data objects.

A restricted ontology \(O\) enables an MCA to handle modelling objects and also interact with other agents or with the environment and to reason about this and to make decisions. Valuations \(V_o (Var_o)\) are objects with classes belonging in \(Γ\) of ontology \(O\). All predicates correspond to some English sentences and are evaluated over individuals of classes in \(O\). The Com, Sen and Rul are rules of communication effects, sensor effects and behaviour rules of the agent.

3.3 Multi-agent system formalism

In the multi-agent system paradigm, see Wooldridge (2000), agents represent processes of a distributed system, interacting with one another, engaging in communication. A useful abstraction construct is the communicating multi-agent system CMAS (Kefalas et al. 2003).

Definition 7. A communicating multi-agent system (CMAS), comprising of \(n\) agents can be defined as a tuple \(\text{MCA}_{i=1, \ldots, n}(Z_{\text{Com}}, Z_o)\), where:

1. \(\text{MCA}_{i, i=1, \ldots, n}\) is a constituent agent of the multi-agent system CMAS, where MCA is as given earlier.
2. \(Z_{\text{Com}}\) is an \(n \times n\) communication matrix.
3. \(Z_o\) is the initial communication matrix.

In an CMAS the communication is established through the communication matrix \(Z_{\text{Com}}\). The matrix cells contain messages from one MCA to another. The \((i, j)\) cell contains a communication message from \(MCA_i\) to \(MCA_j\), i.e. \(MCA_i\) reads only from the \(i\)th column and writes only in the \(i\)th row.

Definition 8. A communication effect symbol \(c_{IE} \in CIE\) stands for a predicate of a communicated message that corresponds to the compilation of a sentence in NLP from the message string itself.

The communication matrix \(Z_{\text{Com}}\) may contain a non-empty message at cell \((i, j)\), while all the other cells \((i, j), i, j = 1, \ldots, n, i \neq k\) and \(j \neq l\) can be empty, indicating that there exists a communication only from automata agent \(MCA_k\) to \(MCA_l\).

Communication messages are referring to cognitive types of interactions, that take place for the purpose of co-ordination, negotiation, information/resource request, sharing and allocation. Interactions of non-cognitive nature between discrete agent constituents with intersecting sphere of influence are also modelled. The various interactions modelled at the level of the discrete agents, stand as abstract interactions equivalent to those occuring between the hybrid automata.

Definition 9. The logic based decision making \(\Sigma_D\) is an algorithm \(\mathcal{A}\) that consists of a finite number of iterations of composite functions, that is \(\mathcal{A}(t) = \{ \text{Rul}_l \circ \text{Com}_l(t), \text{Rul}_l \circ \text{Sen}_l(t), \text{Rul}_l \circ \text{Rul}_{l-1}(t)\}, t = t_0, \ldots, t_n\), where \(\text{Sen}, \text{Com} and \text{Rul}\) are the evaluation functions of the logic inference rule set \(\mathcal{R}\), i.e.

1. \(\text{Com} : \text{CIE} × \text{LOC}_o \rightarrow \text{AIE}\)
2. \(\text{Sen} : \text{SIE} × \text{LOC}_o \rightarrow \text{AIE}\)
3. \(\text{Rul} : \text{AIE} × \text{LOC}_o \rightarrow \text{OIE} \times \text{AIE}\)

The purpose of the algorithm \(\mathcal{A}\) is to determine an agent to achieve an abstract goal from the permitted environmental states \(S_{IE}^+ \subseteq S_{IE}\), without violating abstract banned events \(S_{IE}^- \subseteq S_{IE}\), through sequences of actions while also satisfying the following conditions:

- the agent always stays within the \(S_{IE}^+\) permitted environmental states;
- along all computational paths the agent may visit a sequence of \(S_{IE}^-\) banned states that the agent may never want to reach, but along all these paths there always exists a future sequence of permitted states \(S_{IE}^+\), thus showing the agents’ ability to recover from faults or undesired behaviours, as in Ezekiel and Lomuscio (2009b).

Definition 10. A rational physical agent (RPA) is an MCA extended with a logic based decision making \(\Sigma_D\) described by a tuple \(\{ Σ, Π, LOC_o, (O, V_o, (Var_o))\), \mathcal{R}, Σ_D, l_0, V_o (Var_o)\}\).

Real world multiagent systems can then be modelled by sets of RPAs and MCAs that can also include an abstracted model of the environment. Rational agents are responsible for the high-level mission-control of the autonomous robotic system. Abstraction of the overall system is possible via a linear transition system (see Section 5).

Theorem 11. A communicating system \(S\) of MCAs and RPAs always have a discretising labelled transition system \((Q, L, →)\) that bisimulates \(S\).

The proof is omitted due to lack of space but its essence is to use the predicate abstractions to discretise events in the hybrid automaton model of the agent system.

4. PHYSICAL ENVIRONMENT MODELLING

An environment model defines the domain of existence of an autonomous robot. Hence, the environment model constitutes
the existential context that an intelligent system interacts with during its purposeful operation. In our multi-agent system formalism, the environment model is an instantiation of a model composition agent MCA that was presented in section 3, and that discretizes a hybrid automata model HA that also incorporates continuous process models. In the previous sections the continuous dynamics of the environment has been not defined precisely for the following reasons:

- The continuous world of the environment is either not modelled by the agent or only modelled approximately through an approximate map or a few variables.
- In practical applications the agent needs to operate neither in a fixed environment nor in one that is known to the agent programmer. Instead the agent designer is aware of some common characteristics of the environment but they do not normally know a fixed hybrid model of the environment in which the agent is going to move in.
- The agent body dynamics, such as vehicle dynamics, can be approximately known to an agent designer through the specification of a set of hybrid system models. Typically this model has some time varying and random parameters and is not wholly deterministic.

For these reasons our objective is to describe model sets of the continuous environment with characteristics rather than hybrid models as that is usual in the literature where typically a hybrid system is abstracted for control.

Agent interactions and autonomous system interactions with the environment are subject to physical laws. Laws can represent domain-specific constraints of the autonomous system or agent model (Weyns et al. (2007)). The physical environment provides the laws, rules, constraints, and policies that govern and support the physical existence of agents and objects.

A good interpretation of the environment and environmental clues require a representation of knowledge, and the ability to maintain and build a relationship between rich environmental perceptions and an internal abstract model of the environment within the autonomous system (Weyns et al. (2007)). For rational agents an explicit ontology is made available to the agents, so that they can interpret their environment and reason about it.

The next section describes the labelled transition system model required by the model checker tool.

5. LABELLED TRANSITION SYSTEM FORMALISM

The MCMAS (Lomuscio et al. (2009)) model checker tool for multi-agent systems has been chosen for the automatic verification of the requirement specifications, performed on the logical model of our system. MCMAS uses ISPL (interpreted systems programming language) as an input language for modelling a multi-agent system. MCMAS uses ISPL (interpreted systems programming language) as an input language for modelling a multi-agent system. The MCMAS (Lomuscio et al. (2009)) model checker tool for multi-agent systems and expressing amongst others temporal and epistemic properties, by means of the following language:

\[
\phi := p | -\phi \lor \phi \lor [E \phi] E G \phi [E \phi U \phi] [K \phi] E G \phi C G \phi D G \phi
\]

In this grammar \( p \in AP \) is an atomic proposition, \( EX, EG \) and \( EU \) are standard computation tree logic (CTL) operators, see Edmund M. Clarke et al. (1999), while the remaining CTL operators \( F, X, AG, AU, AF \) can be derived in a standard way. The formula \( K \phi \) (i.e. \( \{1,...,n\} \)) expresses “agent i knows \( \phi \)”, \( G \) denotes a set of agents, that is a group of agents. The formula \( E_G \phi \) expresses “everybody in group \( G \) knows \( \phi \)”, formula \( C_G \phi \) expresses \( \phi \) is common knowledge in group \( G \)”, formula \( D_G \phi \) expresses “\( \phi \) is distributed knowledge in group \( G \)”.

The multi-agent system model in the ISPL input language is obtained following a subsequent abstraction and translation process that is applied to the CMAS communicating multi-agent system representation.
5.1 Application example

An example autonomous engineering system used for testing our methodology is the Autosub6000 autonomous underwater vehicle, see McPhail (2009). The AUV in discussion has adopted a modular, distributed and networked control architecture for system implementation. Subsystem nodes are distributed throughout the vehicle and carry out tasks such as guidance/mission control, control of position, depth and forward speed, navigation, actuator control, battery/power system monitoring and communication.

Discretisation of the Autosub system is achieved by means of compositional abstraction, with a structural resolution defined by the agent abstracted and controlled hybrid automata. A finite state transition system illustrates also the functionality of each network control node. The overall abstraction of the Autosub hybrid system model results from the parallel composition of the individual finite state transition systems. Modelling also includes material and structural (static) properties of the selected engineering subsystems, hence the approach is broader than formal checking of the control systems.

Due to space limitations we refer for further details to Veres and Molnar (2010), Molnar and Veres (2009), Ezekiel et al. (2011), for a detailed description of the application of the methodology with regards to the AUV symbolic system and the verification results. Veres (2008), Veres and Molnar (2010) describe a complex system of knowledge representations, reasoning and planning tools that can provide interoperability between agents to achieve high-level mission goals described by the operator. This programming environment supports formal verification and the use of natural language programming to aid the creation of agent abstractions and to assist a programmer team in the creation of a complex software system. The complete methodology for the IFAS (integrity and fault assessment system) of complex autonomous engineering systems is described in Molnar and Veres (2009).

First system models are obtained by hybrid system modelling. Then NLP is used to abstract communications events, sensing events, operational modes and actions. A crucial step of the procedure is the bismulation based abstraction in terms of NLP statements that not only help verification but can be a vital part of the agents being able to report problems to human operators in English. This NLP-based model can be automatically compiled into Stateflow™ and ISPL for LTS representation or formal verification purposes.

Extensive formal verification results of a Stateflow-based LTS model representation are detailed in Ezekiel et al. (2011). The integration of the fault injection approach into the IFAS enables assessment of fault tolerance, recoverability, and diagnosability properties of the AUV.

6. CONCLUSIONS

The paper describes a complete methodology for the integrity and fault assessment system (IFAS) of complex autonomous engineering systems. A modelling approach using discrete MCA agents and associated hybrid automaton pairs, as atomic constituent, have been introduced for the purpose of hybrid system modelling and abstraction of an intelligent autonomous systems. The main result of the paper highlights that it is possible to design complex engineering systems as interacting hybrid automata that can be abstracted in a discrete format for verification by a temporal-epistemic model checker. Use of natural language programming abstractions results a discrete multi-agent system formulation from the complex hybrid system model. Subsequently, the discrete multi-agent system model is translated into a labelled transition system for formal verification by model checking.
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