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”Shall I compare thee to a summer’s day?

Thou art more lovely and more temperate.

Rough winds do shake the darling buds of May,

And summer’s lease hath all too short a date.

Sometime too hot the eye of heaven shines,

And often is his gold complexion dimmed;

And every fair from fair sometime declines,

By chance, or nature’s changing course untrimmed.

But thy eternal summer shall not fade

Nor lose possession of that fair thou ow’st;

Nor shall death brag thou wand’rest in his shade,

When in eternal lines to time thou grow’st,

So long as men can breathe or eyes can see,

So long lives this, and this gives life to thee”

William Shakespeare
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Cold atom samples, at temperatures of the order 100 µK, are useful for a wide reaching

array of new and exciting technological and scientific endeavours.

Atoms are conventionally cooled by Doppler cooling, which relies on the continuous

absorption and reemission of photons in a closed optical cycle. This requirement is dif-

ficult to achieve when there are many allowed decay paths for the excited atom, making

Doppler cooling only feasible for a handful atoms with simple energy level structures.

More exotic energy level structures, such as those found in molecules, are notoriously

difficult to cool.

Coherent cooling schemes in comparison, offer advantages such as insensitivity to fre-

quency detuning or a higher number of photon momenta which can be imparted for each

spontaneous emission event making them promising candidates for the optical cooling

of particles with more general energy level structures. In order to demonstrate these

schemes, we have explored the coherent manipulation of an atomic cloud of Rubidium

cooled using a two photon Raman resonance. Despite the long spontaneous decay times

of such systems, we find a significant decay in the fidelity of the coherent manipulations,

which we have characterised using the techniques of Raman spectroscopy, Rabi oscilla-

tions, Ramsey interferometry and spin echo. We have found the minimum time constant

for the decay in the decoherence to be 2.1±0.2 ms, which is a result of non-radiative

and partially non-stochastic dephasing mechanisms. Due to a high level of decoherence

during the spin-echo experiments further investigation is required to determine the exact

ratio of stochastic to non-stochastic dephasing.
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Cooper and Sunil Patel, who between them I think I owe half a brewery in beers for

their help.

I would like to thank my internal and external examiners, Hendrik Ulbricht and Peter

Barker for their interesting discussion of my work, and for their advice on improving it.

I would not be the person I am today without my parents who I would like to thank

for their constant love and support, my Nan, who was never sure what it was that I

did, but was pretty damn sure that it was something important, my sister, Anna, who

showed me how they do things in London and my friends, George, Peta, Mark, Ben,

Adam, Andy, Jackie, Cheryl, Mrs Green, Rach, Matt, Jen, Ham, Dr Phil and all those

at Welbeck I love you all, thanks for puting up with me. (-:.

iii



Contents

Abstract ii

Acknowledgements iii

1 Introduction 1

1.1 The uses of cold atoms and molecules . . . . . . . . . . . . . . . . . . . . 1

1.2 Methods of generating cold atoms and the problems of cooling molecules . 3

1.3 Methods of cold molecule production . . . . . . . . . . . . . . . . . . . . . 3

1.4 Purely optical coherent interactions for cooling . . . . . . . . . . . . . . . 4

1.4.1 The advantage of untrapped atoms for cooling . . . . . . . . . . . 4

1.5 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2 Light, atoms and optical selection rules 7

2.1 Atomic structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Spin-orbit interactions: the origin of fine splitting . . . . . . . . . . . . . . 8

2.2.1 Hyperfine splitting . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2.2 Zeeman splitting . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.3 Light polarisation and the angular momentum of photons . . . . . . . . . 11

2.4 Atomic selection rules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.5 Atomic states nomenclature . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3 The dissipative effects of light-atom interactions 13

3.1 The momentum of a photon . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.2 Light-atom interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.2.1 The force of light . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.3 The magneto-optical trap . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.3.1 Doppler cooling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.3.2 The magneto-optical trapping force . . . . . . . . . . . . . . . . . . 18

3.4 Spontaneous emission and the limitations to magneto-optical trapping. . . 21

3.4.1 Loading rates, atom number and trapping lifetime . . . . . . . . . 22

3.4.2 The high density limit . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.4.3 The low temperature limit . . . . . . . . . . . . . . . . . . . . . . . 25

3.5 Sub-Doppler cooling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.5.1 Sisyphus cooling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.5.2 Corkscrew cooling . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

iv



Contents v

3.5.3 Sub-Doppler cooling in three dimensions . . . . . . . . . . . . . . . 28

3.5.4 The sub-Doppler cooling temperature limit . . . . . . . . . . . . . 29

3.6 The atomic structure necessary for optical cooling . . . . . . . . . . . . . 29

3.6.1 Repumping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.6.2 Closed transitions . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.7 Doppler cooling of Molecules . . . . . . . . . . . . . . . . . . . . . . . . . 31

4 Coherent light atom interactions and novel cooling schemes 33

4.1 Stimulated rather than spontaneous emission . . . . . . . . . . . . . . . . 33

4.2 The optical Bloch equations, and the Bloch sphere . . . . . . . . . . . . . 41

4.3 Forms of decoherence and dephasing . . . . . . . . . . . . . . . . . . . . . 43

4.3.1 Decoherence effects . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.3.1.1 Spontaneous emission . . . . . . . . . . . . . . . . . . . . 43

4.3.1.2 Collisions . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.3.2 Dephasing effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.3.2.1 Magnetic field broadening . . . . . . . . . . . . . . . . . . 44

4.3.2.2 Temporal and spatial variations in beam intensity . . . . 45

4.3.3 Reversing the effects of dephasing: spin echo experiments . . . . . 48

4.4 Methods of population inversion . . . . . . . . . . . . . . . . . . . . . . . 48

4.4.1 The controlled area Rabi pulse . . . . . . . . . . . . . . . . . . . . 49

4.4.2 Adiabatic Rapid Passage (A.R.P) . . . . . . . . . . . . . . . . . . . 50

4.4.3 Raman transitions and stimulated Raman adiabatic passage (STI-
RAP) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.5 Coherent cooling schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.6 Amplification of cooling forces . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.6.1 Single atom interferometry . . . . . . . . . . . . . . . . . . . . . . 58

4.6.2 Interferometry with momentum insensitive Raman beams . . . . . 59

4.6.3 Interferometric cooling . . . . . . . . . . . . . . . . . . . . . . . . . 60

5 Cold atom preparation 62

5.1 Rubidium for coherent control . . . . . . . . . . . . . . . . . . . . . . . . . 62

5.2 The vacuum chamber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.2.1 Magnetic coils . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.3 The trapping and repump lasers . . . . . . . . . . . . . . . . . . . . . . . 68

5.3.1 Assembling the diode lasers and alignment of the external cavity . 71

5.3.2 Laser stabilisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

5.3.2.1 Saturated absorption spectroscopy . . . . . . . . . . . . . 73

5.3.2.2 Cross-over resonances . . . . . . . . . . . . . . . . . . . . 74

5.3.2.3 Laser Locking Methods . . . . . . . . . . . . . . . . . . . 75

5.3.2.4 Locking with a PID controller . . . . . . . . . . . . . . . 76

5.3.2.5 Offset locking, and choosing a suitable detuning for Doppler
cooling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

5.3.3 Measurement of the laser linewidth of the trap and repump lasers 79

5.3.4 Intensity Modulation: Acousto-optic modulators . . . . . . . . . . 79

5.3.5 Optical fibres for spatial filtering . . . . . . . . . . . . . . . . . . . 80

5.3.6 Alignment of the MOT beams . . . . . . . . . . . . . . . . . . . . 81



Contents vi

6 Characterisation of the atomic cloud 83

6.1 Why a MOT for coherent manipulation? . . . . . . . . . . . . . . . . . . . 83

6.2 Measuring the atom cloud shape . . . . . . . . . . . . . . . . . . . . . . . 84

6.3 Measuring the atom cloud size . . . . . . . . . . . . . . . . . . . . . . . . 85

6.4 Measuring the atom number . . . . . . . . . . . . . . . . . . . . . . . . . . 86

6.4.1 Density of the MOT . . . . . . . . . . . . . . . . . . . . . . . . . . 87

6.5 Measuring the velocity distribution of the MOT . . . . . . . . . . . . . . . 87

6.6 Calculating the mean free path of atoms in the MOT . . . . . . . . . . . . 91

7 Cold atom manipulation 92

7.1 Methods of hyperfine manipulation . . . . . . . . . . . . . . . . . . . . . . 93

7.2 Electro and acousto optic modulation for the generation of Raman beam . 94

7.3 Setting the power of the Raman beams . . . . . . . . . . . . . . . . . . . . 95

7.3.1 Frequency generation and stability . . . . . . . . . . . . . . . . . . 96

7.3.2 I & Q modulation for phase shifting the Raman beams . . . . . . . 98

7.4 The Sacher Tiger laser . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

7.4.1 Problems with the Tiger . . . . . . . . . . . . . . . . . . . . . . . . 98

7.4.2 Tiger Stabilisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

7.5 The optical spectrum analyser, beam spectra and powers . . . . . . . . . 99

7.6 Measuring the coherence of the beam . . . . . . . . . . . . . . . . . . . . . 101

7.7 The Mach–Zehnder interferometer . . . . . . . . . . . . . . . . . . . . . . 102

7.7.1 Methods of Mach–Zehnder locking . . . . . . . . . . . . . . . . . . 105

7.7.1.1 Optical spectrum analyser . . . . . . . . . . . . . . . . . 105

7.7.1.2 Voltage Modulation . . . . . . . . . . . . . . . . . . . . . 106

7.7.1.3 Computer control . . . . . . . . . . . . . . . . . . . . . . 106
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Chapter 1

Introduction

1.1 The uses of cold atoms and molecules

Ultra cold atoms, at temperatures of a milli-Kelvin or less, serve a number of diverse

and far reaching applications in modern physics and chemistry. The methods currently

used to cool atoms to these ultra low temperatures, however, are severely limited to a

very small percentage of atoms and molecules. As a result of this, new techniques which

extend the scope of the traditional cooling methods, particularly those which can be

applied to more diverse species, are desirable.

As a result of their lower entropy, low temperature gases behave very differently from

their room temperature counterparts, which makes them easier to trap and manipulate.

Standing optical waves can be used to produce periodic lattice potentials as a result of

atomic dipole forces, which can be used to model solid state physics, the lattice depth

being tunable via the beam intensity. This can, for example, be used to study the tran-

sitions between non-interacting atoms in a Mott insulator phase and strongly correlated

atoms in a superfluid phase [1, 2]. These studies promise a better understanding of

many macroscopic solid state phenomena, the most prolific and notorious examples of

this being superfluidity [3] and high temperature superconductivity [4].

In addition to this, cold gases allow the study of reaction dynamics in chemical in-

teractions; for non spherically symmetric reactants, such as molecules, the interaction

strength is dependent upon their relative orientation, which for cold particles can be

controlled through externally applied electric fields [5]. The reaction products of these

aligned gases can be analysed by a number of processes such as velocity map imaging

[6] to give a better indication of the reaction dynamics. Furthermore, state preparation

can be used to control to electronic state of the reactants and the products of a reaction,

further increasing the control over reaction rates.

1
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During cold reactions, it is necessary to use a full quantum description of the particle,

rather than hard bodied spheres, to account for phenomenon such as quantum tunneling.

Such work has led to the direct control of reactions between ultra-cold mixtures of weakly

bound dimer molecules and free atoms, allowing the final products to be tuned via an

externally applied magnetic field [7]. In one specific case of controlled dynamics, theory

has been used to show that judicious control over the atomic properties can create

entangled pairs of atoms [8].

When excitation energy for the first excited state of a harmonic potential becomes

comparable to the external energy of an atom, such as in a cooled and trapped boson

gas of a high enough phase space density, the spatial extent of the atomic wave packets

overlap. In this situation, the atoms condense into what is known as a Bose-Einstein

condensate (BEC). In this state, the atoms maintain a coherent, fixed phase relationship

with other atoms in the condensate which is useful in the generation of coherent atom

sources, such as for atom lasers [9] and in atomic interferometry [10, 11].

Amongst other properties, atoms have a much greater mass and dipole moment than

light, which causes gravitational and electric fields to have a much larger purturbative

effect on the particle wavefunction; it is because of this that atom interferometers are

much more sensitive to many external environmental conditions than light interferome-

try. This way, accurate measurements of gravitational [12] and electric [13] field strength,

rotation[14], the fine structure constant[15] and of the electron dipole moment [16] have

been achieved.

In dilute gases such as those produced in magneto-optical trapping, atomic interactions

are negligible over long time scales; the long coherence times obtained in these conditions

are useful for quantum computation, which is expected to solve specific problems much

faster than their conventional counterparts. So far small quantum computers made

up of tens of optically cooled and trapped ions [17] and neutral atoms [18] have been

implemented. This research is looking to expand in two ways, the first in scalability,

increasing the numbers of atoms while reducing the scale of the equipment such as by

using ‘atom chips’, and the second in applying gate operations [19] to the qubits, where

the state of one qubit affects an operation applied to another.

Finally, the slow speed of a cold atomic beam is extremely useful in eliminating transit

time broadening of spectral lines, which otherwise limits the accuracy of atomic clocks

[20]. The clocks also gain from a lower dispersion, due to the low transverse velocities

in a cold atom beam, which further improves the accuracy of the clock.

There is significant interest in replacing atoms in many of these experiments with ultra

cold molecular to give greater accuracy: for example, although jets of cooled molecules
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are harder to achieve, it has been shown that slowed jets of YbF [21] and PbO [22]

molecules can increase the accuracy of the electron dipole measurements; these result

would benefit from low temperature samples where the number density can be much

higher. There have been successes in the generation of molecular BECs, such as with

Lithium associated by Feshbach resonances [23], as well as the generation of high density,

ground-state molecular gases in optical lattices [24]. New, more generalised, cooling

methods would enable the study of new types of quantum gases such as degenerate

polar gases.

1.2 Methods of generating cold atoms and the problems

of cooling molecules

Of the many methods of generating samples of ultra-cold atoms, the use of a ‘magneto

optical trap’ (MOT) is favoured for its low setup cost, compact design and reliability.

The magneto-optical trap uses the continuous absorption and spontaneous-emission of a

near resonant laser beam, which, together with an applied magnetic field gradient, gives

a velocity and spatially dependent absorption cross section which causes a cooling and

trapping force. Spontaneous emission is an important step in the cooling, making the

process irreversible and therefore thermodynamically allowed; it also means, however,

that the atom must possess a specific energy level structure, known as a closed optical

loop, where each absorption-spontaneous emission event brings the atom back to the

energy level from which it started. As this energy level structure is found in only a

handful of atoms, magneto-optical trapping can only be used for a small fraction of the

periodic table.

1.3 Methods of cold molecule production

Due to their high monoatomic to diatomic conversion efficiency of up to 50% [25], produc-

ing cold molecules through association is a particularly successful method of achieving

high number densities. This association can be driven via photons [26] or Feshbach res-

onances [27]. The production of molecules in this manner, however, is complicated by

de-excitation steps which must preceed all assosiation if the molecules are to remain in

a bound state for any length of time. As the diversity of associated molecules is limited

to the range Doppler coolable atoms, this technique is still not sufficiently diverse for

many of the subject areas mentioned above.
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Two alternatives for the cooling of molecules are sympathetic [28] and buffer gas [29]

cooling which thermalise the molecules with atoms which have been cooled either cryo-

genically, or by Doppler cooling. These techniques are limited to low densities of cooled

molecules as a result of the required filtration to remove the buffer gases after cooling.

The final two mechanisms to note are Stark deceleration [30] which achieves transla-

tional cooling to one Kelvin: too high for many applications, and evaporative cooling

which causes a reduction in the atom number when the wings of the Gaussian velocity

distribution are sacrificed to reduce the overall temperature of the gas.

While associative techniques can be used to achieve high density samples, they are

limited to those species for which it is possible to cool optically, and therefore by the

constraints of Doppler cooling. Alternative methods such as buffer gas and sympathetic

cooling are able to cool molecules without any restrictions on the molecular structure,

but are unable to produce a high enough densities necessary for the study of heavily

interacting gases. The holy grail of cooling is to devise a method of cooling and trap-

ping which combines both of these advantages: cooling without requiring any specific

electronic structure to produce a high density sample.

1.4 Purely optical coherent interactions for cooling

In this thesis, we investigate coherent atom-light interactions with the intention of using

these methods for the cooling of atoms and molecules of a generic energy level structure:

the first method, ‘coherent amplification of cooling’ [31], uses a cycle of excitation and

stimulated emission to cool the atoms down before spontaneous emission occurs, while

the second technique, ‘interferometric cooling’ [32] is insensitive to detuning so that

broadband excitation which can be used to couple to, and therefore cool on, many

transitions simultaneously. These techniques have the potential to generate clouds of

ultra-cold molecular gases with unprecedented temperatures and densities, which may

offer substantially improved diversity and further miniaturisation over existing cooling

methods.

1.4.1 The advantage of untrapped atoms for cooling

In order to implement these novel cooling schemes, we must first characterise these

coherent light-matter interactions, specifically Rabi flopping, as a proof of principle, in

a spatially-extended, freely falling and expanding cloud of laser cooled Rubidium 85

atoms.
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While the study of the coherent interaction of light with alkali metal atoms is not new,

experiments involving interactions with large numbers of un-trapped atoms, such as

in our setup, is unreported. In attempting to drive large numbers of atoms without

trapping, we encounter additional problems, not discussed in previous literature.

There have been recent studies on the feasibility using clouds of many atoms, of finite

size, as qubits [33], using the electronic state of the ensemble to determine the value of

the qubit. These systems exhibit many of the same challenges as we find in our spatially

extended cloud; in this way, our studies are related to studies of large coherent-atom

quantum computers [34].

There are a number of advantages to using large numbers of untrapped atoms. By

driving these transitions in free atoms, we avoid any disturbances to the momentum

distribution from the trap, such as from the introduction of additional vibrational side-

bands. This facilitates the study of the momentum changes as a result of light forces

alone. The number of atoms we are able to manipulate at any time is also much higher

than in equivalent experiments using trapped atoms, giving a much higher signal, al-

lowing smaller collection optics to be used. Along with the possibility of avoiding the

need for bulky trapping equipment such as large lasers or magnetic field coils, using free

atoms as opposed to trapped atoms opens the possibility of miniaturised atom optics

experiments, which may give these techniques a future in portable quantum devices

alongside ‘MOT on a chip’ experiments [35].

1.5 Outlook

This thesis is structured thus: the first chapters (2-3) look at atom-light interactions,

and under what circumstances they can be used to construct a magneto-optical trap.

We then look at the limits of the temperature and size of the magneto-optical trap,

and compare them with the experimental parameters of our Rubidium 85 MOT. After

this, we look at coherent optical interactions, the mathematical framework behind Rabi

oscillations, population inversion and interferometry and how we propose to use these

to achieve cooling. Our experimental setup is then discussed, along with the advantages

and disadvantages of the methods we use for pulse synthesis.

As recent improvements in diode lasers, optical fibers, electro-optics and other telecom-

munications technologies have been important to the construction of our laboratory

equipment, a large emphasis is given to describing our experimental apparatus. In par-

ticular, we discuss our method of phase modulation, which gives the multi-frequency
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Raman light beams necessary for our setup and our fully computer controllable experi-

mental interface, which enables the remote running, data acquisition and analysis of the

experiment.

Finally, we discuss our experimental progress in interferometry and coherent interac-

tions.



Chapter 2

Light, atoms and optical selection

rules

When presented with the idea of laser cooling, many people on the street are confused

having comfortably lived with the assumption that lasers are only able to add to the

energy of a material. This assumption is not surprising, given the many literary examples

[36] of lasers as devices which burn, vapourise or incinerate whichever hero is unfortunate

enough to fall in their path.

The difference between the very different outcomes of laser-atom interactions is a result

of the atomic electronic structure, which unlike molecules and solids is decoupled from

internal rotational and vibrational states giving very poor coupling between the light

field and the translational, vibrational and rotational energies of the particle.

In order to differentiate between these two regimes, it is important for us to understand

the structure of the atomic energy levels, and their interactions with light.

2.1 Atomic structure

The discretisation of the atomic state by quantum physics can be described by a string

of quantum numbers, n, l, m and s, which between them describe many of the outcomes

of a physical observation on the atom. n (∈ Z+), known as the principle quantum

number, describes the radial part of the wavefunction, while l (∈ 0, 1, 2...(n − 1))1 and

m(∈ −l, .., l) describe the angular dependence of the wavefunction. The symmetry of

1The set that these quantum numbers must belong to arises because of the need for a single valued
wavefunction such that ψ(θ) = ψ(θ+ 2π). A full description can be found in any good text on quantum
physics [37]

7
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the Coulomb potential means that, to first a approximation, l and m do not affect the

energy eigenstates of the Hamiltonian. Because of this, for each state with quantum

number n, there are several degenerate states each with their own individual, orbital

quantum number, l. The final quantum number, s (= 1/2) represents the electron

spin, a more profound property of the electron, which can be loosely described by a

spinning charge distribution. Because of the non-spherical symmetry associated with

the l and s quantum numbers, we introduce two additional quantum numbers, ml(∈
−l,−l + 1, ..., 0, ..., l − 1,+l) and ms(= ±1/2) which describe the orientation of the

wavefunction.

The alignment of the spin and orbital angular momentum of the electron with respect to

each other, to the nuclear magnetic moment, and to an external applied field causes the

energy of the states to depend on the product and orientation of these moments. This

interaction has the effect of destroying the time independence of the initial quantum

numbers, making it necessary to define new, time invariant quantum numbers. We refer

to this interaction as ‘coupling’ of the different quantum states.

To solve the Schrödinger equation including all coupling potentials would be an ex-

tremely difficult task; instead we solve the Schrödinger equation for a central Coulomb

potential and, assuming that each of the additional potentials represents only weak dis-

turbances to the system, then add the additional coupling perturbations to the system.

Unlike classical physics, where the order in which these couplings are analysed is unim-

portant, the non-commutativity of quantum operators makes it vital, if this perturbation

approach is to give the correct answers, that the perturbations are applied in order of

their strength.

2.2 Spin-orbit interactions: the origin of fine splitting

The l quantum number does not affect the radial distance of the electron from the

nucleus and so, to first approximation, does not affect the energy eigenstates of the

system. The angular momentum of the electron in each orbital, however, affects the

interaction between the electron orbital and spin magnetic moments, which we can see

by considering the effect of coupling of the spin, ~s and magnetic field, ~B on the atomic

Hamiltonian

Hso = gsµB~s · ~B, (2.1)

which arises due to the interaction between the spin magnetic moment, a product of the

electron spin g-factor, the Bohr magneton and the spin vector, gsµB~s and the magnetic
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field of the electron orbit,

~B = − 1

c2
~v × ~E, (2.2)

where c is the speed of light, ~v the velocity of the atom, and ~E the electric field strength.

For a hydrogen atom, the electric field produced by the nucleus is given by

E =
e

4πε0|~r2|
r̂. (2.3)

Equations 2.2 and 2.3 can be substituted into 2.1 to give

Hso = − gsµBe

4πε0c2|~r2|
~s · ~̂r × ~v (2.4)

This can be simplified by a substitution of the definition of orbital angular momentum

~l =
me~r × ~v

~
, (2.5)

The change in the Hamiltonian is hence

Hso = − −gsµB~e
4πε0|r3|c2me

~s ·~l. (2.6)

As a result of the dot product, the relative orientation of ~s and ~l is important. In this

regime, s and l are coupled, and their eigenstates are no longer constant with time. In

this situation, we replace ~s and ~l with ~j = ~l+ ~s which has a projection along the z axis

given by mj = ms +ml.

2.2.1 Hyperfine splitting

In addition to the spin and orbit magnetic moments, most atomic nuclei also have a

magnetic moment, ~i, which interacts with the ~j spin-orbit quantum number in order to

produce an additional hyperfine energy splitting of the fine structure states. Although

some of the atoms have zero nuclear moments, 85Rb, which is the subject of this thesis,

has a nuclear moment of 5/2. In a similar way to the interaction between ~s and ~l, ~j and

~i interact to produce eigenstates which no longer commute with the Hamiltonian. This

makes it necessary to define two new quantum numbers, f = j + i and the projection

along the z axis, mf = mj +mi.
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2.2.2 Zeeman splitting

If the atom is in a symmetrical environment, the projection axis, also known as the

‘quantisation axis’, for the mf states is irrelevant, with no bearing on the energy eigen-

states. By applying an external magnetic field, however, an additional shift is given to

the atoms, according to the projection of mf against the direction of the field. Again

adopting the classical approach to the interaction of a dipole (this time including the

spin, orbit and nuclear moments) with an external magnetic field, we get:

HZeeman = mfgFµB ~f · ~B, (2.7)

where mf is the projection of f along the z axis, and gF is the Landé g-factor. This

Zeeman shift will be of vital importance to us in this thesis. The trapping force of the

magneto-optical trap is reliant on the Zeeman shift in atomic energy levels with applied

field, which bring atoms displaced from the trap centre onto resonance with a restoring

force. During our coherent manipulation experiments, we resolve separate resonances

from the different mf levels which we must address separately in order to give coherence.

Due to their importance in many areas of experimental physics, the values of the fine

300 10 20

52P3/2

F=1

F=2

F=3

F=4

-1.39 mf

0.155 mf

0.544 mf

0.699 mf

0.46654 mf

-0.46654 mf

fZeeman MHz G-1

F=3

F=2

52S1/2

Magnetic field strength /G

Figure 2.1: The Zeeman splitting of the Rubidium 5S1/2 and 5P 3/2 hyperfine states
by an applied static magnetic field. The energy shift is proportional to the applied
magnetic field, with the proportionality constant, shown on the right of the diagram,

given by the product of gF and µB

and hyperfine splittings in Rubidium 85 have been measured experimentally using laser

systems locked to very high quality cavities [38].
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Quantum Number Selection Rule Polarisation

l ∆l = ±1

m

∆m = +1 Circular:σ+

∆m = −1 Circular: σ−

∆m = 0 Linear: || z
∆m = ±1 Linear: || (x,y)

Table 2.1: A table summarising the selection rules governing electric dipole transitions
in a hydrogen like atom.

2.3 Light polarisation and the angular momentum of pho-

tons

Due to the dipole nature of light, transitions between energy levels have different strengths

depending on the transition dipole moment [39]:

~µif =
〈
~i|~µ|~f

〉
, (2.8)

where ~µ = −e~r is the electric dipole operator. As ~µ is an odd function, the wavefunctions

must have opposite parity, if the transition dipole is to be non-zero. This is important,

as the parity of a wavefunction with angular momentum, l, is given by (−1)l, so that,

unless ∆l = ±1, 3, 5..., the transition dipole will be equal to zero. Circularly polarised

photons also carry angular momentum [40] which additionally constrains atom-optic

interactions. Polarised light can be classified as either linearly or circularly polarised (or

elliptically, which describes some combination of the two), and the circular polarisation

category is further sub-divided into positively and negatively (also known as right and

left handed) circularly polarisations, which denote the direction and the rotation of the

optical electric field vector. For linearly polarised light, the direction of polarisation

stays fixed, whereas for circular polarisations, the electric field vector rotates around the

propagation axis. Positive circular polarisation sees a clockwise rotation of the electric

field vector for as seen looking towards the source, and vice-versa for negative.

When interacting with an atom with a fixed quantisation axis (where the projection

axis for the m quantum numbers is parallel to the direction of propagation for the

photon), the polarisation of light describes the change in angular momentum of the

atom, changing the ml quantum number by ±1 [41]. σ+ causes a change of +1; σ−, a

change of −1 and a zero change in momentum for π polarised light.
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2.4 Atomic selection rules

While a light field is applied to an atom, the bare states of the atom are no longer

eigenstates of the system, which causes time evolution of the state populations. In this

time, the overlap of the bare ground and excited state wavefunctions gives the probability

that the atom will be excited. More intuitively, we can consider the conservation of

momentum or parity during these excitation events from which it is clear that some

must be forbidden: a consideration which forms the basis of atomic ‘selection rules’

which define transitions which are not driven by first order photon interactions. Due to

the asymmetry of the electric dipole, for example, the change in the angular momentum

quantum number must be an odd number if it is to conserve parity.

In addition to the dipole interactions which are described by selection rules, atom-photon

interactions also have magnetic, electric quadrupole and other higher order terms, which

allowing transitions between states which are not allowed by first order selection rules.

These transitions occur with a much weaker coupling strength and are typically 105 times

weaker for a magnetic quadrupole, and 108 times weaker for an electric quadrupole [39].

Table 2.1 is a table of the first order electric selection rules, with a brief description of

their origin [41].

2.5 Atomic states nomenclature

Atomic physics has adopted a particular nomenclature for the naming of atomic states,

so that each state can be labeled unambiguously. First, the principle quantum number,

n, is given, after which the total orbital angular momentum of the state is defined as

a capitalised letter: S, P, D, F (G, H and I) represent l= 0, 1, 2, 3, (4, 5 and 6)2, the

total spin and angular momentum, J , is defined as a subscript after the letter. Such a

description does not include any information on the F and mf state quantum numbers.

Using Dirac notation, the rubidium lower hyperfine ground state can be written as:

|n = 5, l = 0, j = 1/2, F = 2,mf = 0〉

or

|F = 2,mf = 0〉,

for short, assuming prior knowledge of the principal quantum numbers. We will use

both of these representations in this thesis.

2The letters and numbers in brackets refer to atomic orbitals which are not filled naturally.
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The dissipative effects of

light-atom interactions

3.1 The momentum of a photon

Special relativity gives an energy-momentum relation that applies to all particles [42]

E2 = p2c2 +m2c4, (3.1)

where E is the energy of the particle, p its momentum, m its mass and c the speed of

light. As the mass of the photon is zero, this can be re-written as:

E = ~ω = pc, (3.2)

so that

p =
~ω
c

= ~k, (3.3)

where ω is the angular frequency of the light, ~ the reduced Planck constant, and k

the wavenumber of the photon. The momentum of the photon is tiny, approximately

10−27 Nm, which is around 105 smaller than the typical momentum of a rubidium atom

at room temperature. It is this that makes the effect of radiation pressure difficult to

see.

In addition to the low impulse imparted by the absorption of each photon, most natural

light sources posses a low spectral density and therefore only a small fraction of photons

are absorbed by each atom. In these cases, unless the light source is very strong, an

atom feels very little force. We find that even the famous Crookes radiometer does not

turn due to radiation pressure, but as a result of the small difference in temperature

13
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between the black and the white surfaces which causes a difference in the recoil velocities

of the gas, and a net pressure on the paddles. Alternatively, by using a laser light source,

Figure 3.1: In space comets show up radiation pressure; as a comet passes the sun,
gas is boiled from the surface and pushed by strong radiation pressure (as well as solar
wind) away from the body into the tail, which point radially away from the sun [43].

for which the linewidth is sufficiently narrow that the probability of absorption is high,

the atom can scatter many photons per second; this can cause a significant radiation

pressure on the particles.

3.2 Light-atom interactions

In this section, we will give a brief description of the light forces within a one dimensional

magneto-optical trap for a two-level atom. The actual system can be seen as an extension

to this, and is described elsewhere [44].
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3.2.1 The force of light

The force acting on an atom as a result of radiation pressure [45] is a product of the

impulse given to the photon during a single interaction and the rate of the interactions:

F = ~kRscat(γ, δ), (3.4)

where Rscat(γ, δ) is the photon scattering rate: a function of the detuning, δ and the

linewidth, γ.

If we are interested in the steady state force acting on the atom, the rate must include

both excitation and decay. For a simplified two-level atom in the limit of high intensi-

ties, Einstein showed in his famous paper of 1917 [46] that the population of incoherent1

atoms in the excited state reaches the limit of a half. Increasing light intensity above this

limit causes the rate of absorption to increase at the same rate as stimulated decay. This

makes population inversion impossible, putting a limit on the maximum force achievable

through incoherent interaction. The impulse given to the atom during stimulated emis-

sion is equal and opposite to that of the absorption and thus continuous absorption and

stimulated emission causes no change to the atomic momentum. The maximum rate at

which photon momentum can be imparted to an atom, therefore, is limited by the rate

of spontaneous emission

R =
ρee
τ

=
1

2τ
, (3.5)

where τ is the decay time of the atom from the excited state, and ρee is the population

of the excited state, which tends to a half in the limit of intense driving fields. The

maximum force acting on an atom is hence

F =
~k
2τ
. (3.6)

In the derivation of equation 3.6, we assumed that the light intensity was sufficiently high

that the detuning of the atom from resonance could be neglected. It therefore describes

an environment where all atoms are subjected to an equal optical force. Although useful

in describing changes in the centre of mass velocity of a cloud [47], it is insufficient to

explain the cooling or trapping of gas clouds where the centre-of-mass velocity is already

close to zero. For cooling, we require the force to be dependent on the atomic velocity

distribution, which can be orchestrated by using the Doppler shift of the stationary

energy levels.

1We will look at coherence later in chapter 4, but for now it is safe to say that an atomic ensemble
that undergoes repeated spontaneous emission will be incoherent.
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The detuning dependent absorption rate, R = R(γ, δ), given in equation 3.4, can be

obtained from the overlap integral between the initial and final wavefunctions after

perturbation by an optical electric field. The full expression is given by [44]:

R(γ, δ) =
γs0

1 + s0 + (δ/γ)2 , (3.7)

which results in a force:

F = ~k
γs0

1 + s0 + (δ/γ)2 , (3.8)

where as before, δ is the detuning of the light source and γ is the natural linewidth. s0

is the saturation intensity which is given by:

s0 =
2Ω2

γ2
. (3.9)

For most laser light sources and thermal atoms, the linewidth is much narrower than the

Doppler width and the detuning of each atom can be taken to be the difference between

the atomic transition frequency, fatom, and the frequency of the laser, flaser:

δ

2π
= fatom − flaser. (3.10)

The presence of δ in the denominator of equation 3.7 causes a strong dependence of

the force on the detuning. For moving atoms (at room temperature, for example), the

non-relativistic Doppler effect causes a change in the rest frame transition frequency

which can be much greater than a laser linewidth:

∆f =
v

c
f =

√
3kBT√
mc

≈ 10−6f ≈ 1 GHz FWHM. (3.11)

This shift in frequency causes a significant variation in the detuning of atoms in a thermal

cloud, and a corresponding change in the optical force which, as first described by Chu

[48], can be used for cooling.

It is also possible to apply a magnetic field gradient which gives a position-dependent

shift in the magnetic-sensitive mf levels and a position-dependent trapping force. The

combination of these two effects creates a cooling and trapping force in what is known

as a magneto-optical trap.
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3.3 The magneto-optical trap

3.3.1 Doppler cooling

The light force acting on atoms due to interactions with a single laser beam is uni-

directional, and therefore incapable of cooling atoms with both positive and negative

velocities; two identical yet counter-propagating beams, however, enable cooling to occur

in both forward and backwards directions.

If the laser is on resonance with the transition frequency of a stationary atom, the photon

scattering cross section will be symmetrical around zero velocity. In this case, the atom

experiences equal scattering rates from both beams for all velocities, causing no net force

on the atom. By detuning the frequency away from resonance the symmetry is broken

and the atom sees a difference between the scattering rates for the forward and reverse

beams.

-100 -50 50 100
Atomic velocity Hm s^-1L
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Figure 3.2: The acceleration of a rubidium atom as a function of the particle velocity,
as a result of interactions with an off resonant beam from the +v direction (blue line),
from the −v direction (red line), and the total acceleration on the atom as a result of

both beams (yellow line).

For the case of red detuned counter propagating beams, the Doppler shift in the tran-

sition frequency causes the atom to scatter more light from the source towards which

it is moving. This gives a force which opposes the atom motion in both directions.

This scheme can be extended to the cooling of particles in all three directions by using

three retro-reflected beams which are orientated along the three orthogonal Cartesian

directions (see figure 3.3).
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Figure 3.3: The standard arrangement for the beams in a MOT uses three beams
along orthogonal Cartesian axes, which are retro-reflected after passing through a quar-

ter waveplate.

As it is only necessary for the cooling force to have a component of the optical force

along each axis, more complex beam designs can be constructed which allow, for ex-

ample, better optical access to the MOT cloud [49]. However, as the cooling forces

are directional and always orientated along the beam axis, in contrast to the effects of

heating, which are isotropic (see section 3.4.3), the minimum temperature achieved in

these arrangements is likely to be higher than that for the standard geometries.

3.3.2 The magneto-optical trapping force

In equation 2.7, we saw how the gF Landè ‘g-factor’ gives the coupling strength of each of

the atomic F states to a homogeneous applied magnetic field. If the ground and excited

states of the cooling transition have a different value for gF , there will be a difference in

the magnetic shift of the ground and excited states, and therefore a magnetic sensitive

energy shift in all but the ∆mf = 0 transitions.

Because of this, a magnetic field Bx = |B|x is applied to the region where the beams

overlap to cause a position-dependent shift in the transition frequency. As with the

cooling forces, this changes the scattering rate of the atom according to the position of
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Figure 3.4: Two coils, driven in opposite directions, produce a magnetic field (black
arrows) with a constant gradient across the trap which, in combination with detuned

optical fields, causes the trapping of atoms.

the atom from the centre of the trap, and causes an optical, position dependent trapping

force.

In accordance with the atomic selection rules, the direction of the force depends on the

polarisations of the beams, which are chosen to have opposite helicity on either side of

the trap, bringing about the correct restoring force (figure 3.6). This requires the change

in the angular momentum of the atom to be opposite to that of the photon, which is +~
for a σ+ circularly polarised photon, or −~ for a σ− handed circularly polarised photon.

This causes the | F = n,mf = n〉 →| F = n + 1,mf = n + 1〉 transition, which is

resonant in regions of negative magnetic field to be driven by σ+ polarised light, while

the | F = n,mf = n〉 →| F = n− 1,mf = n− 1〉, resonant in positive magnetic fields to

be driven by σ− polarised light.

Thus, if we make the beam coming from the negatively circularly polarised, and the
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Figure 3.5: A 2 dimensional vector plot of the magnetic field produced by an anti-
Helmholtz pair of magnetic coils. Note that the field varies linearly around the centre
of the pair, where the field is zero, with a stronger gradient along the vertical axis than

the horizontal.

Effect Value Result

Detuning 18MHz

Doppler v×f
c cooling

Zeeman shift
mfB(x)µ0

h trapping

Table 3.1: A summary of the atomic detuning necessary for the Doppler cooling of
rubidium 85, and the effect each of these has on the atomic ensemble.

beam from the positively circularly polarised, we make sure that the force always acts

towards the centre of the trap.

It is important to note that the force here results from the absorption of photons, and

is only indirectly related to the Zeeman shift in energy levels. This is different from the

trapping forces which arise as a result of the magnetic dipole interaction of an atom in

an externally applied magnetic field [50]. If the laser beams are turned off, the atoms feel

some force from this underlying magnetic trap: this is insufficient, however, to support

the cloud against gravity.
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Figure 3.6: From applying beams of opposite helicity to the centre of the trap, we
cause an opposite optical force on either sides of zero, directed inwards towards the

centre, which traps the atoms.
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Figure 3.7: The acceleration of a rubidium atom due to light interactions detuned
from the D2 line while within in a magnetic field gradient of 10 Gauss cm−1.

3.4 Spontaneous emission and the limitations to magneto-

optical trapping.

In Doppler cooling, the atom must undergo many absorption-spontaneous emission cy-

cles to reduce its kinetic energy, and dissipate it to the environment. Although it is

commonly stated that spontaneous emission is necessary to bring about the positive

change in entropy required by the second law of thermodynamics 2, it has been shown

2The total entropy of any isolated thermodynamic system always increases over time, approaching a
maximum value[51].
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[52] that the decrease in entropy of a cooled atom can be made up by the change in the

occupation of the light field. Thus, the spontaneous emission is necessary in Doppler

cooling, not because of entropy, but irreversibility: without spontaneous emission, the

atom would undergo absorption-stimulated emission cycles which cause no change to

the atomic momentum 3.

We have considered so far the application of light forces to thermal atoms, with momenta

many thousand times that of a photon. In this regime we can solve the equations of

motion by considering a continuous optical force, rather then summing the individual

photon impulses. In doing this, we neglect the force on the atom due to spontaneous

emission on the basis of its random direction which, over many cycles, averages to zero.

However, at low temperatures, where the atomic momentum is comparable with the

photon momentum, the small effect of spontaneous photons on the atoms in the MOT

can no longer be ignored and imposes limits on the minimum temperature, and the

maximum density that can be achieved.

3.4.1 Loading rates, atom number and trapping lifetime

The MOT cloud is loaded from a background of low density thermal vapour. However,

as the trapping potential in a magneto optical trap is much shallower than the thermal

energies of atoms, most collisions between trapped atoms and the background gas supply

sufficient energy to the trapped atom to allow it to escape from the trap.

Because of this we can write the loss rate as proportional to the rate of collisions between

the trapped and thermal atoms

1/τ = nσv, (3.12)

where τ is the decay time, σ the collisional cross section, v the velocity of the atoms

and n the density. The loading rate is equivalent to the rate at which atoms within the

capture velocity, with an energy less than that of the trap depth, enter the trap region.

As the trap depth is a complex parameter, however, which depends on both the atomic

position and velocity, the capture velocity cannot be found analytically. It is possible to

find numerical solutions of the capture velocity, which consider the position and velocity

for an atom at certain discretised points in time, in order to calculate the change in

these properties with each time interval. These models, however, depend on the initial

starting positions of the atoms, and are difficult to extend to models of the whole of the

atomic ensemble.

3We go on to look at systems where the light used for absorption and stimulated emission comes
from opposite directions, in which case absorption-stimulated emission cycles have been used to impart
momentum to a system without spontaneous emission.
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The two rates can be combined into a differential equation for the MOT loading rate

[53]
dN

dT
= Rl −

n

τ
, (3.13)

where N is the total atom number and Rl the loading rate.

It is important to note that the loading rate does not depend on the background pressure

of the vapour, as both the loading and decay rates are proportional to the pressure.

However, in the limit of low background density, equation 3.12 falls to zero. In this

situation, the loss of atoms arises as a result of collisions between trapped, excited atoms

in which the electronic energy of the atoms is transfered to the kinetic energy, enabling

it to escape. Once in this regime, trapping lifetimes are related to the population in the

excited state, and therefore the intensity of the trapping laser. Atoms in this regime

have been trapped for up to 100s [54].

3.4.2 The high density limit

During the cooling process, spontaneously emitted photons from purely radiative decay

routes are resonant with neighbouring particles, giving a high absorption cross section.

This non-zero chance of re-absorption by neighboring atoms causes a repulsive impulse

between the emission-absorption partners which in the limit of high atomic densities

causes an outwards pressure which opposes the inwards MOT trapping forces, limiting

the maximum density.

This allows us to characterise the MOT in two different regimes: high and low density.

In the limit of low density, the atoms can be treated individually without interactions

with other atoms, in which case they undergo damped harmonic oscillation around the

trap centre. In the high density limit, however, the atoms interact heavily, and affect

each other on time scales much less than the period of oscillation. Sesko originally gave

a description of the magnitude of this re-radiation force in 1990 [55]; a more intuitive

explanation can be found in a paper by Steane [56].

If the rate at which one atom scatters photons is [56]

R =
Γs

2(s+ 1)
, (3.14)

then the total force between two atoms can be derived from equation 3.4 to include the

interaction cross section, σr:

Fr = ~k
s

s+ 1

σr
4πr2

. (3.15)
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For low densities, the mean distance, r, is large and the re-radiation force is insignificant

in comparison with the thermal energies of the particles. In this regime, each atom

undergoes damped harmonic oscillation around the trap centre, and the MOT size is

related to the temperature [57, 58]:

kBT = mv2
rms = kz2

rms (3.16)

where zrms and vrms refer to the root mean square position and velocity and k is the

spring constant of the trap, given by [57]

k =
µA

~k
β(γ, δ,Ω), (3.17)

with A being the magnetic field gradient, µ the magnetic moment of the transition, and

β(γ, δ,Ω) = Fom
v describes the spring constant of the trap based on the optical radiation

force.

The spring constant of the atoms in the trap is proportional to the mf state of the atom,

which describes the rate of change of the optical force with distance from the trap centre.

During the operation of the MOT, the atoms are evenly populated amongst these states

and the total density distribution of the cloud must be found from a summation of atoms

in each mf state. Due to the constant optical pumping of the atoms, the population

of the mf levels changes on time scales shorter than the oscillation period. This force

acting on each atom is therefore a weighted sum of the forces experienced whilst in

each of the mf states. It is because of this that the spatial extent of the MOT cloud

is continuous, without steps which would form as a result of the summation of clouds

contained within different trapping potentials.

In the high density limit, the mean distance between particles, r, decreases until the

outward repulsive force becomes comparable with the trapping forces. In this regime,

the atomic distribution becomes independent of the radius, giving a top-hat distribution

[56].

So far in our analysis of the MOT forces, we have assumed that the beams are of a

constant intensity, and that the scattering of the beams by the atoms causes a negligible

amount of depletion. For atoms in the high density limit, this assumption does not

hold, and the intensity depletion of the beam by the scattering from atoms can no

longer be ignored. This is especially true if a beam is retro-reflected to form the counter

propagating beam, which, for large scattering rates, can no longer be considered to be

identical to the incoming beam.



Chapter 3. The mechanical effect of light 25

3.4.3 The low temperature limit

The random nature of the spontaneous emission process causes a heating effect which

limits the minimum temperature that can be achieved within the magneto-optical trap.

Although the directions of the impulses due to spontaneous emission are random, and

so average to zero, the root mean square value of the momentum, 〈P 〉2, does not, and

increases as [59]

〈P 〉2 = 2Dpt (3.18)

where

Dp = (~k)2R(γ, δ) (3.19)

where R(γ, δ) is the scattering rate described by equation (3.7), and t is the time. This

causes the atoms in the magneto-optical trap to follow a random walk in both position

and momentum, which causes a spreading of the momentum distribution with every

absorption-emission cycle. This spread in momentum can be interpreted as a heating

term given by (
dE

dt

)
heat

=
(~k)2R(γ, δ)

M
, (3.20)

where M is the mass of the particle. This heating term is insignificant at high temper-

atures, but as the temperature decreases, we reach a point at which it balances with

the Doppler cooling rate. If we substitute the definition of R(γ, δ) given in 3.7, we find

that the minimum temperature is obtained for a detuning of δ = −γ/2, and gives a

temperature, known as the Doppler limit,

TDoppler =
~Γ

2kB
. (3.21)

The link between the minimum temperature and the linewidth is unintuitive, and so we

offer an alternative derivation, originally described by Castin [60]. Because the transition

has a natural linewidth, cooling only occurs when the Doppler width is greater than the

natural linewidth. This lower limit to the temperature can be written as:

Ek =
1

2
kBT u

1

4
~Γ, (3.22)

TDoppler u
~Γ

2kB
. (3.23)

3.5 Sub-Doppler cooling

The theories of sub-Doppler cooling were constructed by Dalibard and Cohen-Tonnoudji

[61] in order to explain measurements of the temperature of a magneto-optical trap
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taken by Bill Phillips and Harold Metcalf [62] which were found to be significantly

below the Doppler cooling limit. The mechanisms are found to operate in the regime

where the atoms are moving slowly enough so that they experience significant amounts

of repumping between light shifted Zeeman levels.

3.5.1 Sisyphus cooling

For well-aligned counter-propagating beams a standing wave is created by each beam and

its retro-reflected partner through which the atoms move. For orthogonally polarised,

linear-linear beams this also creates a polarisation gradient in the overall electric field,

changing from linear to circular right-handed, to linear but orthogonal to the first linear,

to circular left-handed, as shown in figure 3.8.

Figure 3.8: The counter-propagating lin-lin polarisation beams produce a polarisation
gradient that changes from linear to circularly polarised to orthogonally polarised linear
to orthogonally circularly polarised and then back to linear in the space of a wavelength.
As each of these polarisations has a different coupling strength to the positive and
negative mf levels, this produces the egg-box lattice potential necessary for Sisyphus

cooling.

As each of these polarisations is coupled differently to each of the atomic mf levels, this

causes a periodic and spatially-dependent light shift to the energy levels.

The atoms have a kinetic energy which is greater than the depth of the potential and so

will continue to move over it; as they do so, the red detuned light preferentially pumps

atoms which are least detuned from resonance(figure 3.9). At a later time, spontaneous

decay will return the atom to the ground state; in the time between absorption and

spontaneous emission, however, the atom will have moved from its original absorption

position. The difference in position along with the position dependent light shift causes

a difference between the energy of the absorption and emission photons. As the atom

is most likely to absorb a photon while at a potential minimum, the decay photon is

typically of a higher energy than the absorption photon, a difference which is made up

for by the kinetic energy of the atom. Over multiple absorption and emission cycles, the

atom loses energy to the light field and is analogous to Sisyphus, the legendary Greek

trickster who angered the gods, are cursed to forever move ‘uphill’.
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Figure 3.9: A diagram showing Sisyphus cooling. The top diagram shows that the
atom is excited where the atom is closest to the detuned laser frequency. Because of its
residual kinetic energy, the excited atom moves away from the minimum detuning to
a location that gives a greater detuning. In this time the atom spontaneously decays,

emitting a photon of a higher energy than the exciting photon.
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3.5.2 Corkscrew cooling

The case for a standing wave made of circular-circular polarised light is quite different.

This time the light maintains a linear polarisation of constant magnitude, where the

direction of polarisation corkscrews in space. The origin of the cooling force in this

Figure 3.10: The counter-propagating, orthogonally circularly polarised light beams
create an electric field where the type of polarisation is constant, but where the di-
rection of polarisation changes with space. Unlike Sisyphus cooling, the change in the

orientation of the polarisation causes no change in the light shift of the atom.

environment is not intuitive, but was treated at length in the paper by Dalibard and

Cohen-Tannoudji [61].

In this regime, the energy eigenvalues of the system can be found by changing to a

rotating frame where the direction of polarisation is constant. On changing to this

rotating frame, the electric field gains an additional, inertial, term, similar to a static,

magnetic field. The inertial term causes a perturbation in the wavefunction of the atom.

In their paper, Dalibard and Cohen-Tannoudji found that unlike populations of the

stationary atom, which are roughly even, the population of the perturbed mf states of

the moving atoms is uneven and velocity sensitive.

Despite the change in the population distribution, the transition strengths between the

energy levels remain constant. The result is a difference in the pumping rates of the

two, counter propagating and oppositely circularly polarised beams and an optical force

which is far more sensitive to velocity than Doppler cooling.

3.5.3 Sub-Doppler cooling in three dimensions

When we consider the standing wave light field for three counter-propagating beams,

the situation is much more complicated than in either of the two situations above. In

this three dimensional system, the light produces both a polarisation and an intensity

gradient that gives a combination of both corkscrew and Sisyphus cooling. A discussion

of this three dimensional system is given by Steane et al. [63].
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3.5.4 The sub-Doppler cooling temperature limit

As both polarisation gradient cooling and corkscrew cooling provide additional cooling

mechanisms which overcome the Doppler limit on the temperature, it is important that

we define the minimum temperature which limits these new laser cooling mechanisms.

Such a limit can be found by considering the momentum of the spontaneously emitted

photon which is always emitted as the last step of any cooling scheme. For atoms below

the Doppler limit, this impulse is comparable to the atomic momentum and so cannot

be neglected. We can use the momentum of a photon to define a minimum temperature

velocity the atom can possess after emission, which can be used to formulate a new

temperature limit:

Tr =
~2k2

3mkB
. (3.24)

There are ways to beat this ‘recoil’ limit, typically used to reach the required phase

space density for Bose-Einstein condensation, which do not involve any radiative decay

in the last cooling cycle: Raman cooling [64], where a narrow band excitation tuned

to zero velocity pumps the atoms to a dark state so that the final cooling stage is not

spontaneous emission, and evaporative cooling [65], where a shallow trapping potential

is used to eliminate the most energetic particles from an equilibrated cloud.

3.6 The atomic structure necessary for optical cooling

3.6.1 Repumping

Because of the necessity to drive the cooling transition with a narrow linewidth laser,

only one transition is coupled to the cooling light. In many systems where the cycle is

not perfectly closed however, weak coupling to states outside of the cooling loop causes

a loss of population during cycling. In rubidium for example, the detuning of the cooling

laser is sufficient to cause a non-zero overlap with the transition to the F=3 state. This,

unlike the F=4 excited state which is used for cooling, is free to decay to the F=2 lower

hyperfine ground state, which is not coupled to the cooling transition. As the atomic

population within the cooling cycle becomes depleted to states not coupled to the cooling

laser, the cooling and trapping forces stop. For rubidium 85, the overlap of the driving

laser with states outside the cooling cycle is small, and a large fraction of the population

stays within the cooling cycle for many thousands of cycles.

It is possible to avoid such a problem by using an additional ‘repump’ laser at the

frequency of the dark state transition, which couples the dark state population to the
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Figure 3.11: The repumping scheme for rubidium-85. (a) shows the cooling laser,
which is detuned from resonance, which excites the population to the F=4 excited state
which then decays (b) to the F=3 upper hyperfine state to form a closed optical loop
which cannot decay to either the lower hyperfine state (c) or to the 5P1/2 state (d).
If the atom is excited to the F=3 state it can decay to the lower hyperfine state (e),
which is not within the closed cooling loop. The repump laser is used to recouple these

atoms back into the cooling cycle (f).

cooling transition, recycling the dark population (figure 3.11). So long as the difference

between the two transition frequencies is greater than the thermal Doppler width of the

atoms, the Doppler temperature is not affected. In systems such as rubidium, where

the decay to states outside the cooling cycle is slow, the power in the repump laser can

be significantly smaller than that in the trapping laser, with the repump further from

resonance if necessary.

It is conceivable for a large number of repump lasers to be used in a system with a large

number of allowed decay paths, such as a molecule. This solution quickly becomes diffi-

cult to implement as the number of repump lasers, and hence the cost and experimental

complexity, increases. As well as this, absorption from each repump beam causes heating

of the atom, so that in the limit of large numbers of repump beams, the time the atom

spends in the cooling transition is small, and the minimum achievable temperature is

high. Thirdly, repumping does nothing to solve the problems associated with the atom

being excited to weakly coupled states, which decay slowly to give small optical forces.

Clearly, although repumping is very useful for many atomic systems, with small leaks

in the closed optical cycle, it is not the solution to cooling of atoms without closed
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transition loops.

3.6.2 Closed transitions

The huge difference between the atomic and photon momentum makes it necessary for

each atom to absorb large numbers of photons to reduce the external energy to the

Doppler limit and undergo equal numbers of spontaneous emission events, each of which

must return the atom to the ground state after each excitation. With such a large number

of cycles, it is necessary that each spontaneous emission event has a high probability of

returning the atom to the ground state from which it was excited, so that, on the time

scales necessary for cooling, the population stays within the cooling transition:

∑
routes9ground

γroutes <
Patom
Pphoton

γroutes→ground, (3.25)

where Patom and Pphoton are the atomic and photon momentum, γ is the decay time for

routes back to the ground state and others which we sum over on the left hand side.

It is common for transitions which meet this condition to be described as ‘closed’. For

85Rb, the transition is closed for time scales up to:

Patom
PPhoton

× γ = 105 × 26ns = 2.7 ms. (3.26)

In addition to this, the transition must be strong enough, with a large enough oscillator

strength, that spontaneous decay occurs quickly enough for the atoms to be cooled before

they leave the apparatus (either by escaping the trapping region for a magneto optical

trap, or exiting the end of a linear decelerator in the case of translational cooling).

There are also practical matters to consider when choosing the right species for optical

cooling experiments: it is important that the cooling transition is accessible to laser

light. Although many such frequencies can by accessed by non-linear processes such as

using optical parametric oscillation [66] or harmonic generation [67], these methods are

expensive and are limited in their total output power.

As a result of these criteria, the number of species which have been successfully Doppler

cooled is severely limited.

3.7 Doppler cooling of Molecules

The majority of molecules are of a greater mass than atoms, which typically gives them

a larger inertia. Molecular samples must undergo a comparatively greater number of
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absorption-emission cycles than atoms to reduce the temperature by the same amount.

This makes the conditions given in equation 3.6, necessary for Doppler cooling, more

difficult to achieve.

These problems are exacerbated by the the non-spherical shape of a molecule, which gives

additional rotational and vibrational splitting of the electronic energy levels. Although

radiative decay between neighboring rotational and vibrational states is slow [68], it

is common for electronic decay to be accompanied by changes in the vibrational and

rotational state, vastly increasing the number of states to which an excited molecule

can decay. Such couping between vibrational modes is described by the Frank–Condon

principle [39]. In order for a molecule to be laser cooled, it must possess, to a good

approximation, a diagonal Franck–Condon array, such that radiative decay tends to

conserve the vibrational state of the molecule.

Despite the difficulty in finding suitable spectra for molecular cooling, a paper by Di

Rosa [69] gives a table of ten, mostly hydride, molecules which have an optical cycle that

is sufficiently closed to preserve 1-10% of the cooling population after 104 optical cycles.

Due to the high increase in phase space density achieved by laser cooling in comparison

with buffer gas or sympathetic cooling, it has been suggested by Di Rosa that given

high loading rates such a technique could be used to form a magneto-optical trap of

CaH containing 105 molecules trapped over a peroid of ≈1 ms, which could then be

evaporativly cooled. Di Rosa is not alone in this study of suitable molecular structures,

and there have been suggested alternatives in the form of metal oxides, sulphides and

carbides [70]. Such work presents interesting and useful alternative methods of cooling.

In comparison to the cooling methods described in this thesis, however, these methods of

molecular cooling require significant knowledge of the absorption spectra of the molecular

sample, which are not well documented in existing literature. Our work presents methods

of cooling which are not as reliant on specific energy level structures, and hence of

increased generality.
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Coherent light atom interactions

and novel cooling schemes

4.1 Stimulated rather than spontaneous emission

During Doppler cooling, the atom must undergo spontaneous emission to return to the

ground state. Although the probability of each decay path is calculable, the path for a

given decay is random and unpredictable which makes it necessary for an atom to have

a specific energy level structure, which guarantees that the atom will decay back to the

state from which it was excited, to form a closed optical loop. Without this closed loop,

the atomic population is pumped into states not coupled to the cooling laser, which

stops the cooling process.

In addition to the methods of generating samples of cold atoms described in section

1.2, there have been methods suggested for the purely optical cooling of molecules [71–

74]. While cooling of atoms has been observed in optical cavities [75], these cooling

methods, are still limited in scope and as such have yet to show any advantages over

alternative, non-optical methods of cooling. In this chapter we focus on ideas which use

coherent particle-light interactions for cooling. ‘Coherent amplification of cooling’ [31],

and ‘interferometric cooling’ [32] produce cooling forces through tailoring the order and

timing of a sequence of coherently interacting laser pulses. For these to succeed, phase

stability of both the particle and the laser is crucial.

Let us initially consider a simple model of an atom as a two level system, with a single

ground and a single excited state. For most atoms, so long as the detuning and linewidth

of the driving laser are smaller than the spacing between the energy levels, only a single

transition will be close to resonance at any one time, and an atom with many excited

33
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states can be simplified to a quasi-two level system. We shall look at this assumption

later in the chapter.

We start the discussion with the time dependent Schrödinger equation:

i~
dΨn

dt
= (H0 +HI)Ψn. (4.1)

where H0 is the unperturbed Hamiltonian which acts on eigenvectors of the wavefunction

to give the energy:

H0ψn = Enψn, (4.2)

and HI is the interaction Hamiltonian, given by:

HI = er · E = er · E0cos(wt). (4.3)

This term describes a semi-classical treatment of the system, where the interaction term

is formed from a classical electric field–electric dipole interaction; here er represents

the atomic dipole, given by the distance of an electric charge, e, from the nucleus, r,

and E0cos(ωt) represents the electric field of the incident light of angular frequency

ω. The full quantum calculation of the interaction Hamiltonian involves the electron

motion and the electromagnetic vector potential, but it can be shown that this becomes

approximately equal to equation 4.3 near to resonant frequencies [76]. We represent a

general atomic wavefunction as a superposition of the wavefunctions for each state:

Ψ =
∑
n

cn(t)ψnexp

(
−iEnt

~

)
, (4.4)

which, after substituting 4.4 into 4.1 gives:

∑
n

i~
d

dt

[
cn(t)ψnexp

(
−iEnt

~

)]
=
∑
n

(H0 +HI)

[
cn(t)ψn.exp

(
−iEnt

~

)]
(4.5)

The time dependence of both cn(t) and the potential means that the chain rule must

be applied to the left-hand side of equation 4.4, while on the right, we substitute the

definitions for H0 and HI :

∑
n i~

dcn
dt

[
ψnexp

(−iEnt
~
)]

+cn(t)Enψnexp

(
−iEnt

~

)
=∑

n

[En + er · E0cos(wt)] cn(t)ψnexp

(
−iEnt

~

)
. (4.6)
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The second term on the left and the first term on the right are equal, and cancel, leaving:

∑
n

i~
dcn
dt

[
ψnexp

(
−iEnt

~

)]
=
∑
n

er · E0cos(wt)

[
cn(t)ψnexp

(
−iEnt

~

)]
. (4.7)

To find the overlap between state n, and another arbitrary state, m, we multiply both

sides by ψ∗m and integrate over all space. Remembering that the basis wavefunctions are

orthogonal we have: ∫ ∞
0
ψ∗mψndr = δm,n, (4.8)

where δm,n is the Kronecker delta function. Thus for each m

i~ exp

(
−iEmt

~

)
dcm
dt

= E0

∑
n

dnmcn(t)cos(ωt)exp

(
−iEnt

~

)
, (4.9)

where

dnm = e

∫ ∞
0

ψ∗me · rψndr, (4.10)

which is often not zero, even when m 6= n. Thus,

i~
dcm
dt

=
∑
n

dmnE0cos(ωt)exp

(
iEmnt

~

)
cn(t), (4.11)

where Emn = ~ωmn = Em − En. Using the identity

2cos(ωt) = exp(iωt) + exp(−iωt), (4.12)

we can write this as

i~
dcm
dt

=
E0

2

∑
n

dmncn(t) [exp(i(ωmn + ω))t+ exp(i(ωmn− ω))t] . (4.13)

At this stage, it is simple to set all bar one of the initial states, cn(0), to zero in order

to determine the time evolution of a system initially in the ground state. In ‘Quantum

Optics’ by Orszag (ref. [77]), this model is used to judge the effectiveness of the two-

level system approximation; it is found that the transition probability is sharply peaked

at the driving frequency, so that states with transition frequencies very different to the

driving field are not excited, supporting our two level assumption.

Let us now assume that the atom has two levels, a and b. Our wavefunction now has

the form:

Ψ = cb(t)ψbexp(−iωbt) + ca(t)ψaexp(−iωat), (4.14)
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which we can substitute into equation 4.13 to get:

i~
dcb
dt

=
E0dba

2
ca(t) [exp(−i(ωab − ω)t) + exp(−i(ωab + ω)t)] , (4.15)

and

i~
dca
dt

=
E0dba

2
cb(t) [exp(i(ωab − ω)t) + exp(i(ωab + ω)t)] . (4.16)

We can find a solution to this analytically by eliminating the high frequency exponential

term using what is popularly known as the ‘rotating wave approximation’. This assumes

that the co-rotating terms are oscillating fast enough, on time scales faster than that of

the experiment, that they average to zero. This assumption holds so long as the Rabi

frequency is less than the Bohr and field frequencies, which is a suitable approximation

for the near infrared, rubidium D2 transition; in various experiments using excitation

by microwaves, however, this assumption is not valid. These examples are treated in

detail by Shore [78].

We apply a global phase transformation to a rotating frame, in order to remove the time

dependence of the Hamiltonian:

c′a,b = exp

(
±iδt

2

)
ca,b, (4.17)

where δ = ωab − ω. This, because of the global phase invariance of the wavefunction,

gives this transformation no physical consequences. When applied to equation 4.16 along

with the rotating wave approximation, this gives:

d

dt

(
c′b(t)

c′a(t)

)
=
−i
2

(
−δ E0dba

~
E0dab

~ δ

)(
c′b(t)

c′a(t)

)
. (4.18)

There are several interesting ways to proceed with this result. Equation 4.1 tells us

that the rate of change of each state wavefunction is related to the Hamiltonian of the

system; similarly equation 4.18 can be treated as the same relation, with time evolution

absorbed into the coefficients, ca(t) and cb(t).

This Hamiltonian has off-diagonal terms not present in the unperturbed atomic Hamil-

tonian; if the new matrix is diagonalised, we find the new eigenvalues to be:

Ω̃ = ±
√
δ2 + |Ω|2, (4.19)

where Ω represents the Rabi frequency,

Ω =
E0dba
~

, (4.20)
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which describes the coupling strength between the atom and a resonant laser, and Ω̃ is the

generalised Rabi frequency, which tells us the Rabi flopping frequency in a system with

non-zero detuning. The eigenvalues of the Hamiltonian directly relate to the energies

of the states, so that the difference between the two eigenvalues tells us the shift in

transition energies from the unperturbed atomic states. In the limit of near-resonant

interaction, so that δ � Ω, this is equal to

∆E =
−~Ω2

4δ
. (4.21)

This energy is a manifestation of the electric dipole force, and is also known as the light

shift, or the AC Stark shift, which perturb atomic transition frequencies which will be

important in section 7.11.

It is also possible to solve equation 4.18 to obtain the solution [77]:

(
c′b(t)

c′a(t)

)
=
−i
2

(
cos Ω̃t

2 + iδ
Ω̃

sin Ω̃t
2 −iE0dba

Ω̃~ sin Ω̃t
2

−iE0dba
Ω̃~ sin Ω̃t

2 cos Ω̃t
2 −

iδ
Ω̃

sin Ω̃t
2

)(
c′b(0)

c′a(0)

)
, (4.22)

which we can use to find the populations of the states at any given time, given known

starting conditions. If we set the initial ground state population c′b(0) to unity, and the

initial excited state population c′a(0) to zero, we then find that after applying a pulse of

radiation for a time, t, the population in the excited state, |c′a(t)|2 becomes:

|c′a(t)|2 =

∣∣∣∣ΩΩ̃
∣∣∣∣2 sin2

(
Ω̃t

2

)
. (4.23)

We see that this oscillates with time between zero and |Ω/Ω̃|2 at a frequency Ω̃, which

for the case of a resonant atom, becomes an oscillation between zero and unity, at the

Rabi frequency, Ω.

So long as the pulse area, Ω̃t � 1, equation 4.23 can be rearranged [44] to give a sinc

function which is dependent on the detuning of the laser from atomic resonance. This

plot of the detuning dependent upper state population (shown in figure 4.1) for coherent

interactions is significantly different from the case of an incoherently driven atom, for

which we obtain a Lorentzian line-shape.

As it is experimentally feasible to plot the detuning dependence of the upper state

population and the upper state populations as a function of pulse area (shown in figure

4.2), this result has huge experimental implications.
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Figure 4.1: Excited state population as a function of the detuning of the driving laser
from the atomic resonance after a pulse lasting much less than Rabi period.
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Figure 4.2: Coherent population oscillations by a monochromatic light source plotted
as against time for the detunings δ = 0,Ω/4,Ω/2, and Ω. Note the difference in fre-
quency and amplitude; this increase in frequency with detuning is useful for measuing
the decay time and form in systems where decay occurs much faster than the Rabi

period.
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The detuning dependence of the upper state population given in equation 4.23 is sig-

nificant. Off resonant oscillation will occur with a different frequency and amplitude

to the resonant case. This is important when attempting to drive Rabi oscillations in

ensembles of atoms which are Doppler shifted by varying amounts away from resonance.

In these systems, the fidelity of the oscillation will be heavily affected by the distribution

of frequencies and amplitudes, as we shall see later.

We see that if we set the detuning, δ, to zero and choose the pulse timing so that it lasts

for a specific period of time,

tπ =
π

Ω̃
, (4.24)

we cause a population inversion which empties the ground state into the excited state.

A pulse of light which meets such a specific condition is known as a ‘π pulse’.

We can set the detuning, δ, to zero and substitute tπ into equation 4.22 to obtain a

matrix operator which describes the application of a π pulse to an arbitrary initial

state:

Ôπ =

(
0 −i
−i 0

)
, (4.25)

which acts on the wavefunction thus:

Ψ(t) =
(
c1(t) c2(t)

)(|1〉
|2〉

)
= ÔΨ(0) = Ô.

(
c1(0) c2(0)

)(|1〉
|2〉

)
. (4.26)

Using this formalism can show that applying a π-pulse to a population initially in the

excited state moves the entire population to the ground state, whereas when applied to

an atom in an equal superposition it returns in an equal superposition, but with a π

phase shift. As with any atom-photon interaction, momentum is imparted to the atom

on both excitation and decay which makes it possible to control the motion in order to

construct cooling schemes using these pulses.

In order to explain these schemes, we must introduce two additional operators: the π
2

pulse and free evolution of the atom. A π
2 pulse is obtained by truncating a π pulse, so

that the pulse now satisfies the criterion:

tπ/2 =
π

2Ω̃
. (4.27)

Starting with a ground state atom, the effect of applying such a pulse is to coherently

and deterministically move one half of the population to the excited state. This forms

an equal superposition of the ground and excited states.
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Again, by substituting the pulse time given in equation 4.27 into equation 4.22 we obtain

a 2× 2 matrix to describe the transformation made by a resonant field on an arbitrary

superposition:

Ôπ
2

=

 1√
2

−i√
2

−i√
2

1√
2

 . (4.28)

In the time between two light pulses, both the phase of the atom evolves with time, as

described by the time dependent Shrödinger equation, and the phase of the laser changes

with respect to that of the atomic state.

ÔFE =

(
e−iω0t/2 0

0 eiω0t/2

)(
eiωt/2 0

0 e−iωt/2

)
=

(
e−i(ω0−ω)t/2 0

0 e−i(−ω0+ω)t/2

)
.

(4.29)

This can be rearranged to give

ÔFE = e−i(−ω0+ω)t

(
1 0

0 e−i(−ω0+ω)t

)
, (4.30)

where ω0 is the angular frequency difference between the ground and excited states, ω

is the driving frequency of the laser and t is the evolution time. The e−i(−ω0+ω)t term

on the right hand side of equation 4.29 describes a global phase change, which can be

omitted with no physical significance.

For an atom in an eigenstate

((
1

0

)
or

(
0

1

))
, the effect of the phase evolution is

inconsequential as the relative phase is arbitrary; for an atom in a superposition of

states, however, the energy difference between the ground and excited states causes the

phases of the two states to evolve at different rates and a time dependent phase difference

between the ground and excited states develops. As with a standard interferometer, the

outcome of a measurement on the system is heavily dependent on the phase: if we apply

a second π
2 -pulse, the relative phase between the laser and the atomic wavefunction

determines the result. This sequence can be described by the multiplication of the

matrices in order:

Ôπ
2
.ÔFE .Ôπ

2
=

 1√
2

−i√
2

−i√
2

1√
2

 ·(1 0

0 e−iφ

)
·

 1√
2

−i√
2

−i√
2

1√
2

 =

(
1
2 −

1
2e
−iφ − i

2 −
i
2e
−iφ

i
2 −

i
2e
−iφ 1

2 −
1
2e
−iφ

)
.

(4.31)
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If φ = (ω0 − ω)t is equal to zero, which occurs if the pulse separation is equal to zero,

for example, the equation 4.31 reduces to that of a π pulse, whereas if φ = π, it becomes

the identity matrix.

The pulse sequence given in equation 4.31 is the basis for single atom interferometry.

The phase of these atomic interferometers, φ, is highly dependent on the local environ-

ment of each atom. If the driving laser is detuned from the transition frequency, for

example, φ becomes dependent on the time the atom has spent in a superposition. It is

also possible for the phase of the interferometer to depend on the translational energy

of the atom. In this circumstance, given the correct pulse timing, the probability of

absorption can be made to be proportional to the momentum, which can result in the

cooling of the atomic ensemble. This is described in more detail in section 4.6.1 on

coherent cooling.

In describing these processes, we derived the atom-light interaction by employing a si-

nusoidally varying electric field. In real systems, however, the light field contains phase

discontinuities and non-zero line widths, which makes this an unrealistic approximation.

In addition to this, the phase of the atom is disrupted by changes in the atomic envi-

ronment such as through collisions. In order to characterise this, we define a coherence

time as a suitable timescale over which disruptions in the phase of both the light and

the atom are negligible.

In practical terms, coherence is determined by the time and distance over which two

beams maintain a fixed phase relationship. Perfectly coherent systems require perfectly

isolated systems and infinitely accurate frequencies: in our experiment we simply ask

that the system be coherent for the duration of the experiment.

4.2 The optical Bloch equations, and the Bloch sphere

It is not possible to use the framework we have built up over the last few chapters

to describe systems consisting of more than a single atom where we must be able to

describe both pure and mixed states. In order to properly describe statistical processes

in these systems, such as spontaneous emission or uneven light intensities across a cloud

of atoms, which create mixed states, we must use a density matrix. We will then be able

to build the equations governing these states into the optical Bloch equations, which we

can use to form an intuitive, pictorial method of describing these interactions. We start

by defining the density matrix as:

ρ̄ = ρ11|1〉〈1|+ ρ12|1〉〈2|+ ρ22|2〉〈2|+ ρ21|2〉〈1|, (4.32)
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which we then use to derive the optical Bloch equations, and later illustrate using the

Bloch sphere: a useful intuitive picture for multi-particle states.

The Bloch vector is a three-dimensional vector, with components along the x,y and z

axes given by:

rx = 2Re(ρ12) , (4.33)

ry = 2Im(ρ12) and (4.34)

rz = ρ22 − ρ11 . (4.35)

The rate of change of the elements of ρ̄, as with any state, is given by their commutation

with the Hamiltonian:
dρ

dt
=

1

i~
[H0 +HI , ρ̄] (4.36)

which, as is derived by Mandel and Wolf [79], and first described by Feynman, Vernon

and Hellwarth in 1957 [80] can be described by a precession around the field vector, Q̄.

dr

dt
= Q̄× r̄ (4.37)

Similarly to the state vector, the field vector, Q̄ has components along x and y axis

given by the real and imaginary parts of the interaction between the excited and ground

states, and a z component, which is given by the detuning of the field from resonance.

Qx =
2

~
Re[〈1|HI |2〉],

Qy =
2

~
Im[〈1|HI |2〉] and

Qz = ω0 (4.38)

where as before,

〈1|HI |2〉 = dba · E = ~Ω exp[−i(ωt− φ)]. (4.39)

Before we change to a rotating interaction frame, the state and the field vector precess

around the Bloch sphere at the transition and field frequencies respectively. By rotating

the frame of reference at the same rate as the field vector, the field vector is fixed to an

arbitrary direction, for which we use x, and the state vector is slowed down to make the

equatorial precession ω−ω0. The state vector precesses now around the field vector at a

rate, Ω̃. π and π
2 pulses, and free evolution are easily visualised in these representations

(figure 4.3).
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Figure 4.3: The Bloch sphere gives us a useful visual representation of π and π
2 pulses

where the state vector (black arrow) precesses around the field vector (red arrow), and
free evolution where phase evolution causes a precession of the state vector around the

equator.

4.3 Forms of decoherence and dephasing

Like many quantum phenomenon, coherent optical effects are rarely observed in nature.

While this observation can be partly explained by the lack of coherent light sources, it

is also due to the lack of an atomic environment which gives uninterrupted evolution of

the atomic phase for long periods of time. In this section, we look at the many forms

of atomic perturbation which disrupt the phase of the atomic evolution, and lower the

fidelity of each Rabi oscillation. We look at two different mechanisms: those, which we

term ‘decoherence’ effects, which causes a sudden and randomly timed discontinuity in

the atomic phase which distinguishes it from others in the ensemble, and those which

we call ‘dephasing effects’, which cause a slow variation in the atomic phase due to a

continuous variation in the atomic evolution across the cloud. Of course, this distinction

is rarely so well defined in cases such as a cloud of fast moving atoms where the distinction

between the two regimes is not obvious.

4.3.1 Decoherence effects

4.3.1.1 Spontaneous emission

During the Rabi cycle, the population of the excited state is non zero which gives the

atom a non-zero chance of decaying via spontaneous emission to the ground state.

As shown in figure 4.4, after decay, the atom starts a new oscillation, which, if the atom is

part of an ensemble, will have a random phase with respect to both the driving laser, and

other atoms in the cloud. It is only in the absence of any variation in the phase between

the atoms that complete population inversion can occur; as the atomic ensemble loses

phase coherence, the contrast of the Rabi oscillation decreases. After many spontaneous

decays, the phase of the atoms becomes random; in such an incoherent system, the

contrast of the Rabi oscillations is zero.
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Figure 4.4: A simulation showing ten atoms driven coherently. Randomly timed
decoherence events cause a loss of phase coherence between atoms which causes the

contrast of the oscillation to decrease with time.

4.3.1.2 Collisions

In addition to spontaneous emission, collisions subject atoms to intense Van der Waals

electric fields which cause significant perturbations to the energy levels of the atom for

the duration of the collision. The outcome of this interaction will depend on the mutual

orientation of the collisional partners and their wavefunctions, which are unlikely, due

to the undefined coordinate axes of the particles, to be coherent.

4.3.2 Dephasing effects

4.3.2.1 Magnetic field broadening

To maintain a stable transition frequency and avoid magnetic broadening of the Rabi

frequency due to external spatially and temporally varying magnetic fields we use the

magnetically insensitive mf = 0→ mf = 0 transition for manipulation. As the readout

mechanism is based on single photon absorption, with an absorption linewidth much

broader than the transition linewidth, it is not possible to construct a readout mechanism

sensitive only to changes in the mf = 0 state population. Instead of this, we tune the

two-photon Raman frequency to the narrow mf = 0→ mf = 0 transition such that we

affect the population of this state only. This can be problematic if the magnetic states

are overlapped in frequency space such that we interact with more than the mf = 0

transition. In this case the different coupling strengths and detunings of the transitions
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cause the atoms to be driven at different Rabi frequencies. This causes a washing out

of the phase and a decrease in the contrast of the Rabi fringes with time.

4.3.2.2 Temporal and spatial variations in beam intensity

In many previous coherent manipulation experiments, the atoms have been highly lo-

calised within dipole or magnetic traps [81]. The reasons for trapping are plentiful:

highly localised atoms can be subject to a manipulation beam of a smaller waist size,

and therefore higher beam intensity, with a smaller intensity variation between atoms.

In free-falling clouds of atoms, such as ours, it is necessary for the driving laser radius to

be larger to compensate for the lack of localisation, giving a smaller and more varying

light intensity across the cloud.

Figure 4.5: Temporal and spatial variations in the Raman beam power causes vari-
ations in the Rabi frequency during the experiment. Both of these processes cause a

dephasing of the atomic population.

The primary reason for a spatial variation across the MOT cloud occurs due to an atomic

density distribution which is larger than the laser beam waist. This causes a variation

in the power of the Raman beam across the cloud and a corresponding variation in the

Rabi frequency. As the readout mechanism is not spatially selective, (unlike [81]) the

flopping frequency will be a integral of the different Rabi frequencies across the cloud.

Using a two dimensional projection of a Gaussian cloud given by equation 6.4, the overall

signal is therefore:
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Signal =

∫∫ ∣∣∣∣ΩΩ̃
∣∣∣∣ sin2

(√
Ω2 + ∆2 t

2

)
dx dy, (4.40)

where Ω is given by the position dependent Rabi frequency:

Ω =
∑

dij

√
2Iρ

cε0n
/~. (4.41)

∆ is given by the position dependent light shift plus the frequency offset of the driving

laser, which we set to zero by tuning to the center of resonance:

∆ = −~Ω2

4δ
, (4.42)

using the parameters
∑
dij to represent the sum of the coupling strengths between the

two states, I the average beam intensity.

In this calculation the atomic density

ρ = σcz(t)
√

2π exp

(
− x2

2σcx(t)2
− y2

2σcy(t)2

)
, (4.43)

and the light intensity

I = I0 exp

(
− x2

2σ2
bx

− y2

2σ2
by

)
, (4.44)

are both described by a spatial Gaussian distribution, where we have used I0 to refer

to the peak intensity, σcx(t), σcy(t) and σcz(t) (the time dependence a result of the free

expansion of the cloud) to refer to the cloud radius and σbx and σby the beam radius along

the x and y (and z for the cloud) directions. The beam is assumed to be perfectly aligned

with the MOT cloud in the x, y plane. Equation 4.40 cannot be solved numerically; we

must therefore find a solution analytically: plotted in figure 4.7.

Although it is clear from figure 4.7 that the frequency is chirped which makes fitting

an exponentially decaying sine function inaccurate for both long and short times simul-

taneously, it is convenient to be able to characterise the dephasing time using a single

parameter: the exponential decay time constant. It is also clear from figure 4.7 that

the Rabi frequency is chirped, with a lower frequency at the end than at the beginning.

This chirp is a property of the dynamics of the system, where expanding atoms move

into regions of lower light intensity, and therefore lower Rabi frequency.
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Figure 4.6: The effect of a 10% variation in the Rabi frequency on a model consisting
of ten atoms
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Figure 4.7: A comparison between the analytical solution of equation 4.40 (blue) with
least squares fitted exponentially decaying sinusoidal oscillation (red) for typical MOT
parameters (600 µm cloud radius, 2 mm beam radius, negligible cloud expansion). Note
the change in the frequency as well as the difference in the amplitudes for long time

scales.
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4.3.3 Reversing the effects of dephasing: spin echo experiments

In many situations, where dephased atoms are moving slowly enough for their position

to be considered constant, it is possible to reverse the effects of dephasing.

For the case of spatially varying Rabi frequencies, due to intensity variations across the

cloud, for example, the Rabi frequency will be a function of the position of each atom

in the cloud with respect to the center of the beam. In this situation, a gradient in the

phase of the Rabi cycle will develop across the cloud while the driving laser is turned

on. While a phase relationship still exists between the atoms in the cloud, the overall

phase becomes inhomogeneous, causing a washed out readout. In these situations, it is

possible to reverse the effects of the inhomogeneity.

An intuitive method of achieving this would be to use a second beam, with an intensity

profile, such as σ0− σ(x) where σ0 is the maximum intensity of a Gaussian beam and σ

the spatially varying beam profile, with higher intensity at the edges than in the center

for the same duration of time as the initial pulse. The slower precession of the atoms in

the center of the beam with respect to atoms at the edge of the beam causes the spread

of state vectors to converge. Such a scheme is experimentally difficult to implement and

‘spin-echo-like’ experiments [33, 82] remain a more experimentally realisable alternative.

The method for this manipulation is similar to that of spin echo, which is applied to spin

states, can be used to cause the state vectors to converge. A driving laser, with a field

vector pointing along +x, turned on for a period of time t will cause some of the atomic

state vectors to precessed further along their Rabi cycle than others. If, after this time,

the phase of the driving laser is changed by π, the field vector, Q changes direction to

become directed along −x. As a result of this switch in the direction, the precession of

the Bloch state vector changes direction, but maintains the same rate. This causes a

convergence of the phases across the cloud after a time given by the original length of

the Rabi pulse.

This process can be visually represented in the Bloch sphere as shown in figure 4.8.

4.4 Methods of population inversion

The ‘controlled area’ method of coherent population inversion already described, where

π and π
2 pulses are made up of light pulses which truncate the Rabi cycle, gives a concep-

tually simple introduction to methods of population inversion. Alternative methods of

population inversion are available, however, which can, in many situations, offer higher

fidelity operations at the expense of the minimum pulse length.
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Figure 4.8: A Bloch sphere representation of the spin echo experiment: The driving
laser is used to drive Rabi oscillations in an atom ensemble with an inhomogeneous
Rabi frequency. After a period of time, t, the phase of the driving laser is changed by
π, which changes the direction of precession of the state vector so that after another

period of time, t, the state vectors realign.

4.4.1 The controlled area Rabi pulse

According to equation 4.24, the length of a π or π
2 pulse is dependent on the Rabi

frequency, and is therefore also related to both the light intensity and the coupling

strength between the two states: to achieve high fidelity operations, it is necessary to

know the values of these parameters at each point in time and space, in order to apply

the correct pulse timing necessary for inversion. When performing these pulses, it is

inevitable that variations in the coupling strength, due to changes in beam pointing,

stray magnetic fields or timing jitter will preclude the perfect extinction of the pulses.

In addition to this, thermal atoms possess a Doppler spread in velocities that shift

the resonant frequency of each atom, making it impossible to address each atom in an

ensemble resonantly. These variation may occur spatially or temporally, thereby making

it impossible to fulfill the criteria (equations 4.24, 4.27) for π and π/2 pulses with a single

frequency. As a result of this, the fidelity of the total operation, which we define as being

the fraction of the population that is coherent after the interaction, will suffer.

It is important that the atoms stay coherent throughout the interaction; once the atoms

lose coherence they are driven out of phase with the pulse sequence, which makes it

difficult to control to momentum transfer to the atoms. For coherent manipulation

cooling schemes to be successful, the fidelity of each pulse must be close to one, so that

after many pulses, the probability these atoms of being coherent is still much higher than

zero. In many situations, for the reasons given above, this can be difficult to achieve

using the controlled Rabi area method. An alternative to this is the adiabatic rapid

passage method of population inversion, which does not require such judicious control

over the atomic environment.
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4.4.2 Adiabatic Rapid Passage (A.R.P)

In adiabatic rapid passage the driving laser frequency is swept, or chirped, from far

below the atomic resonance (red detuning) to far above (blue detuning). During this

process, the un-illuminated atomic energy levels, known as bare states, are perturbed

by the electric field and as described by equation 4.18, no longer represent eigenstates

of the system. In this environment, we name the new eigenstates ‘dressed states’. If we

sweep the frequency of the illumination laser, and plot the energies of the dressed states

against that of the unperturbed bare states, we see the energies of the states converge

to an avoided crossing. If the lasers are then suddenly extinguished, the dressed states

revert back to the bare states, and the atom is left in an equal superposition whereas

if the laser is swept through resonance to far blue detuning, the bare excited state

becomes closer to the populated dressed state. If the lasers are suddenly extinguished

at this point, the states revert back to their bare form and the population is left in the

excited bare state.

The Bloch sphere picture gives an excellent visualisation of this process (figure 4.9):

the field vector starts far off resonance so that the field vector, Q, points towards the

south pole of the sphere making a small angle with the state vector. The state vector

precesses around the field, tracing out a small cone which, like a spinning top, follows

slow variations in Q. If Q is slowly moved from below resonance to far above resonance,

the field vector moves from the south to the north pole of the Bloch sphere taking the

state vector, which continues to make small revolutions around it, with it.

Figure 4.9: The Bloch sphere representation of adiabatic rapid passage: The field
vector, shown in red, starts far off resonance, pointed at the south pole. The torque
acting on the state vector (black arrow) by the field causes it to precess around the field
vector, so that it draws out a cone of fixed angle (exaggerated here for clarity). As the
field is chirped through resonance, the state vector follows it, dragging the state from
the ground to the excited state. The field is quickly extinguished reaching the opposite

far detuning, and the population is left in the excited state.

The condition for adiabacity dictates that the rate of precession Ω̃ must be much greater

than the change in angle of the field vector dθ/dt [83] where θ is the angle the state vector

makes with the vertical axis. Unlike in the controlled area method, therefore, the state

vector must precesses around the field vector many times during the inversion scheme,

and the outcome of the state is determined more by the detuning of the field before and
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after the pulse sequence than the timing of the Rabi frequency. Unlike the controlled

area method, therefore, perfect fidelity in adiabatic rapid passage is not determined by

the timing of the pulse area, but by the detuning of the laser, which can be controlled

much more accurately. In addition to this, the condition for adiabacity implies that the

final precession angle (the azimuthal angle of the state vector around the field vector)

will be indeterminate.

The longer pulses necessary for A.R.P. can be inhibitive in some situations, such as in

pulse schemes requiring large number of pulses, or where the state fidelity after a large

string of operations is important. A full description of this can be found in reference

[84].

Adiabatic passage can also be used to replace π
2 pulses, by stopping the evolution of the

field vector while it is on resonance [85]. However, as with the case with the controlled

area method, this is difficult to achieve for atoms with broad linewidths.

Figure 4.10: A comparison of the percentage of the population moved to the excited
state for different rates of frequency chip [84].
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4.4.3 Raman transitions and stimulated Raman adiabatic passage (STI-

RAP)

If we are to use light to manipulate our state coherently, it is important that we eliminate

as much spontaneous emission from the system as possible; we must therefore choose

a system in which the excited state lifetime is much longer that the duration of the

experiment. This makes the decision of which atomic states to manipulate an important

one. For example, if we choose to manipulate an atom via a dipole interaction, the

excited state lifetime is typically of the order of nanoseconds, which makes it necessary

for our coherent manipulations to be carried out on time scales much shorter than

this. Alternatively, we can manipulate a three-level atom using a Raman transition,

which uses two light fields at different frequencies, known as the ‘pump’ and ‘Stokes’

beams, to couple two states, which do not possess any direct dipole coupling, via a

third state. The advantage in using this technique, as we shall see, is that it is possible

to detune the lasers of the two beams sufficiently such that the third, intermediate,

state is never populated, making it unable to undergo spontaneous emission. Using this

technique, coherent systems can be manufactured with state lifetimes of many hundreds

of milliseconds. To see what happens in the Raman lambda configuration, we apply the

rate equation 4.13, which describes the rate of change of an n level system, and use it

for a three-level system, driven by two frequencies ωA and ωB, shown in figure 4.11.

Figure 4.11: The two photon Λ configuration. States |1〉 and |2〉 are not coupled
directly via an electric dipole interaction but indirectly via a third state. The detunings
δ1 and δ2 are sufficient that the two photon rate is much greater than the single photon

rate, which ensures that the state |3〉 is not populated
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Starting with the rate of change of population of a single level, c1, illuminated by a light

field consisting of two frequencies such that eiωt = ei(ωA+ωB)t we get:

i~
dc1

dt
=

E0

2
(d12c2[exp(iω12 − ωA) + exp(iω12 − ωB)]

+d13c3[exp(iω21 − ωA) + exp(iω21 − ωB)]). (4.45)

As the dipole coupling strength between the two hyperfine states is zero, we simplify

this by setting the dipole moment to zero:

d12 = 0, (4.46)

and by giving both ωA and ωB a common detuning, so that

ω13 − ωA = ω23 − ωB = δ. (4.47)

Let us now set the off-resonant terms to zero; the implications of this will be discussed

later, when considering multiple Raman routes. A similar analysis is done for the pop-

ulations in the remaining two energy levels, so that the behaviour of the system can be

written in matrix notation:

i
d

dt


c1

c2

c3

 =


0 0 Ω13exp(−i∆t)
0 0 Ω23exp(−i∆t)

Ω31exp(i∆t) Ω32exp(i∆t) 0



c1

c2

c3

 . (4.48)

As with the two level case, we apply a global phase transformation as in equation 4.17

to the state populations, which removes any time dependence from the Hamiltonian.

We apply an additional rotation to the basis states of the wavefunction. This causes a

change in the Hamiltonian and decouples one of the states from the others. A rotation

to the eigenvectors:

|ψB〉 = Ô |ψB〉 , (4.49)

where

Ô =


cosθ sinθ 0

−sinθ cosθ 0

0 0 1

 , (4.50)

requires us to use a transformed Hamiltonian:

HB = O

(
HÔ−1H − i d

dt
Ô−1

)
, (4.51)

which preserves the original solutions. This corresponds to rotation around a fixed axis

by an angle which is time independent, so that the time derivative of the transformation
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equation is equal to zero, and the new Hamiltonian can be calculated to be [86]:

H =


0 0 Ω13cosθ + Ω23sinθ

0 0 Ω13cosθ − Ω23sinθ

Ω31cosθ + Ω32sinθ Ω31cosθ − Ω32sinθ δ

 . (4.52)

If the rotation angle, θ is set to make Ω23sin θ = Ω13cos θ the equation above becomes:

H =


0 0 1

2Ω0

0 0 0
1
2Ω0 0 0

 (4.53)

where Ω0 =
√

Ω2
13 + Ω2

23. We can then omit the middle state, which has become de-

coupled from the system, and write the Hamiltonian governing the remaining states

as:

H =

(
0 1

2Ω0

1
2Ω0 0

)
(4.54)

This system is thus equivalent to a two level system; if we diagonalise the equation 4.54,

we can find the eigenvalues to be:

Ω̃ =
√

Ω2
Raman + ∆2 (4.55)

where

ΩRaman =
Ω23Ω13

2δ
(4.56)

and

∆Raman =
Ω2

13 − Ω2
23

4δ
(4.57)

When we compare equations 4.56 and 4.57 with the two state case, equation 4.19, we

see that they represent the transition strength and the light shift, respectively.

In order to avoid unwanted spontaneous emission events we look for long lived states

with lifetimes much longer than the duration of the experiment. Particularly useful

for this purpose are ground states which are split by the hyperfine interaction. These

hyperfine states are ideal for coherent manipulations as they are not coupled via electric

dipole transition1, which gives long excited state lifetimes. The transition frequency

between these states typically lies within the microwave frequency range, which makes

it possible to couple the states using magnetic interactions inside high power microwave

1A transition between these states has a change in angular momentum ∆l = 0 which violates parity
conservation
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resonators, or via a two-photon Raman interaction driven in a Λ configuration with a

third state.

The two-photon transition is a second-order process, and therefore much weaker than

the single photon transition. Unless the detuning from single-photon resonance is much

greater than that for the two-photon resonance (δ � δ1− δ2−ω21), the effect of the two

photon interaction is swamped by the single photon transition. If the detuning from the

single photon transition is not sufficient, the upper state population becomes significant.

Since state |3〉 is coupled radiatively to the other two, this induces spontaneous emission

which destroys the coherence of the system.

As well as long state lifetimes, there are a number of additional advantages to this two-

photon scheme. The momentum imparted to the atom is a function of the angle between

the two beams, which makes it possible to map the velocity distribution using velocity

selective Raman spectroscopy (described in chapter 6.5). When the beams are counter-

propagating, each π pulse delivers ≈ 2~k of momentum, where k is the wavenumber

of each photon. This is much higher than if we use single microwave photons to drive

the transition, in which case each π pulse delivers 1~k of momentum, where k is the

wavenumber of a microwave photon which is much smaller than the equivalent optical

photon momentum.

The process of driving adiabatic rapid passage with Raman beams is known as STIRAP

[87]. In order to achieve this, a pulse sequence is applied which first couples states 3

and 2, before then coupling states 3 and 1. This can either be achieved by pulsing the

individual Raman beams separately, or by changing the detuning of the two photon

beams so that the 2-3 transition is excited before the 1-3 resonance. Because of the

long state lifetimes when using these Raman transitions, the adiabatic criterion is much

easier to meet.

4.5 Coherent cooling schemes

Now that we have described our tool box of π, π
2 and free evolution operators, we

are able to describe how we can fit these together in different sequences in order to

achieve cooling. There are two main schemes we are looking to implement: coherent

amplification of cooling, and interferometric cooling. These are similar to each other in

their use of coherent interactions, but quite different in many other respects. The final

implementation of these schemes may in fact require a mixture both of these techniques

to be used, as we will also discuss.
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4.6 Amplification of cooling forces

It was suggested by Freegarde et al. in 1995 [88], and successfully demonstrated in 1997

by a group in Bonn [89] that a mode-locked Ti:sapphire laser with pulse lengths tuned

to give π pulses, can be used to give a spatially selective force to deflect a beam of laser

cooled caesium atoms. In the absence of spontaneous emission, the order in which the

atom sees the two π pulses determines the direction of the radiation pressure felt by the

atom. This order is determined by the time of flight of the photons: atoms on the plane

of coincidence between the two pulses see both pulses simultaneously and therefore feel

no overall force, atoms away from this plane will see one pulse before the other which

will instigate absorption and then stimulated emission (figure 4.12). These two events

supply an impulse to the atom which is parallel and then anti-parallel to the direction

of the pulse, the impulses from both pulses will, if the atom is initially in the ground

state, add to push the atom back towards the plane of coincidence.

1. 2. 3.

Figure 4.12: The interaction order and timing of an atom with two simultaneously
released π pulses with opposite wavenumbers depends on the position of the atom
relative to the plane of coincidence (dotted line). The first π pulse to reach the atom
causes absorption, and an impulse directed towards the plane of coincidence. The
second π pulse causes stimulated emission of the atom, and a second impulse again

towards the plane of coincidence.

Schemes such as this have been successfully applied to atomic samples in order to impart

hundreds of photon momenta, or tens of photon momenta to molecular sodium.

In addition to the ordering of the π pulses, the direction of the force is also dependent on

the initial electronic state of the atom. For the focusing experiment above, it is necessary

that the atoms start the pulse sequence in the ground state. A similar experiment could

be conducted with the atoms initially in the excited state, which would cause the atoms

to be repelled from the plane of coincidence.
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Freegarde et al. [31] describes a situation similar to that above, where instead of the

atoms being pumped into a common state at the start, a velocity dependent excitation

at the start means that the initial state population is dependent on the momentum

of the atom; atoms with positive momentum are excited to the excited state, whereas

those with negative momentum are left in the ground. Incident π pulse exert an impulse

in the direction of motion of the photon to atoms in the ground state (which undergo

absorption, which are then excited to the excited state) and an impulse in the direction

opposite to the direction of the photon for atoms in the excited state (as they undergo

spontaneous emission and decay to the ground state). As the atomic populations oscil-

late between ground and excited state with each π pulse, they are also given an impulse

which, due to the interleaved nature of the pulses, gives atoms with negative momen-

tum a positive impulse, and atoms with positive momentum a negative impulse, slowly

herding the momentum distribution towards zero.

Changes to the momentum distribution are more analogous to ‘folding’ as opposed

to the ‘herding’ of atoms in Doppler cooling and so the momentum of an atom in

the amplified cooling scheme can be reduced using a much smaller number of photons

than conventional Doppler cooling. It also means, however that the final momentum

distribution is not a Gaussian, as in thermal gases. Some degree of thermalisation must

then occur between the atoms before we may accurately characterise the distribution by

a temperature. This can be achieved through atomic collisions, which, for dilute gases,

can require long periods of time. Feshbach resonances [90] can be used to increase the

cross section of collisions, to decrease this time.

The cooling timescale here is determined quite differently from that in Doppler cooling;

without the limit imposed by spontaneous decay, the atoms can be cooled on much

faster timescales making it possible to apply the technique to narrow transitions, for

which the decay time would otherwise be prohibitively long. In addition to this, atoms

with a complex structure and many allowed decay routes can be cooled on a closed

excitation-stimulated emission loop before they have a chance to decay to non-coupled

states.

Figure 4.13: The amplification of cooling scheme: A velocity selective absorption first
splits the velocity distribution, exciting atoms with positive momentum, while leaving
those atoms with negative momentum in the ground state. Successive, interleaved π
pulses overlap these two states in momentum space, so that when, as the final step, the
excited state undergoes spontaneous emission, it leaves behind a narrower momentum

distribution.
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Without the spontaneous emission necessarily present in conventional Doppler cooling,

the Doppler temperature limit does not necessarily apply here. Spontaneous emission is

still, however, used as the last step in the cooling process to guarantee irreversibility, and

therefore the single photon recoil temperature limit will still apply. However, to reach

this low temperature limit, it is important that the right number of pulses are applied

to give maximum overlap between the positive and negative velocity states. Once this

maximum overlap has been achieved, the ensemble must be de-excited, and undergo a

second velocity selective absorption if it is to be cooled further.

In general, instead of dividing the cloud momentum into two states, as per amplification

of Doppler forces, we can imagine the atomic momentum distribution as being subdivided

into a register of momentum states. In this way it is possible to address the ensemble as a

momentum state quantum computer [91], to which divide-by-two algorithms are applied

to reduce the overall momentum in fewer steps, achieving a narrower final momentum

distribution.

4.6.1 Single atom interferometry

π and π
2 pulses resemble mirrors and beam splitters in phase space [85], which makes

them useful in constructing phase space interferometers in which the atomic wavefunc-

tion is placed in a superposition of the ground and excited states. Similar to paths in

a light interferometer, these recombine to give an output which depends on the relative

phase difference between the two paths. This behaviour is exhibited by equation 4.31,

which shows that the application of a sequence of π
2 -free evolution-π2 pulses give a state

output which is dependent on the phase difference accrued during free evolution.

The beauty of this technique is that, as well as simply being dependent on the time

the atom spends in free evolution, the phase on recombination is also dependent on the

environmental conditions of each path, which, because of the mass and dipole moment

of the particles, makes the interferometer sensitive to changes in gravitational [12] and

electric fields[13]. Techniques using atomic interferometry have also been used for fre-

quency referencing and the measurement of fine structure constant [15] and the electron

dipole moment [16].

These interferometry techniques can be subdivided into two categories, depending on

whether the atom receives an impulse from the light field on absorption, as in sin-

gle photon interactions. For two photon absorption, the momentum impulse delivered

to the atom is dependent on the angular separation of the two beams so that, for a

co-propagating/counter-propagating beam orientation, the impulse given to the atom

during the interaction is dependent on the difference/sum of the wavenumbers of the
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two beams. It is possible to tune the angle between the two beams in order to address

a particular velocity class within an atomic ensemble; equivalently, by measuring the

absorption of the two beams as a function of their angular separation, one can infer

information on the velocity distribution of the atoms. This technique makes use of what

are known as recoil induced resonances [92], and shall be covered in more detail in our

discussion of MOT characterisation 6.5.

4.6.2 Interferometry with momentum insensitive Raman beams

If the beams are co-propagating, the Doppler shifts for the two beams will be almost

identical; we find that a cloud of laser cooled atoms will exhibit two photon Doppler

broadening of the order

∆f =
v

c
(fpump − fStokes) =

0.1

3× 108
× 3× 109 ≈ 1 Hz, (4.58)

where fpump and fStokes are the frequencies of the pump and Stokes beams, and v is

the mean thermal velocity of our laser cooled rubidium atoms. Using this, we find the

shift in the linewidth as a result of the moving atoms to be below the resolution of our

experiment.

In addition to this, due to the negligible momentum imparted to the atom from a single

interaction the momentum of the atom after the interaction can considered to be equal

to the momentum before the interaction. Using these velocity insensitive excitations,

the atomic ensemble can be manipulated in order to construct single-atom Ramsey

interferometers for which the output is dependent on, amongst other things, the temporal

spacing of the two π
2 pulses.

By using counter propagating π
2 pulses, with a spatially extended cloud of atoms, such

as in a vapour cell, the time between the two pulses is dependent on the position of the

atom along the cell. Figure 4.14 shows the that the atoms experience the first pulse at

a time x
c , and the second at a time L−x

c + t0, to give an overall time that each of the

atoms spends in superposition as:

∆t =
L− x
c

+ t0 −
x

c
, (4.59)

where L is the length of the vapour cell, and t0 the delay time between the two pulses.

This time can be substituted into equation 4.31; we find that the output varies sinu-

soidally over the length of the cell, with fringe spacing of c/2δ where δ is the detuning

of the light from the atomic transition frequency.
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Figure 4.14: The time each atom in the vapour cell spends in a superposition, between
the application of two π

2 pulses depends on the position of the atom along the cell, x.
The two π

2 pulses are not released simultaneously, giving the second pulse a time delay,
t0, that guarantees the separation in time of each of the two pulses.

With our typical values for the detuning, δ ≈ 2 kHz, we obtain a fringe spacing of ≈ 104

m. In order to make this technique experimentally feasible, therefore, we must find a

way of increasing this detuning, such that the fringes fit within the length of a vapour

cell.

4.6.3 Interferometric cooling

By changing the angle between the pump and Stokes Raman beams, we vary the momen-

tum imparted during the interaction from ~ times the difference of the two wavenumbers

in the co-propagating to their sum in the counter-propagating regime. We find that the

counter-propagating regime behaves significantly differently from the co-propagating

regime as momentum is imparted to the excited state path of the interferometer. The

consequence of this is an interferometer phase which depends on the energy levels of the

two atomic states, as well as the external momentum of the particle and the wavevector

of the absorbed photons.

∆E = E1 − E2, (4.60)

where E1 and E2 are the energies of the two states given by:

E1 =
p2

2m
+ Eg and (4.61)

E2 =
(p+ ~k)2

2m
+ Ee, (4.62)

where p is the atomic momentum. Thus:

E =
p2

2m
+ Eg −

(p+ ~k)2

2m
+ Ee = ∆E − ~k

2m
− 2p~k

2m
. (4.63)
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which we can then use in the time dependent Schrödinger equation to arrive at the

energy-dependent phase difference between the ground and excited states, φ:

φ =
Et

~
. (4.64)

The third term in equation 4.63 is dependent on the atomic momentum; the outcome of

the interferometer is therefore dependent on the momentum of the atom, as well as the

energies of the states and the photon wavelength. The outcome of the interferometer de-

termines whether the atom will be given an impulse from the optical field. If the timing

of the pulses is chosen carefully, therefore, the velocity dependent output of the inter-

ferometer can cool the atomic ensemble. This system forms the basis of interferometric

cooling, initially proposed by Weitz and Hänsch in 1999 [32].

This interferometric cooling scheme can be compared to that of Doppler cooling: re-

placing the Doppler effect, which gives the velocity sensitive absorption, with a velocity

sensitive interferometric effect. However, there is a crucial difference between interfero-

metric and Doppler cooling: as the velocity sensitivity in interferometric cooling comes

from the free evolution of the atom while the laser is turned off, the probability for

a particle to absorb a net photon momentum depends on the particle velocity and on

relative phases of the laser pulses, but not on the absolute laser detuning from an optical

transition. It is possible, therefore to use broadband π
2 pulses for interferometry [93],

which move the atomic population via adiabatic rapid passage. These chirped pulses

have the added advantage that they can be used to couple many transitions at once [94]

to simultaneously cool on systems comprised of individually open transitions, but which

have small transition amplitudes to states outside the group.
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Cold atom preparation

As a proof of principle, we aim to demonstrate our coherent manipulation schemes on a

freely-expanding cloud of ultra-cold Rubidium 85 atoms cooled within a magneto-optical

trap. In comparison with room temperature vapours, Doppler and sub-Doppler cooled

atoms have much lower densities and velocities and a corresponding lower collision rate.

This makes them more suitable candidates for coherent manipulation schemes where it

is necessary for the coherence time of the atoms to be equal to the time scales of the

experiment.

For our magneto-optical trap, we require frequency stabilised lasers and a vacuum cham-

ber containing a low density Rubidium gas. In addition to this, for coherent manipu-

lation and state readout, we require the capability for the amplitude modulation of the

beams, as well as imaging optics sensitive to the cooling transition frequency of the

atom.

5.1 Rubidium for coherent control

Rubidium is a group I element with an atomic number of 37. Of its two naturally

occurring isotopes, 85Rb makes up 72% with 87Rb making up the remaining 28%. Ru-

bidium has always been a popular candidate for spectroscopy experiments due to its

hydrogen-like atomic structure, for which the energy levels are calculable. As a result

of this, the spectroscopy of Rubidium has been well documented [95]. The D2 transi-

tion, between the ground |5S1/2〉 state and the excited |5P3/2〉 is particularly popular

for magneto-optical trapping due to the transition wavelength,which at 780.241 nm for

85Rb, is easily accesible by the near-infra-red diode lasers used in compact disc players.

In addition to this, the |5S1/2, F = 3〉 → |5P3/2, F = 4〉 transition forms a closed optical

62
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loop. The short excited state lifetime of 26 ns [95] gives a low Doppler temperature limit

(see section 3.6).

Figure 5.1: The D2 line of Rubidium 85, and, for comparison, Rubidium 87.

The atomic structure of 85Rb and 87Rb is similar enough that both can be cooled by

a magneto-optical trap using only a single trapping a repump laser. However, the two

additional neutrons in the nucleus of Rubidium 87 gives a difference in the nuclear

mass and spin for the two isotopes which affects the energy level structure. Thus, the

hyperfine interaction, which is a result of the interaction between the electron and the

nuclear spin, is more than twice as strong 87Rb as it is for 85Rb. It is for this reason

that we choose 85Rb with a ground hyperfine splitting of 3GHz, over 87Rb with one

of 6.8GHz; as 3GHz is more easily accessible by equipment designed for the telecoms
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industry, the synthesisers are cheaper and more easily available than for the higher 87Rb

transition frequency.

5.2 The vacuum chamber

The trapping forces of the magneto-optical trap are shallow enough that collisions with

thermal atoms at room temperature supply sufficient energy to cold atoms to enable

them to escape; the loading rates, and the total atom number are limited by the collision

rate, predominantly between trapped and background atoms. Unless the background

pressure is low enough, loss rates will be too high to form a MOT. Although some

authors have reported magneto-optical traps in vapour cells [96], this has only been in

the presence of an ion pump which reduces the pressure to 10−8 mbar, significantly lower

than that of a standard vapour cell.

The low collision rates obtained through laser cooling are also useful for experiments

which manipulate the properties of atomic coherence where otherwise the high collision

rates contribute significantly towards the overall decoherence rate.

For these reasons, our coherent manipulation experiments are performed in a vacuum

chamber with a pressure of 10−9 millibar at which the density is low enough for the

atoms to be treated as ballistic with long trap and coherence lifetimes. Pressures as low

as this are only achieved after impurities lining the inner surfaces of the chamber have

been removed through cleaning and baking. The pressure is then reduced in two stages,

first by a dry scroll pump and then by a turbo pump. Further details of the baking and

construction of our vacuum system can be found here in reference [97]. The pressure in

the chamber is reduced and maintained using a combination of an ion pump, for which

the output current gives an indication of the atomic density within the chamber, and

an absorption pump.

While it is necessary that the background pressure of atoms in the chamber is minimised

during coherent manipulation, some rubidium background pressure within the chamber

is necessary to load atoms into the MOT. However, as with any thermal gas within the

cloud, too high a rubidium pressure can cause an increase in the rate of collisions which

affects the coherence times of the atoms. The readout of our coherent manipulation is

performed with a resonant beam, which excites background gas as well as the coherent

atoms (see figure 5.4). If the background gas pressure is too high, the light emitted by

these atoms can dominate the signal from the coherent manipulation.

The background pressure of rubidium in the chamber is controlled by getter-based

sources which release rubidium 85 into the chamber after heating by a current loop.
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Figure 5.3: A photo of our MOT chamber showing three of the six mirrors used to
retroreflect the beams, collection optics (foreground), imaging optics (top right) and

pumps (left).
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Figure 5.4: Applying a current to the getters increases the background pressure of the
chamber and increases the number of unpumped atoms which enter the beam region,
changing the relative proportion of atoms in the ground state which is important not

to confuse with optical pumping.
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Rubidium is released from the getters, once a threshold current is reached. In order to

minimise the background pressure, after an initial loading of the MOT by the getters

on a high current, the current is reduced to just above threshold for the experiments.

The chamber is also resistively heated by the magnetic trapping coils, which releases

atoms from the side of the chamber, increasing the background pressure, without the

need for the getters to be turned on. This release of rubidium can also be achieved by

UVA LEDs which cause light induced desorption [98] of rubidium lining the chamber,

increasing the rubidium pressure of the cold chamber. The pressure of the chamber

responds much faster to changes in the UV light intensity than to changes in the getter

current, which makes the UV lights particularly useful in situations when fast changes

in the background pressure are necessary.

5.2.1 Magnetic coils

To create the spatial potential for the magneto-optical trap, a pair of anti-Helmholtz

coils with 15cm diameter are placed around the circumference of the top and bottom

windows of the vacuum chamber. These give a constant magnetic gradient between 10

to 20 G cm−1 [97] along the vertical direction, with a zero which is correlated to the

geometric centre of the vacuum chamber. A higher magnetic field gradient causes a

faster rate of change of the optical force with distance. Wallace et. al showed that this

causes the MOT radius to be proportional to the square of the magnetic field gradient

[58]; this higher degree of localisation can be advantageous in many circumstances, such

as for the uniform illumination of the cloud which is discussed later in section 4.3.2.2.

The resistive heating of the coils increases the temperature of the chamber, which can

cause stress in the windows and creep in the alignment of the optics if it occurs too

quickly. To limit this, we pass cooled water over the coils which limits the rate of

heating, and the maximum temperature of the chamber.

The vacuum chamber is not magnetically shielded, and stray fields can move the position

of the minimum field from the center of the chamber and cause unwanted structure in

the trapping potential. The magnetic field inside the chamber is particularly affected

by the strong permanent magnets in the ion pump, which are located close to one side

of the chamber. To correct for this, we have a set of four compensation coils, which

are placed perpendicularly around the four major horizontal windows in order to add

a static offset field which can move the cloud back towards the center of the chamber.

Along the vertical direction, we change the current in the trapping coil to achieve the

same effect: the top coil operates at a current approximately 5% higher than the bottom
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in order to correct for the offset due to gravity, keeping the atoms at the center of the

chamber.

5.3 The trapping and repump lasers

Diode lasers are cheap, convenient and reliable sources of coherent light which, combined

with an external cavity to form an external cavity diode laser or ECDL, give tunability

and a narrower linewidth. These modifications give diode lasers the frequency and

intensity stability suitable for cold atom and atom optics experiments.

There are two common arrangements of ECDLs known as the Littrow and the Littman-

Metcalf [99] arrangements. The Littrow configuration (shown in figure 5.7) has a grating

orientated at an angle such that the first order diffracted beam is directed back into the

diode, causing lasing. In comparison, the Littman configuration, reflects the first order

beam from a grating onto a mirror which is retro-reflected back onto the grating. The

first order diffracted part of the beam is then used to seed the diode. There are a number

of differences between the two ECDL arrangements, which must be considered for each

application: the Littrow design, suffers a lower output power than the Littman as a

result of the unused first order diffracted beam after reflection. In addition to this, the

Littman-Metcalf arrangement has a comparatively broader linewidth than the Littrow

which has a longer cavity length [99]. The Littrow arrangement also has the added

advantage of an output alignment does not change when tuning the cavity.

For the cooling and trapping lasers, we use Sharp 120 mW, 784 nm laser diodes which,

in conjunction with an external cavity in a design described by Arnold et al. [? ], can

be made to give 40 mW at 780nm. After filtering and amplitude modulation this gives

a maximum power in both the trapping and repump beams of up to 14 mW in all three

beams, which is then split evenly amongst the three MOT beams with a beam diameter

of 7 mm, which gives sufficient optical power to exceed the saturation intensity.

The output facets of these diodes are not anti-reflection coated and reflections allow

lasing without an external cavity. Even with an external cavity, feedback of the light

from the front surface of the laser into the chip results in a set of laser modes that

must be matched to the modes of the external cavity in order to obtain a stable output

wavelength.

The wavelength of the laser can be controlled by supplying a voltage to a piezoelectric

actuator mounted on the back of the grating such that it changes the angle of the grating,

causing a change in the wavelength fed back to the diode. If this feedback is linked to

an atomic reference, such that the voltage supplied to the piezoelectric is related to the
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Figure 5.5: The trapping beam comes from an ECDL is locked to a saturation absorp-
tion spectroscopy reference which is Zeeman shifted by magnetic field coils, intensity
modulated by an AOM, combined with the repumper beam by a polarising beamsplitter

cube, and then coupled into an optical fibre for spacial filtering

Figure 5.6: A schematic of the trapping laser setup. LD: laser diode, FI:Faraday
isolator, AOM:acousto-optic modulator PBS:polarising beam-splitter, QWP: quarter

waveplate, VC:vapour cell, PD:photodiode.
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Figure 5.7: A grating in the Littrow configuration feeds back the first order diffracted
beam to cause lasing in the diode chip. The grating can be rotated to change the cavity

length and the grating angle, which affect the lasing output

Figure 5.8: A figure showing the different mode structures of a typical diode laser in
an ECDL setup [100]

detuning of the laser from an atomic transition, the laser can be stabilised to a fixed

transition frequency.

In addition to the grating wavelength control, slower variations in the frequency can be

corrected for by changing the temperature of the diode itself, which causes an expansion

of the chip and a shift in laser modes. To maintain temperature stability of each of the

diodes, and enable the temperature control of the wavelength, each laser is maintained

at a constant temperature by a Peltier cooler which is mounted between the laser hous-

ing and the heat sink, and monitored by a sensor in thermal contact with the diode.

Feedback to the Peltier is provided by a Thorlabs laser temperature controller.
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For a constant cavity length to be maintained, it is important that the each laser is vibra-

tionally isolated from any sources of mechanical noise. To achieve this, the experiments

are performed on a Newport floating table which eliminates most of the vibrations. The

lab sits next door to the physics mechanical workshop, however, and vibrations from

the workshop machinery are noticeable on the feedback signal to the lasers, causing

variations in the output frequency. It is partially due to this reason that most of the

measurements presented in this thesis were taken after 5pm. In addition to this, changes

in the air density inside the external cavity caused by air currents around the table also

change the mode spacing and so we have constructed boxes which fit around the lasers

to limit the air flow around the cavity.

As careful as one might be, movement of people in the lab causes an additional air flow

around the equipment, and large vibrations occur when Allen keys are dropped; this was

a fundamental reason for developing the remote data acquisition software, which allows

the experiment to run without any manual presence in the lab.

The laser must also be optically isolated from the rest of the experiment to prevent back-

reflections coupling into the diode. This is achieved through Faraday isolators, which

are placed after each laser giving 30dB of isolation from back reflected light. Despite

this isolation, reflections from the output facets of the optical fibres cause reflections to

propagate backwards down the fibre; despite the small amount of power in the reflected

beam and the optical isolation, the spatial mode overlap between input and output

beams is good enough for a small amount of power to cause interruptions in the mode

structure. To avoid this, we use angled-cleaved fibres, where the angled output facets

produce reflected beams which are not coupled into the fibre.

5.3.1 Assembling the diode lasers and alignment of the external cavity

The laser construction is designed to maximise the temperature stability and vibrational

isolation of the diode. Because of this, the diode is securely enclosed within a housing

which is isolated from the optical table by a hollow posts. This maximises the thermal

isolation of the diode from the optical bench, while giving the highest stability. A Peltier

cooler is used to cool the diode and housing, transferring the heat to an air cooled heat

sink. The assembly is held together with rigid springs with high thermal conductivity

heat paste placed in between the components to improve thermal contact.

In front of the laser, an aspherical lens collimates the laser output making it necessary

for the lens to be situated the correct distance from the diode output to give a parallel

output. This is varied by a screw thread. The grating sits on the front of the diode

housing, in front of the diode. The angle and distance of the grating to the diode are
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roughly set by the geometry of the housing, however fine alignment of both the cavity

length and the grating angle is achieved using two fine thread screws which pivot the

grating along and perpendicular to the lines of the grating, to achieve changes in the

cavity length and grating angle.

The design of the lasers was intended to decouple changes to the cavity length and the

grating angle, to allow the cavity length to be set, before the angle of the grating is

adjusted. Invariably, however, theses parameters are coupled, and ideal laser operation

is achieved only after successive changes to the cavity length and the grating angle are

made iteratively.

The laser diode will lase at a lower current in the presence of an aligned cavity, so that

the correct cavity length can be found by reducing the current supplied to the diode to

just above threshold, and adjusting the cavity length screw. At the correct length, the

output of the diode will suddenly increase as a result of the cavity coupling. After the

cavity has been adjusted to give the maximum output power, the current is increased to

normal laser operating current, and, after a thermal equilibrium has been reached, the

cavity angle screw is changed until it reaches the required resonant wavelength; this is

inferred from a fluorescing vapour cell, absorption spectra or a wavelength meter. Large

changes made to the grating angle change the lasing wavelength more or less linearly, so

that it is normally straightforward to tune the grating angle to give a resonant output

using the wavelength meter.

After the laser has been tuned to resonance, it is probable, especially if the grating angle

screw was changed excessively during tuning, that the length of the cavity will have to be

adjusted; this is also necessary after the laser has been knocked, or after many heating

and cooling cycles caused by the daily turning off of the lasers. Misalignment of the

cavity length can be inferred from discontinuous steps in the absorption spectra as the

laser lases on more than a single mode (see figure 5.9).

The position of the grating pivot point means that changes in the angle of the grating

also affect the angle of the output beam. This can be a problem for alignment of the

lasers, making it necessary to realign the spectroscopy or fibre setup after small changes

have been made to the grating angle. This problem is corrected for in a new laser design,

which incorporates an additional mirror, which pivots along with the grating to act like

a corner cube making, despite small positional changes, the angle of the output beam

invariant with changes in the angle of the grating.
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Figure 5.9: The lower hyperfine spectra with a discontinuous change in the absorp-
tion,shown by the dotted line; this is a good indicator that the external cavity length

is poorly set.

5.3.2 Laser stabilisation

As changes in the detuning of the lasers can cause large changes in the MOT loading

rate [101], frequency stabilisation of the lasers is vital to avoid any significant changes in

the number of captured atoms. To achieve this, we use one of the most convenient, and

most accurate frequency references available: the atom. By passing the beam through

a vapour cell containing a natural mix of rubidium isotopes, we can obtain a locking

signal derived from one of the Rubidium D2 absorption lines, which, when fed back

to the laser through the piezo-electric on the external cavity, the temperature, or the

current, stabilises the output wavelength.

5.3.2.1 Saturated absorption spectroscopy

Rubidium atoms at room temperature have a Doppler width which is much greater

than the hyperfine splitting, which makes it difficult to resolve the individual hyperfine

absorption lines. In order to lock to one of these lines, we use a technique known as

saturated absorption spectroscopy. This looks at the absorption of a weak ‘probe’ after

the atoms have interacted with a strong, counter-propagating, ‘pump’ beam. The pump

beam causes large changes in the ground state population of resonant atoms, while the

probe beam sees a transmission which is heavily dependent on the population of the

ground state, although due to its low intensity causes a negligible change in the ground

state population itself. For most atoms, with non-zero velocity, the atom sees pump
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Figure 5.10: The lower hyperfine spectra with (red) and without (blue) a pump beam
to give the spectra with and without Doppler free saturated absorption features. The

red and blue lines show five point moving averages.

and probe beams at different frequencies and the pump beam does not affect the ground

state population of atoms resonant with the probe beam. Atoms which are resonant with

the pump frequency therefore see a depletion in their ground state populations; if these

atoms are also resonant with the probe beam, which occurs if the atom is stationary,

or in the case of cross over resonances (see below), a corresponding reduction in the

scattering of the probe beam known as a ‘Lamb Dip’ occurs. This allows states with an

energy splitting much less than the Doppler broadening to be resolved.

5.3.2.2 Cross-over resonances

When the Doppler broadened profile contains two or more transitions with a common

ground state, one observes more Lamb dips than there are transitions as a result of

‘cross-over’ resonances. This occurs when the beams interact with atoms which have

velocity corresponding to a Doppler shift equal to half the frequency difference between

two states. The pump beam, resonant due to the Doppler shift, depletes the ground state

via transition one; while the probe beam, interacting with the same atom, interacts due

to counter-propagating direction, with the second state. As the ground states are shared
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between the two states, the probe beam sees a depletion in the ground state of that atom,

and although it is resonant with another transition, sees an decrease in the transmission.

5.3.2.3 Laser Locking Methods

The spectrum measured by saturation spectroscopy has Lamb dips in the Doppler profile

which are centered on the transition frequency. These dips have a turning point at the

atomic transition frequency to which we are unable to lock. For the repump laser, which

does not need to be exactly on resonance, we can choose to offset the locking, and lock

to either the side of the Doppler or Doppler-free profile. However, such a scheme is

sensitive to variations in beam power, which makes the lock point susceptible to changes

in the laser output which can be brought about by changes in the grating angle and air

currents.

In order to avoid this, there are schemes which post-process the absorption spectra

to create a locking signal which varies linearly around the transition frequency. The

feedback from this, can then be fed directly into a servo amplifier, which feeds back

the correct voltage to the laser. There are two popular methods of doing this: the

Pound-Drever Hall method [102], or the dichroic atomic vapour laser lock (DAVLL)

[103] method.

In the Pound-Drever-Hall method, the frequency is modulated, either by a Pockels cell

or by modulating the laser driving current, by a small amount to give sidebands, offset

by plus and minus the modulation frequency from the the main carrier frequency. These

sidebands experience a difference in attenuation around the resonance so that when the

light is demodulated, by mixing the light from the photodetector with the original local

oscillator modulation signal, the sign of the output is different on each side of the atomic

resonance.

In comparison, the DAVLL subtracts the signal after two oppositely circularly polarised

light beams are passed through a vapour cell of atomic vapour. If a magnetic field

is applied to the atomic vapour to split the mf levels, the atoms become birefringent

causing a difference in the absorption of the two circular polarisations. Subtraction of

the two signals from one another in this case gives a linear locking signal centered around

the atomic resonance.

Unlike the saturation absorption method, the shape of the DAVLL lock is much broader

than the sub-Doppler features of the vapour and depends on the ratio of the intensity

of the polarised beams, which can be affected by temperature and other environmental

changes. This makes it necessary to monitor the lock point of the DAVLL against a
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Figure 5.11: The setup for the saturated absorption/Pound-Drever-Hall locking tech-
nique. PD:photodetector, LO:local oscillator, PZE: piezo electric, PID: proportional,

integral and differential.

fixed frequency reference, such as a wavelength meter, or a saturated absorption setup.

This broad lockpoint, however gives the DAVLL systems much greater locking times

which makes it possible for DAVLL to stay in lock for periods of days, as opposed to

hours with an S.A.S. lock.

Due to the added experimental complexity of having to compare the output to an exter-

nal frequency reference, the experiments performed in this thesis were performed using

a saturated absorption lock, with the Pound-Drever-Hall method of locking. Since the

initial construction of the S.A.S. setup, comparison of our system has been made with

a working DAVLL system, and insufficient differences in the performance were observed

to warrant a change-over to the DAVLL system. There are distinct advantages in both

the broad error signal offered by DAVLL, and the narrow, atomic based, error signal

given by S.A.S.; for this reason our group is interested in combining the error signals of

both of these two systems into one: this work is in its early stages and ongoing.

5.3.2.4 Locking with a PID controller

To avoid oscillations of the laser frequency around the lockpoint, we use a feedback

based on proportional, integral and differential terms derived from the laser error signal.

If these quantities are added to the feedback in the correct amounts, the oscillations are

damped, and the laser frequency more closely follows the lockpoint frequency.

The proportional error gives an feedback signal based on the current error, while the

integral and differential based on the sum of past error, and prediction of future errors

based on current rate of change of the error signal. As a result of this, while the
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differential gain useful in systems where signal responds very slowly to changes in the

feedback, it is of little use in our locking of laser diodes where the the output wavelength

responds quickly to changes in the diode driving current. Changes in the temperature

of the diode, however, can also be used to tune the output frequency; in this instance,

the temperature feedback would have to be based on the differential of the error signal.

Many algorithms are available [104] which find the optimum values of the proportional,

integral and differential gain although we find that tuning by hand gives a lock which is

sufficient. As a general rule, we repeat iterative steps of finding the maximum value for

proportional gain before the output starts to oscillate, then reducing the proportional

slightly from this value, and increasing the integral until it stops oscillating.

5.3.2.5 Offset locking, and choosing a suitable detuning for Doppler cooling

For Doppler cooling to be successful, it is necessary to detune the lasers away from res-

onance. Choosing a suitable detuning is a trade-off between the minimum temperature

of the MOT, and number of captured atoms. For atoms at the Doppler cooling limit,

the temperature of the atoms is related to the detuning by the relation [62]:

kBT =
~γ
4

1 + (2∆/γ)2

2|∆|/γ
(5.1)

which gives the minimum temperature, kBT = ~γ/2, when ∆ = −γ/2. In the sub-

Doppler limit, however, different temperature limits apply; empirical evidence in a paper

by Lett [62] shows an inverse relationship between the temperature of the atoms in the

trap and detuning which suggests that lower temperatures can be achieved if driving

laser frequency is set to more than half the linewidth from resonance. As the atom

number is also inversely proportional to the detuning minimum, arbitrarily increasing

the detuning to obtain lower temperatures is not an option: we must instead find a

compromise between temperature and atom number. We find a suitable compromise

at 3 times the linewidth, or 18 MHz for the Rubidium D2 cooling transition. In some

situations we find that it is advantageous to increase the atom number at the expense of

a higher temperature; if we reduce the diameter of the trapping beams, for example, it is

also necessary to change the detuning to increase the atom number in order to maintain

a constant signal to the photo-detectors.

The linewidth of the locking signal produced by the Pound-Drever-Hall method is much

narrower than 18MHz, and as such it is not possible to simply offset the lockpoint

to stabilise the laser at this detuning. While the frequency shift of the trapping and

repump AOMs can be used to achieve a detuning closer to 18MHz, although the range

of offset frequencies we can produce by this method is limited. As it is already necessary
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to modulate the amplitude (section 5.3.4) of the beams by passing them through two

AOMs before the chamber, we use these to generate a 30MHz shift in the trapping and

repump frequencies. If we then lock to an atomic transition which has been Zeeman

shifted by 12MHz, we can achieve the necessary detuning. We apply this magnetic shift

using a using a pair of coils in a Helmholtz configuration around the vapour cell. The

current necessary to produce this shift can be calculated, from the geometry of the coils

and the magnetic dependence of the state. It is much simpler, however, to calibrate the

energy shift by comparison with the transition frequencies in order to apply the correct

offset.

In order for us to be able to resolve the individual resonances, it is important that

the magnetic field causes an energy shift which is homogeneous along the length of

the cell to within the line spacing of the atomic resonance. Despite this, a slightly

inhomogeneous field can be advantageous, since this inhomogeneity broadens the spectral

line and thereby gives a wider locking signal, therefore increasing the lifetime of the lock.

The separation of the hyperfine states is small, so that it is possible that the magnetic

shift is sufficient to overlap the opposite extreme mf states for neighbouring F states,

which can limit the resolution of each individual spectral line. In order to avoid this, the

vapour cell is pumped with circularly polarised light so that the atomic population is

pumped into one of the extreme mf states, eliminating the interference from the overlap

of the other transitions.
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The magnetic coils used for offset locking are also useful for heating the vapour cell,

which increases the vapour pressure within the cell to give a bigger signal to the photo-

detector. For this reason, the stability of the laser lock noticeably increases after the

magnetic coils have had time to increase the temperature of the vapour cell.
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Figure 5.12: The Doppler free saturated absorption spectra after demodulation by
the Pound Drever Hall method, with and without a magnetic field applied to shift the
energy levels. Note that with an applied magnetic field, the population is pumped into
the most positive two mf levels by the circularly polarised light, and therefore only two

spectral lines are observed.

5.3.3 Measurement of the laser linewidth of the trap and repump lasers

The tera-Hertz frequencies of both the trapping and repump lasers makes it experimen-

tally unfeasible to measure the change in electric field with time in order to directly

measure the linewidth of the trap and repump laser. Instead of this, we couple the

repump and the trapping beams into an optical fibre and set the polarisations so that

they are equal. With the two beams spatially overlapping, we lock the lasers to separate

atomic lines and see a beat note which modulates the intensity of the light at the dif-

ference in the transition frequencies. As the lasers and locking electronics are identical,

we can assume that the linewidth of the two lasers is identical, so that a measurement

of the variation in the beat note between the two frequencies can be used to infer the

linewidth of the individual lasers (more experimental details on this can be found here

[105]). In addition to this, by looking at the spacings between the zero point crossings,

we can measure the Allan variance [106], which describes the deviation of an oscillator

over a given time interval. The stability between the lasers was found to be 220 ± 130

kHz on time scales from 1µs→ 10 ms.

5.3.4 Intensity Modulation: Acousto-optic modulators

While the MOT beams are turned on, the F = 4 and to a lesser extent the F = 3 ex-

cited states are populated, and spontaneous emission occurs to either of the two ground
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hyperfine levels. In order to maintain the coherence of our atoms during manipulation,

we must ensure that the excited states remain unpopulated which we achieve by extin-

guishing the MOT beams during the coherent manipulation. Independent control over

the trapping and readout beams is also required for processes such as state prepara-

tion, readout of the coherent states (section 8.1) and release-and-recapture temperature

measurements (section 6.5).

We perform the switching with acousto-optic modulators (AOMs): non-linear crystals

with traveling compression waves perpendicular to the light wavevector. The light, with

a speed many times that of the compression wave, sees a slowly moving grating, which

causes diffraction. By switching the amplitude of the compression wave, we can turn

these diffracted beams on and off at the rate at which it takes the sound wave to pass

over the beam front (typically tens of nanoseconds). Although small when compared

with the speed of the light, the speed of the compression wave causes a frequency shift

of the diffracted light by an amount given by the product of the compression frequency

and the diffraction order, which makes it possible to induce both positive and negative

frequency shifts.

Each AOM offers diffraction efficiencies up to 90% for beams with flat wavefronts and a

Gaussian profile while at an angle that obeys the Bragg condition; although our diode

lasers give out a less than perfect beam profile, we still achieve efficiencies upwards of

70%. A single AOM gives an extinction ratio better than than 40 dB which is not

sufficient to be able to neglect single photon interactions with the MOT cloud while the

AOM is turned off. To compensate for this, we use a second AOM which doubles of the

extinction of the trapping and repump beams during coherent manipulation.

5.3.5 Optical fibres for spatial filtering

Although close to a Gaussian profile, the transverse beam quality of the diode lasers is

not perfect. This is exacerbated by the AOMs which diffract only parts of the beam

profile which meet the Bragg condition. In order to correct for this, we sacrifice beam

power for a good beam shape and filter the light by coupling into an optical fibre. Once

the light is filtered, the MOT cloud takes on a more uniform shape. In addition to

this, using a fibre between the laser and the chamber allows the spatial alignment of the

beam through the switching optics, which is affected by changes in the grating, to be

decoupled from the alignment of the beam onto the MOT cloud; in doing this we know

that, so long as the fibre output coupler does not move, once the beams are coupled into

the fibre, they will be aligned in the correct positions for a MOT.
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5.3.6 Alignment of the MOT beams

Fine and coarse alignment of the MOT beams is crucial for the success of our coher-

ent manipulation techniques; the correct balance of optical forces obtained from a well

aligned MOT gives a higher number of colder atoms. In order to achieve sub-Doppler

temperatures, the atoms must sit in a standing wave between the incoming and outgoing

beams, which causes a light shift greater than that of the magnetically induced Zeeman

shift; if the MOT beams are not counter propagating, or if the MOT is offset from centre

to a region of non-zero magnetic field, sub-Doppler cooling will not occur.

Our MOT design uses one beam, which is a mixture of the trapping and repump beams,

linearly polarised and in a good Gaussian mode, which is then split into three beams by

two polarising beam splitters. The ratio of the splitting is determined by the polarisation

of the light, which we set to give equal powers in all three beams. Three quarter-

waveplates are then used to give the correct circular polarisations necessary for trapping.

Each of these beams is sent though the vacuum chamber so that they coincide with the

geometric center of the chamber, which also overlaps with the zero of the magnetic field.

These beams are then retro-reflected through a quarter-waveplate by a mirror, which

reverses the direction and polarisation of the light. The alignment is non-trivial and we

find the only practical method of aligning the beams with the zero of magnetic field to

be through geometrical methods.

The symmetrical nature of the chamber is such that if the beams pass through the centre

of each window they will also coincide with the zero of the magnetic field. In order to

achieve this, we use circular plastic cutouts, which are a tight fit over the windows, with

small holes cut into the centre. If the MOT is aligned correctly, the small amount of light

will pass through the hole on the input window, through the small hole on the opposite

window, and then be retro-reflected along the same direction through the holes on the

way back. For the larger windows, which are too constrained by equipment to use the

circular cutouts, we use a fine thread which is wrapped around the symmetrical nuts

of the chamber to indicate the centre. For sub-Doppler cooling, it is essential that the

the beams are perfectly counter propagating, and to achieve this, we place a iris at the

output of the fibre which reduces the beam diameter. If the beams are perfectly counter

propagating, both the outwards and retro-reflected beams will pass through the iris. By

meticulous alignment of the beams, we achieve a cloud with a higher atom number, at

a significantly colder temperature than the cloud for loosely aligned beams.

The lowest temperatures of a magneto-optical trap are achieved when the beams are

perpendicular to one another. For ease of alignment, we achieve this using vertical

and horizontal beams through the six biggest windows of the vacuum chamber. Such an
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arrangement uses up valuable optical access that could be put to better use in increasing

the optical access for the imaging optics. Our chamber design makes it possible to ‘rotate’

the beams so that they enter the chamber through some of the smaller windows, which

would allow the large vertical windows to be used for readout giving greater optical

access to the cloud.



Chapter 6

Characterisation of the atomic

cloud

6.1 Why a MOT for coherent manipulation?

Although well documented that the gas clouds produced by magneto-optical trapping

give low collision rates, before we neglect these processes ourselves, we must calculate

the collision rate in our atom cloud which we can achieve from measurements of the

cloud size, atom number and temperature. If we find this rate to be much greater than

the time scales of the experiment, we can justifiably neglect them from our interaction

picture.

In addition to helping to estimate the collision rate, we will go on to discover how

many of the additional decoherence processes described in section 4.3 are affected by

the properties of the MOT cloud. Regular measurements of the atom cloud are needed

to characterise the change in coherence with changes in these parameters. So that reg-

ular characterisation does not take time away from the main running of the coherent

manipulation experiments, it is preferable for these measurements to be quick and auto-

mated. Finally, as the objective of this work is to implement changes in the momentum

distribution, it is vital that we are able to measure the shape of the velocity distribution

both before and after manipulation.

The main characterisation parameters are the position, size of the MOT cloud, shape

(density distribution) and temperature (velocity or momentum distribution), many of

the which have been covered in previous theses by other group members [97, 105, 107].

Although stable on short time scales for the duration of individual experiments, slow

drifts in the experimental setup can cause daily variations in the MOT parameters.

83
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The lock points of the lasers, for example, are derived from the attenuation of a probe

beam inside a rubidium vapour cell which is dependent on the temperature of the cell.

Although a constant temperature of the lab is maintained to within a degree by an

air conditioning unit, the many amplifiers, lasers and magnetic coils located around

the optical table result in local variations in the temperature. These local temperature

variations have also been found to cause small changes in the alignment of the optics,

which affect the MOT beam parameters.

6.2 Measuring the atom cloud shape

In normal operation, the MOT acts as a source of spontaneously emitted, near infra-red

(NIR) photons. Because of this, if loaded to a high atom number, it is possible to see the

cloud with the naked eye. Under normal loading conditions, however, the wavelength of

the emitted light, which is at the far end of the eye’s response, and the small size of the

MOT make it necessary to use imaging optics which are more sensitive in the NIR.

We image the MOT cloud onto a Watec CCD camera, which we then display on a CRT

screen. We use this image to give a qualitative indication of the alignment, the size and

atom number of the cloud and the background pressure within the vacuum chamber.

If the pressure of Rubidium in the chamber is sufficiently high and the lasers on reso-

nance, Rubidium within the beam path fluoresces making it visible to the cameras; this

can be used to fine tune the alignment of the cloud to coincide with the centre of the

beams. The shape of the MOT also gives a good indication of this alignment, with many

exotic toroidal and flared shapes indicating misalignment of the beams (figure 6.1). De-

spite independent laser and camera triggering, the image of the MOT beams while the

trapping beams are pulsed on and off can be used to quickly infer some information on

the velocity distribution of the cloud, particularly if it is non-spherical.

Figure 6.1: If the MOT is over loaded and misaligned, it is possible to form toroidal
shaped clouds.
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From a single camera, it is only possible to infer information from a 2D projection

of the MOT cloud, which makes it necessary to use two imaging cameras orientated

orthogonally to ensure that the cloud is spherical from all directions. During alignment

we use a combination of both the lens system described above, and a separate CCD

camera which we attach to our readout optics.

6.3 Measuring the atom cloud size

Using a CCD camera with a known pixel size it is possible to measure the MOT size

using the image on the CCD. In this case, the magnification of the image is given by

the ratio of the distance from the cloud to the lens, u, and the lens to the CCD, v:

M =
u

v
. (6.1)

Alternatively, if we take an image of the MOT cloud and then use the same collection

optics to image a ruler, we find that the two images will have the same magnification,

enabling a direct measurement of the field of view which can be used to calculate the

MOT size. Such a system relies on a shallow depth of field, to be certain of the exact

distance at which the camera is in focus; this can be achieved with a large enough

distance, v.

For the limit of low intensity trapping beams and non interacting particles, the density

distribution of the MOT cloud centered on the coordinates (x0, y0, z0) takes the form of

a 3 dimensional Gaussian given by:

ρ(x, y, z) = exp

(
−(x− x0)2

2σ2
x

− (y − y0)2

2σ2
y

− (z − z0)2

2σ2
z

)
, (6.2)

which can be re-written as a product of a two dimensional Gaussian, ρ(x, y):

ρ(x, y, z) = ρ(x, y) exp

(
−(z − z0)2

2σ2
z

)
, (6.3)

where σx, σy and σz are the widths of the Gaussian cloud along the x, y and z directions

respectively. For imaging optics with a depth of field significantly larger than the cloud

width, the direction along the z axis is integrated to give:∫ +∞

−∞
ρ(x, y, z)dz =

∫ +∞

−∞
ρ(x, y)exp

(
−(z − z0)2

2σ2
z

)
= σz

√
2πρ(x, y). (6.4)

Which tells us that the width of the cloud can be inferred by measuring the width of

the two dimensional projection of the three dimensional cloud.
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Figure 6.2 gives the fluorescence cross section for a typical MOT cloud. From this, we

can measure the 1/e2 value of the MOT size to be 328 ± 3 µm and 357 ± 3 µm along

the two axis of the imaging system.
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Figure 6.2: A CCD camera can be used to infer the shape and a symmetry of a
2-dimensional projection of the MOT cloud.

6.4 Measuring the atom number

Measurement of the number of atoms in the cloud cannot be made directly, and instead

we must rely on an indirect measurement of the voltage from a photomultiplier tube

which is proportional to the number of atoms. Relative measurements of the atom num-

ber, such as are necessary for our coherent manipulation schemes, are a straightforward

experimental procedure requiring no changes to the magneto-optical trap setup. On the

other hand, absolute calculations of the number of atoms contained within a cloud are

far more uncertain, requiring knowledge of the intensity of the scattering beam, and the

fraction of photons reaching, and then measured by, the detector. These calculations use

a number of parameters which are difficult to measure, such as the collection efficiency of

photons which have been emitted by off axis atoms, the amount of scatter from windows
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and lenses and the the quantum efficiency of the detector, which added together give a

large uncertainty.

A typical signal from the MOT cloud, after collection and amplification is 50 mV. After

applying the conversion factors which can be found in reference [107] in conjunction with

the settings on the PMT and current amplifier, we find the atom number for the cloud

measured in section 6.3to be (1.6± 0.1)× 107.

6.4.1 Density of the MOT

The atomic density of the MOT can be calculated from the measurements of the atom

number and size described in the previous sections. As both the MOT size, the atom

number of the vary from day to day, it is important that the density is calculated from

measurements of the size and atom number taken at the same time.

Using these numbers, we arrive at a value for the density of 7.1×1017 m−3: significantly

less than the ≈ 1025 m−3 number density of air at room temperature and pressure. This

(at a typical MOT temperature of 80µK) gives a phase space density of 6.7 × 10−6,

which is significantly lower than that of ≈ 2.6 [101] required to achieve Bose-Einstein

condensation.

As the intensity in the trapping beams is increased, the density profile has been predicted

[56] to evolve into a top hat as the force from re-radiated photons becomes comparable

to the trapping forces. We have failed to observe such a transition, and alongside other

authors continue to observe a Gaussian density distribution at high powers.

6.5 Measuring the velocity distribution of the MOT

If we are to perform schemes which affect the velocity distribution of the atoms, it is

important that we have a method of measuring the velocity distribution of the atoms

before and after the pulse schemes. The velocity distribution can also be used to infer

the temperature of the atom cloud.

The simplest method of measuring this rate of expansion is to take several snapshots of

the MOT during freefall, and measure the change in the size of the atom cloud during

each of these intervals. This can be achieved with a fast camera which is triggered to

coincide with a flash of the trapping beams after a period of expansion. By comparing

the initial and final distribution of atoms one can deduce the velocity distribution for

both thermalised and non-thermalised distributions.
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This method, however, is limited by the sensitivity and linearity of the camera which

is likely to saturate at high densities, and become dominated by noise at low densities.

We can avoid this by increasing the exposure time for each measurement, this however

also extends the time taken for each measurement as well as discards any information

regarding the shot to shot variation in the temperature. The flash pulse required for

the atoms to fluoresce to produce each image, also causes changes to the atomic velocity

distribution, which may make it difficult to resolve any small cooling effects.

The 12:8.5 ratio of the distance of the lens from the atom cloud and the lens to the

imaging camera gives our imaging setup a magnification of 0.7. The CCD detector

array has 480 x 640 pixels across an area of 5 mm2 so that, in conjunction with our

imaging optics, we obtain a field of view for each pixel of 7.3 µm. For Rubidium 85, an

impulse of one ~k gives the atom an acceleration which causes the velocity of the atom

to increase by 10−2 ms−1. It is therefore possible to measure a change in the velocity

distribution of the atoms by 1~k after 0.73 ms of freefall. Clearly, for this to work to this

accuracy, it is necessary for us to know the velocity distributions of the atoms perfectly

before manipulation, which is experimentally unfeasible. Despite this, it is interesting

to see that with remarkably simple equipment, we can potentially measure such small

changes to the velocity distribution. In reality, we would hope to impart many units

of momentum to the atomic species before readout, and it is feasible to upgrade our

CCD to one with a much higher resolution, which would make this technique more

experimentally viable.

Several different orientations of the freefall atom cloud and trap and repump beams can

be used to measure the temperature. As the freefall atoms traverse a readout region,

illuminated by the repump beam, the change in fluorescence with time can be used to

infer the temperature of the cloud. Two particularly note worthy orientations, presented

in Paul Lett’s excellent paper [62] are known as ‘release and recapture’ and ‘time of flight’

(TOF).

Figure 6.3: Four false colour shapshots [97] of the magneto-optically cooled cloud
under free fall and expansion 0(left) to 7 (right) ms from the extinction of the trapping

beams.

For release and recapture, difference in the cloud populations are measured before and

after the the trapping beams are extinguished for a time, t. If the extinction time is

shorter than the time of flight for atoms to leave the trapping region, the MOT loads from
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residual laser cooled atoms, and the loading rates are significantly shorter than for longer

extinction times, or hotter atoms, when the MOT is primarily loaded from background

gas. Comparison of the recorded data with Monte–Carlo models of the MOT can be

used to measure the temperature to be between 30-100µK for a well aligned MOT, and

significantly above this otherwise (see figure 6.4).

For the time of flight scheme, the readout beam is stretched into a pancake shape and

displaced below the MOT. When the trapping beams are turned off, the atoms fall, due

to gravity, through the readout beam. Again, comparison of the fluorescence with Monte-

Carlo simulations with different temperature atoms can be used to infer a temperature

of the atom cloud.

There are errors in measuring the velocity distribution using these methods: during

release and recapture method, the system is symmetrical around the trap centre, and

the temperature recorded is the average temperature along all axes. In contrast, the

time of flight measurement is symmetrical around the vertical axis, such that only the

velocity distribution along this axis can be inferred. This unidirectional measurement

can be problematic for more exotic cloud shapes, for which one must rely on techniques

which are more sensitive to asymmetry [108].

Figure 6.4: The signal from release and recapture, showing the decay in atom number
with time, as atoms move out of the readout volume. The data is fitted to the closest of
a set of Monte-Carlo simulations with different initial cloud temperatures [107] which

gives a higher than average temperature measurement of 195 µ K.

Both the release and recapture and the time of flight methods rely on the fitting of

data to Monte-Carlo simulations of the fluorescence; of the three methods suggested,
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Figure 6.5: Changing the angular separation, θ between pump and Stokes beams
changes the momentum imparted to the atom during absorption For particular values
for the angular separation and frequency, the beams couple two separate points on the
dispersion curve; measuring the attenuation of the beam for a given angle tells us the

difference in the population at these two points. [109]

therefore, the method of imaging the cloud using CCD cameras is alone in being able to

infer information without a priori assumption of the form of the velocity distribution. As

the atomic momentum distribution during coherent cooling can be significantly different

from that of thermal cooling, we should not assume that the outcome will take the form

of a Gaussian function; this makes it difficult to use either the release and recapture or

the time of flight methods to decide on the success of the coherent cooling schemes.

A final method, known as recoil induced resonance spectroscopy [109], can be used to

overcome the limitations of the techniques mentioned earlier. By varying the angular

separation between two Raman beams, we change the momentum imparted during ab-

sorption from the difference to the sum of the pump and Stokes momenta. The transition

energy, however, which is a scalar quantity, is invariant with changes in the angle. By

varying the angular separation of the two beams, we map the available density of states

of the atoms within the trap allowing the population density for a particular velocity

class to be inferred from the absorption of the beams at a particular angular separa-

tion. Due to the improvement in measuring the velocity distribution of non-spherical

distributions, our group plan to implement this method of temperature measurement.

Before we can achieve this, however, we must first develop the capability of applying the

pump and Stoke’s beams separately, either through separate amplification, or splitting

by Mach-Zehnder interferometry (see section 7.7).
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Until we start manipulating the momentum state of the cloud, a combination of the

CCD and the release and recapture methods has proven to be sufficient: while the

MOT is properly aligned, the shape of the cloud will be, to a good approximation,

spherical which gives consistent temperature measurements. Unlike the time of flight

and the recoil induced resonance methods, the release and recapture does not require

any additional beams or changes to the optical setup, and so is preferred due for it’s

simple implementation.

6.6 Calculating the mean free path of atoms in the MOT

Using measured values for the velocity, which can be used to calculate the volume each

atom draws out in a given time interval, and the the density, it is possible to calculate

the mean free path:

λ =
1

2πr2n
, (6.5)

where n is the number density of for particles in the cloud (before expansion, and so

therefore representing an upper limit on the mean free path) and r represents the atomic

collision radius given by the range of van der Waals forces. For an atom cloud containing

106 atoms in a Gaussian distribution of width 350 µm, we find the maximum mean free

path, for atoms at the centre of the cloud, to be 5.3 m, which for a large enough cloud of

Rubidium atoms at 80 µK, gives a mean free time of 0.66 s. From this calculation, it is

clear that for the 1 ms duration of our experiments, it is acceptable to neglect collisions.
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Cold atom manipulation

To demonstrate coherent manipulation, we drive a two-photon Raman transition be-

tween the two 5S1/2 hyperfine states of rubidium 85. To achieve population inversion

it is necessary for the population to be driven resonantly which requires a light field

consisting of two frequencies which are separated in frequency by the hyperfine split-

ting. It is crucial for the coherence of the manipulation that these two beams maintain a

fixed phase relationship such that the beat note is without discontinuities. To drive the

atoms at a constant Rabi frequency, the two beams must also possess a stable intensity

and detuning over the whole of the atomic cloud for the duration of the experiment.

To implement the adiabatic rapid passage method of population inversion, described in

section 4.4, it is necessary for us to have control over the frequency detuning of the beam

so that we can create chirped pulses. Our manipulation setup is designed to meet these

criteria; the Raman beams are derived by electro and acousto-optical modulation (EOM

and AOM) of a free running Sacher Tiger 1W laser system. The RF signal supplied

to the electric-optical modulators is also used as a reference for the RF supply to the

acousto-optical modulator, which maintains the stability and phase coherence of the

Raman lasers. By controlling the phase and waveform of the driving RF signal, we can

change the modulation parameters to achieve sub-microsecond control over the optical

waveform.

Intensity modulation of the Raman beam is achieved, as with the MOT beams, using

AOMs, which allow high extinction of the beams with low timing jitter. This fast and

reliable switching allows us to run the experiment continuously, and therefore average the

results over many experimental runs. To achieve the powers necessary for two-photon

manipulation, we amplify the beam via an injection locked diode and a commercial

tapered amplifier before manipulation.

92
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Low-noise readout of the state after coherent manipulation is performed using a large

aperture lens to project an image of the cloud onto a photomultiplier tube which is ampli-

fied by a low noise current amplifier, before averaging and readout by a fast oscilloscope

Figure 7.1: The manipulation laser setup. FI: Faraday isolator, PH: pin hole, AOM:
acousto-optic modulator, EOM: electric-optic modulator, MZI: Mach–Zehnder inter-
ferometer, PBS: polarising beam splitter, ILD: injection locked diode, HVC: heated
vapour cell QWP: quarter wave plate, OF: optical fibre, HWP: half wave plate, WM:
wavelength meter, OSA: optical spectrum analyser, BD: beam dump, HHC: Helmholtz

coils.

7.1 Methods of hyperfine manipulation

There are two common techniques of hyperfine manipulation of rubidium: via a magnetic

interaction with the fields of a microwave cavity, and through a two-photon interaction.

Magnetic interactions have low coupling rates, typically 105 times smaller than that of

electronic interactions. For this reason it is necessary to use high powers, inside optical
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cavities for example, which the atomic beam traverses [110]. The temporally varying

field seen by the atom as it traverses the cavity is tailored to apply π or π/2 pulses. This

cavity method is constrained by the geometry of the cavity, which makes it impractical

for atom manipulation. These high finesse cavities are also slow to respond to changes

in the incident electric field strength, which makes them unsuitable for applying fast

pulse schemes.

Alternatively, the hyperfine states can be manipulated using a two-photon interaction,

resonantly enhanced by proximity with the single photon D2 transition, known as ‘res-

onant Raman spectroscopy’ [111]. The simplest method of constructing beams of light

for Raman manipulation is by phase locking two diode lasers by using a fast photode-

tector [112], although this can make it difficult to perform frequency chirps necessary

for adiabatic rapid passage. Electro-optic modulation of a carrier beam as described by

Lee et. al [113] also gives a two frequency light field with additional control over the

phase and waveform. As summarised by Lee, this technique may encounter problems

with the number of unused frequencies, as we will discuss.

7.2 Electro and acousto optic modulation for the genera-

tion of Raman beam

An electric-optic modulator (EOM) consists of a non-linear crystal, such that it exhibits

a change in refractive index with electric field, inside a RF or microwave cavity. Light

crossing the cavity, aligned with the optical axis of the crystal, will experience phase

modulation as a result of the microwave field, which adds sidebands to the carrier fre-

quency at plus and minus the modulation frequency at an amplitude given by the Bessel

function of the modulation depth[76].

Acousto-optical modulation causes a spatial separation between the unmodulated and

modulated (+310MHz) beam, so that it is possible to electrically modulate the un-

diffracted beam at 2.7GHz separately from the diffracted beam. This gives a sum fre-

quency difference between the AOM modulated beam, and the first order EOM sideband

of 3GHz, equal to the hyperfine splitting of Rubidium. Due to the higher frequency of the

310MHz AOM, in comparison to the lower frequency 110MHz and 80MHz modulators

used in the MOT setup, the diffraction efficiency is lower, at around 65%. In addition

to this, the apeture window is smaller, emphasising the need for good allignment.

We use an AOM, driving a transition between the AOM-EOM beams, to break the

symmetry of the two sidebands around the carrier: as the two sidebands are symmetrical

around the central carrier, setting the carrier-EOM beams to resonance would cause a



Chapter 7. Cold atom manipulation 95

Figure 7.2: The detuning of each of the frequency components, carrier (c), AOM (a1)
and EOM 1st and 2nd and 3rd order sidebands (e1, e2, e3), from resonance with the
ground and excited states states, highlighting the two-photon resonance between the

EOM first order (e1) sideband with the AOM first order diffracted beam (a1).

resonance between both the plus and minus sidebands simultaneously. The detuning of

these carrier-EOM resonances from the single photon transition, however, would differ

by 3 GHz, affecting the Rabi frequency of each oscillation. Each atom would therefore

be driven by the sum of the two oscillations, making it difficult to achieve population

inversion. More importantly, as the plus and minus sidebands are 180◦ out of phase

with respect to each other [76], the effects of each of these oscillations would cancel.

7.3 Setting the power of the Raman beams

If the sidebands are to be used for Raman transitions, as in our case, it is important

that the power in the modulated sidebands is maximised while the power contained in

higher order sidebands, which are not used for the Raman transition, is minimisd.

To choose the modulation depth which satisfies these criteria, we refer to figure 7.3.

We see that at a modulation depth of 1.8 radians the first order sidebands can be

created with an amplitude three times that of the carrier after modulation or 30% of the

initial carrier power. To generate 4 W (36 dBm) of RF power necessary to achieve this

1.8 − 2.4 radian modulation depth, we we use a Miteq low phase noise 2 − 4 GHz RF

amplifier to amplify the output of the Agilent signal generator from 63 mW (18 dBm).

After applying the required power to the EOMs, however, the conversion efficiencies

are still far less than we expect: the maximum output power which has been observed

in the first order sidebands has been limited to 20 % of the height of the carrier after

modulation. The reasons for this poor conversion efficiency are unclear; the RF power
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Figure 7.3: Relative strengths of the first to third order sidebands, and the original
carrier beam, as a function of the modulation depth [114]. It can be seen from this that
the power in the first order sideband is maximsed for a modulation depth of 1.8 radians,
but at this depth, large amounts of the carrier power and second order sideband power
are present. Conversely, at 2.4 radians, all of the carrier power is converted from the

carrier.

supplied to the EOM has been checked, and is sufficient to give the modulation depth

necessary for maximum conversion; the polarisation, beam quality and divergence have

been checked to be sufficient for maximum conversion. The remaining option is that the

crystal has undergone thermally induced degradation [115] where past heating of the

crystal due to the optical or RF field causes local changes in the crystal structure which

limit the electrical response. Such crystal defects can be corrected by annealing the

crystal although the time scales involved in this process are long and at present would

unnecessarily disrupt the experiment.

7.3.1 Frequency generation and stability

The EOM RF supply is supplied by an Agilent arbitrary frequency generator which

can generate extremely low phase noise frequencies between 9 kHz and 4 GHz with an

accuracy of 3 ppm and a frequency drift of up to±2 ppm/year or 6kHz/year. The Agilent

is also used to supply a 10MHz reference to the Marconi frequency generator used to

drive the Raman AOM, which makes it particularly important that we are certain that

it is calibrated. For this, we use a high speed counter in conjunction with a very precise

1 Hz pulse received from a GPS system. The counter is reset and read-out after each

timing pulse from the GPS which corresponds to a frequency. We consistently measure

107 pulses per second from the 10MHz reference output to the waveform generator over

time scales of one second to many hours, with no measurable deviation [107].
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7.3.2 I & Q modulation for phase shifting the Raman beams

To produce the frequency sweeps necessary for adiabatic rapid passage and spin echo

experiments, we use an I & Q modulator, which adds an arbitrary phase offset to the

frequency supplied to the EOM. This modulator takes the input waveform, splits it

and adds a 90 ◦ phase shift to one path. Each path is then mixed with the signal

supplied to the Q(for the ‘quadrature’ path) and I (for the ‘in phase’ path) inputs,

before recombination. By choosing suitable choices for the inputs, arbitrary changes to

the input waveform can be made; a phase shift of φ can be achieved by applying sin(φ)

to the Q input and cos(φ) to the I input.

With no voltage applied to the I and Q ports of the modulator, no output is obtained.

However, by supplying the modulator with the output from an arbitrary signal generator,

a 5V pulse can be sent to the I & Q inputs which causes a 180 degree change in phase

of the EOM RF phase.

7.4 The Sacher Tiger laser

The carrier light is supplied from a commercial Sacher Tiger laser system which uses

a tapered gain medium to generate up to one Watt of optical power at 780 nm. The

device has transparent front and rear facets with the external cavity grating positioned

in a Littrow configuration (see section 5.3) behind the diode, causing the majority of

the light to be amplified in a single forward pass through the diode. To increase the

maximum amplification of the chip, the diode is tapered to maintain a constant power

per unit volume throughout the length of the chip. In theory, this geometry also gives

a single mode output beam found in non tapered diodes due to the narrow input facet

of the chip, which spatially filters the input mode before amplification. The grating

orientation, on the opposite side of the diode from the output, gives a stable output

which, unlike our home-made laser systems, does not depend on the angle of the grating.

The laser controller, also purchased from Sacher allows the manual and external control

of the current supplied to the diode, as well as voltage feedback to the grating and

temperature.

7.4.1 Problems with the Tiger

The design of the Tiger makes the device passively stable, and easily tunable over large

wavelengths. Despite this, however, it is let down by the manufacturing of the chip,

which does not meet the power or beam quality given by the specification sheet. The
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output power whilst specified for 1 Watt, gives a maximum of 350mW of which 100mW

is contained within a good, TEM00 spatial mode. The single pass of the laser also makes

it sensitive to feedback, and it is necessary to supplement the 30 dB of optical isolation

built into Tiger with an additional, external isolator to give a total of 60 dB of isolation.

7.4.2 Tiger Stabilisation

Due to the modulation method we use to generate the Raman beams, the Raman Rabi

frequency is determined primarily by the difference between the EOM and AOM fre-

quencies as opposed to their absolute frequencies. This should ensure that, so long as

the Tiger is detuned sufficiently far enough away from single photon resonance, such

that the ratio of the variation in the frequency to the detuning is small, we can ne-

glect variations in the Rabi frequency. Large changes in the frequency of the Tiger

remain problematic, however, due to changes in the transmission of light through the

Mach–Zender interferometer (section 7.7), which is heavily dependent on frequency of

the laser.

The large detuning of the Tiger from single photon resonance and the absence of spectral

absorption features at large detunings makes locking of the Tiger laser more complex

than for the MOT lasers. As a result of this, we use the output of our Avantest wave-

length meter to measure the Tiger wavelength to an accuracy of 50MHz; this is read

by a computer, which then corrects the Tiger grating angle. This has been found to

successful in correcting for the slow drifts in the output frequency. More complicated

methods of locking the laser have also been considered, such as to an external cavity.

Methods such as this require a large commitment of time which, given the small effect on

the Rabi oscillations by our wavelength-meter locked laser, for the moment is considered

unnecessary.

7.5 The optical spectrum analyser, beam spectra and pow-

ers

To measure the spectrum of the light after modulation, we use an optical spectrum

analyser (OSA) inside of which is a Fabry-Pérot etalon to give a strongly frequency

and length dependent transmission. By sweeping the cavity length, with a piezo-electric

actuator, the transmission maps out the frequency spectrum, which is measured by the

photodetector after the cavity. The free-spectral range is an important characteristic of

each OSA as it defines the difference in frequency between cavity modes. Our OSA has

a free spectral range of 2 GHz, which is smaller than the separation of the sidebands
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causing the spectrum of the Raman beam to be folded back on itself making it difficult to

identify specific frequencies on the spectrum or to use the OSA to measure the spacings

between the different frequency components.
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Figure 7.5: The spectrum, as measured by the OSA, of the Raman beams after am-
plification. Notice the central carrier frequency, the plus and minus first order EOM
sidebands symmetrical around the central carrier, and the AOM beam to the left of
those. Notice also, the presence of additional frequency components, especially notice-
able between the minus sideband, and the AOM beam. The (unlabeled) peaks on the
right of the plot are not significant and are formed from the OSA scanning back over

the same spectral range.

By comparing the heights between the different frequency components, and selectively

extinguishing the beams, identification of the main frequency components is possible,

despite the small free spectral range of the OSA. The linearity of the OSA photo-detector

can then be used to measure and set the relative powers of the Raman beams to be

equal. It can also be used to check for any slow temporal variations in the intensities,

and to study the spectrum of the Raman beams, which changes during modulation and

amplification (section 7.9.3.2).

During an experimental run, the OSA trace can be recorded alongside the data allowing

the spectrum to be analysed using software that measures the values of the properties

described above. This is possible by marking the positions of the four fundamental

frequency components; the separations of the peaks on the spectrum, along with the

fixed-parameters which give the separations of the components in frequency space can

then be used to find the value of the free spectral range, and identify the positions of the

four laser frequency components on the OSA spectrum, even when the spacing of the

frequencies is greater than the free-spectral range. This can be used to automatically

measure the relative powers in the fundamental frequency components, or if the span
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of frequencies is much greater than the free spectral range, measure the changes in the

free spectral range.

A Newport power meter is used to measure the total power in the beam. This is then

divided according to the relative magnitudes of the individual frequency components

measured by the OSA. There are in inaccuracies with this method, however, due to the

AC coupling of the OSA which makes it is difficult to judge the power contained in

light with a linewidth much greater than the free-spectral range, such as that of am-

plified spontaneous emission (ASE). The power contained within the many second and

higher order sidebands and their harmonic derivatives is also omitted from this calcu-

lation. These frequency components, although less powerful than the four fundamental

frequency components, may be significantly more numerous, and therefore may contain

a significant fraction of the total beam power. This detail may be important when it

comes to explaining the discrepancy which arises between the measured and calculated

Rabi frequency in section 9.3.2.

As the tapered amplifier can be highly non-linear, adding additional frequency compo-

nents and changing the relative heights of existing frequencies, it is important that the

analysis of the spectrum and calculation of the power in the beams is performed after

amplification.

7.6 Measuring the coherence of the beam

Although the electric field of each frequency component of the Raman light oscillates at a

frequency which is not realistically measurable by laboratory equipment, the frequencies

contained within the Raman beam beat at a much lower frequency, which is more directly

measurable by fast photo-detectors. The frequency components necessary for Raman

manipulation, for example, beat at 3GHz, which is within the 30GHz bandwidth of

ultrafast GaAs photo-detectors from Hamamatsu. The output from the photodetector,

after amplification and band pass filtering, is mixed with the 2.7 GHz RF signal supplied

to the EOM. The 310MHz output is sent to an oscilloscope, where we are able to take

direct measurements of the relative change in amplitude, phase and frequency of the

components of the Raman beam, which we can use to infer a coherence time for the

light source. Analysis of the waveform shows good phase coherence, lasting many µs,

but a slow drift in the intensity of the beams which we have been able to correlate to

uneven air flow from the air conditioning unit and eliminate with draught exclusion.
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Figure 7.6: The setup for our fast photo-detector: the bias T biases the photo-
detector, the signal is then sent through a 2.9-3GHz band-pass filter, amplified and then
mixed with a 2.7GHz reference signal. The resulting beam is analysed on a Tecktronic

1GHz scope.

7.7 The Mach–Zehnder interferometer

Phase modulation adds additional frequencies to the injected carrier frequency. Of the

four largest contributors to the beam power, only two frequencies are necessary to drive

the two-photon Raman transitions while the remaining two are superfluous. While these

frequency components are not resonant with the single or two-photon resonances, and

therefore do not affect the coherence of the system, they give a number of unwanted side

effects. Firstly, the power in these beams causes a light shift which shifts the transition

frequency. These shifts can make it difficult to find the transition frequency as narrow

spectral scans often miss the frequencies of interest, while broader scans lack the point

density necessary to resolve the resonance peaks. Secondly, as the Raman beam is

amplified by a injection-locked amplifier operating near saturation, the unused frequency

component causes unnecessary depletion in the gain medium, which reduces the overall

gain seen by the two Raman frequencies In addition to this, non-linear effects within the

gain medium have been shown [116] to cause frequency mixing and slow oscillations in

the output intensity.

To avoid these effects, we use a Mach–Zehnder interferometer in a similar configuration

to that used by Dotsenko et al. [117], to cancel the unused EOM sideband and reduce

the height of the unused carrier components present after modulation.

Figure 7.7 shows the construction of our Mach–Zehnder interferometer: the input beam

is split into two paths by a non-polarising beam splitter. One of these paths is then

reflected through 180◦ by a corner cube, so that it can be recombined with the other by

a second non-polarising beam splitter. The outcome of recombination is determined by

the path length difference between the two beams, which, for the beam transmitted by

the first prism of the Mach–Zehnder is:

φ = 2a+ 2nd+ nc− b (7.1)
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Figure 7.7: A schematic diagram of the Mach–Zehnder interferometer, showing the
distances, a, b, c and d necessary for path length calculations. The dotted box in the
bottom right corner shows the setup for the polarisation locking, where the plus and
minus represent the positive and negative inputs of a balanced photodetector. LP: linear
polariser, NPB: non-polarising beamsplitter, QWP: quarter wave plate PB: polarising

beamsplitter.

Figure 7.8: A photo of our Mach–Zehnder interferometer showing the two non-
polarising beamsplitters, corner cube reflector, translation stage, and the piezo-electric

actuator used for stabilisation
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and for the reflected beam:

φ = 2a+ 2nd+ nc− b+
λ

2
(7.2)

where the values of a, b, c and d are shown in figure 7.7, λ is the wavelength and n

the refractive index of the corner cube. The λ/2 difference between the beams exiting

from the two output ports means that while the beam exiting one output interferes

constructively, the other will interfere deconstructively. It is an interesting point, not

often mentioned, that it is only after the rotational asymmetry of each beam-splitter,

a result of the reflection boundary with non-zero thickness [118], is included in the

description of the Mach-Zehnder that the paths possess this necessary phase difference.

Equations 7.1 and 7.2 show that the output of the beams at each port is determined by

the phase difference gained by the two beams at recombination, which gives control of

the output intensity varying the distance a, between the beam splitters and the corner

cube. As the optical path length is also dependent on the wavelength, it is possible

to apply the correct phase delay such that a beam containing two wavelengths can be

separated into the two wavelengths.

Figure 7.9: A plot of the OSA spectrum of the electrically modulated beam after
transmission through the Mach-Zehnder interferometer. The separation of the carrier
frequency (centre) and the EOM sidebands can be seen, while the Mach Zehnder is set

to transmit the carrier (black) or the sidebands (red) [119].

The corner cube is mounted on a translation stage with both manual and piezo ad-

justment which allows fine or coarse changes to the relative path difference. To avoid

further adjustments having to be made to the Mach–Zehnder after it has been made, the

components are glued onto the translation stage, rather than mounted. While some of

the parameters necessary for proper alignment of the Mach–Zehnder can be controlled
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externally, by changing the position and angle of the incoming light after the glue has

set, others, such as any change in the angle of the beam after the first beamsplitter,

cannot. It is therefore essential that the Mach–Zehnder is aligned with good fringe con-

trast, before the glue is set. To make this easier, we use a low expansion UV curing glue

which allows the glue to be applied and the Mach–Zehnder aligned before the glue is

set.

Alignment of the Mach–Zehnder is achieved with phase modulation turned off, so that

the spatial alignment can be determined through the output power. With only a single

frequency, the fringes are visible when the beams are nearly overlapping, which can

be used for coarse adjustment; fine adjustment can be achieved by scanning the piezo

voltage and optimising the fringe contrast using a photo-detector. If the Mach-Zehnder

is to be used for mixing or splitting beams of different frequencies, the necessary path

length can be calculated to give a rough indication of the distance required, and then fine

tuned using an optical spectrum analyser to see the change in output power of different

spectral components.

If the direction of the light incident on the corner cube is exactly parallel to the axis along

which the corner cube is translated, changes to the path length become decoupled from

the spatial alignment. While this decoupling may be achieved for small translations,

large changes will inevitably cause mis-alignment. It is important, therefore that the

path length is set to roughly the right value before gluing the prisms. As any angular

change in the beams inside the Mach–Zehnder cannot be compensated for externally, it

is also important for alignment that the two beam-splitters are parallel to each other

and parallel to the corner cube. All three must have a common angle to the horizontal.

7.7.1 Methods of Mach–Zehnder locking

Although the Mach–Zehnder is passively stable on time scales less than a second, varia-

tions in air currents and external vibrations cause a slow drift in the path length which

must be actively compensated for. The stability of the Mach–Zehnder is important, as

any variation in the output causes changes in the amplitudes of the first order EOM

sidebands, changing the relative powers of the Raman beams and hence large changes

in the Rabi frequency.

7.7.1.1 Optical spectrum analyser

The output of the optical spectrum analyser (OSA) can be used to provide a good

visual indicator of the success of the Mach–Zehnder locking. However, locking the
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Mach–Zehnder using this technique alone would require stabilisation of the OSA cavity

as well as the Tiger frequency. Using software to identify the heights of the peaks as

described in section 7.5 is too slow for locking.

7.7.1.2 Voltage Modulation

Similar to the locking of the lasers via the Pound-Drever-Hall method, the voltage on

the piezo can be modulated around the lock point. This causes a modulation in the

output power which, once demodulated, gives a locking signal that can be fed via servo

controller, back to the piezo. In modulating the Mach–Zehnder, however, the powers in

the Raman components are also modulated, which creates an unwanted time dependence

in the Rabi frequency.

7.7.1.3 Computer control

Due to the passive stability (≈ 1s) of the Mach–Zehnder, it is possible to stabilise

the output of the Mach-Zehnder using a data acquisition card (DAQ), which can read

the power of the output, and perform an algorithm to minimise it. Although similar

to the voltage modulation method mentioned above, the computer can perform the

modulation and locking in the time between experiments, while data is downloaded from

the oscilloscope. Once the algorithm has found the minimum lock point, the modulation

stops and the experiment proceeds. As locking does not occur during the running of the

experiments, however, the output of the Mach–Zehnder is particularly vulnerable to air

currents and small changes in the frequency of the carrier laser at this time. The 8-bit

digitisation of the DAQ means that the modulation applied by the DAQ is greater than

that for voltage modulation; this digitisation also limits the accuracy with which the

lock point can be both found and set. Finally, the nonlinear response of the piezo with

voltage causes unwanted effects such as creep and hysteresis after the modulation has

been turned off, which causes the interferometer to drift during data acquisition.

7.7.1.4 Polarisation (Hänsch-Couillaud) locking

The birefringence of the corner cube in the Mach–Zehnder causes a change in the po-

larisation axis of the light if initially offset from the axis of birefringence of the beam

splitter. As a result of this, the light reflected from the first non-polarising beamsplitter

(which passes through the corner cube) will reach the second, recombining beam-splitter

with a polarisation direction rotated with respect to that of the non-reflected light. This



Chapter 7. Cold atom manipulation 107

change in the polarisation, as originally applied by Hänsch et al. [120] to cavities can

be used for locking.

If the Mach–Zender has the correct path length necessary for constructive interference,

the reflected and the non reflected light have the same phase at the second recombining

beamsplitter, and will add together to give linearly polarised light. Alternatively, if there

is some difference in the path length for the two paths which is not an integer number of

wavelengths long, the reflected and non-reflected beam paths recombine at the second

beamsplitter out of phase. Due to the rotation of the reflected light relative to the non-

reflected, the phase difference between the reflected and non-reflected paths will cause a

slight elliptical polarisation. This change in polarisation gives a direct indication of the

Mach–Zehnder offset from the lockpoint, which can be measured with a balanced photo-

detector (plus and minus photodetectors on figure 7.7). The sign of the output depends

upon the direction of the Mach–Zehnder offset, which gives an excellent locking signal

without modulation. Further description of the locking scheme, which also describes

how the locking can be made to be invariant to the addition of carrier sidebands, can

be found here [119].

Figure 7.10: A Fourier transform of the Mach–Zehnder output intensity both with
(black line) and without (red line) Hänsch-Couillaud locking. Locking significantly
suppresses the noise for 5 Hz or less, although frequencies less than this, there is some
electronic noise. The graph also shows spikes at 10, 60 and 310 Hz from our air con-
ditioning unit, mains pickup, and pickup from our AOM amplifier respectively, which

are also reduced by locking.
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7.7.2 Mach–Zehnder for beam mixing

By setting the path length of the Mach–Zehnder so that it coincides with the constructive

interference of the AOM beam, while still giving the same deconstructive interference

for the EOM beams as described above, the Mach–Zehnder can be used to mix the two

beams together, while avoiding the losses present when using beam splitters. However,

as this coincidence only occurs at pathlengths of 310MHz/c, the dimension a needs to

be of order ≈ 30 cm, at which length stability is much harder to achieve than for shorter

path lengths.

7.8 Equipment necessary for future adaptations to the ex-

periment

To implement the coherent cooling schemes, it will be necessary to be able to apply π

and π
2 pulses to the atomic cloud from two opposing directions. This could be achieved

using two identical sets of manipulation equipment at additional effort and experimental

complexity. Alternatively, a Pockels cell, with an electrically controlled refractive index,

similar in principle to that of the electro-optic modulators, allows fast switching of the

polarisation of beam can be used in conjunction with a polarising beam splitter to switch

the beam direction. For large changes in the polarisation, voltages on the order of 200V

are necessary, and the design of high speed switching drive electronics is non-trivial.

7.9 Amplification and ASE

The poor output power and beam quality of the Tiger laser and the losses during modu-

lation and Mach–Zehnder filtering significantly decrease the optical power of the Raman

beams so that it is common to achieve only a single milliWatt of output power in the Ra-

man beams. Amplification is necessary therefore, if we are to achieve a Rabi frequency

large enough for cooling.

Amplification is performed after the acousto and electro-optically modulated beams have

been recombined by a polarising beam splitter cube to create a combined ‘Raman’ beam.

This is then used to seed an injection locked, anti-reflection coated diode; secondary

amplification is supplied with a Toptica BoosTA tapered amplifier. For both of these

amplification mechanisms, the gain bandwidth is much greater than the modulation

frequency which allows the frequency components to be amplified simultaneously.



Chapter 7. Cold atom manipulation 109

7.9.1 The injection locked diode

An injection-locked diode is used to boost the 1-2 mW of power after modulation and

filtering to 30 mW, which is then sufficient to saturate the gain of the BoosTA. For this,

we use an anti-reflection coated diode from Thorlabs which we seed with the modulated

beam from the Tiger laser. Using this technique, the phase correlation of the master

and the slave lasers has been shown [121] to be negligible over many seconds. We

separate the ingoing and outgoing amplified beams using a polarising beam splitting

cube, which, due to a quarter wave plate before the diode are of orthogonal polarisations.

An anti-reflection diode is used to give amplification without interference from cavity

modes within the diode. Despite the anti-reflection coating, however, a small amount of

reflection still occurs, causing some additional mode structure to be present. As with the

standard ECDLs, the current supplied to the diode can be used to control the frequency

and power in these additional modes. A Faraday isolator optically isolates the diode

from any back reflections and spontaneously emitted photons released from the input of

the BoosTA amplifier.

Figure 7.11: A photo of our injection locking setup, an anti reflection coated diode
is seeded with power, isolated from back reflections by a Faraday isolator. The beam

quality is made more circular by an anamorphic prism pair.

7.9.2 The Toptica BoosTA

We use a Toptica BoosTA tapered semiconductor amplifier to amplify the optical power

in a single pass from 30 mW to 750 mW. To get as close as possible to the 40mW
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damage threshold, without exceeding it, we use a fibre to couple the beam power into

the amplifier: once the fiber mode is matched to that of the BoosTA, we can accurately

measure with a power meter, the output power of the fiber, which is coupled into the

BoosTA.

Other than this, the control electronics for the BoosTA are simple and effective, con-

sisting of a single ‘on’ switch, and a gain control which is set to maximum. We must

also ensure that no optical power is reflected back into the output of the BoosTA, which

would cause damage.

7.9.3 Problems with amplification

The nature of the single pass method we use for amplification gives a number of unwanted

side effects which, unless rectified, cause a destruction of our coherent state. This occurs

as a result of amplified spontaneous emission (ASE) and distortion of the beam profile,

which will will cover in the following section.

7.9.3.1 Amplified spontaneous emission

Amplified spontaneous emission is particularly problematic in lasers with low finesse

cavities, as a result of the lower seed power. This therefore includes the Tiger, the

injection locked laser, and the BoosTA, where the amplification is mostly performed in

a single pass.

As ASE arises from spontaneous emission, the frequency spectrum is broadband, mirror-

ing that of the gain profile, which can be several nanometers wide. Although the power

in ASE is much lower, and the collimation much poorer than that of the laser beam,

ASE has still been found to cause significant single photon absorption within the atom

cloud (see figure 7.12) which cannot be neglected. We can reduce the relative amount

of ASE by increasing the seed power, or turning down the gain on the amplifier. It

is impossible, however, to eliminate it completely. Instead, we use several methods to

reduce the intensity of the transmitted ASE and in particular, that of the resonant light

which causes incoherent absorption.

As the emission direction of the ASE is determined by the dimensions of the chip, it is

far less collimated than the laser beam. As a result of this, by increasing the distance

between the equipment in the setup to reduce the solid angle we find that the ASE

disperses much faster than the laser, which allows us to decrease the ratio of ASE to

laser power: this is important on either side of the BoosTA.
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By positioning a rubidium vapour cell in the beam path after the BoosTA, we can use

the atoms as a filter for light resonant with single photon transitions. This filtering

occurs due to the isotropic scattering of the resonant light, for which the solid angle

reaching the atom cloud after re-radiation is extremely small. In order to maximise the

attenuation of the resonant light, while simultaneously minimising the attenuation of the

Raman frequencies, we use an anti-reflection coated vapour cell; as the optical quality

of the windows used for these cells is also much higher, this gives the added advantage

of decreasing the distortions to the beam shape. By heating the cell to ≈ 200◦C, we

increase the vapour pressure and the Doppler absorption width of atoms in the cell which

increases the attenuation of the resonant light. It is important, during this heating that

the windows are at a higher temperature than the body of the cell so that condensation

does not occur on the windows, which would reduce the throughput of light. Thermal

air currents surrounding the cell are also seen to cause phase variations in the beam, and

changes in the beam pointing. The effects of this air flow can be limited by restricting the

air flow around the cell. Alternatively, if thermal air currents are unavoidably disrupting

the phase sufficiently to be affecting the coherence of our manipulations it would be

possible, though unpractical due to the long distances involved in separating such small

frequency differences, to replace the cell with an alternative method of filtering, such as

a grating.

After the heated vapour cell, we pass the beam through a 30 µm pinhole situated at

the focal point of a telescope, through which it is unlikely that spontaneous emission

will pass. This has the added advantage of spatially filtering the beam profile, which is

distorted by both amplification and the imperfect windows of the vapour cell. We use

aspheric lenses to give a diffraction limited focus, which allows a higher throughput of

light through the pinhole.

7.9.3.2 Gain modulation and frequency mixing

As we have already discussed, amplification of the frequencies within the beam varies

non-linearly with input power, giving proportionally higher amplification for frequencies

with a low input power. The more unwanted frequency components there are, therefore,

the more these will be amplified at the expense of amplifying the Raman frequencies.

This problem is exacerbated by modulation sidebands produced as a result of gain

modulation if the difference between the amplified frequencies is small. Ferrari [116]

found that significant gain modulation will occur if two frequencies separated by less

than 2 GHz are amplified simultaneously. For our system, unless the carrier in our

system is extinguished, the 310 MHz frequency difference between the carrier and AOM

beam will cause this gain oscillation. These sidebands extend for several GHz from
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Figure 7.12: Unfiltered ASE from amplification causes non coherent repumpng the
the cloud. On the top: Rabi oscillations driven by a Raman beam straight from am-
plification stages (blue) contain both coherent light as well as non-coherent, resonant
light. If the amplification stages are unseeded, the illumination light becomes purely
incoherent ASE, and we observe incoherent repumping (red dots), whereas if a heated
vapour cell is placed between the amplification stages and the atom cloud, we eliminate
resonant, incoherent light through scattering, and achieve much higher fidelity Rabi
oscillations (bottom graph), albeit with a longer period as a result of a lower intensity.

resonance, which limits the minimum detuning which we can set our laser to avoid

single photon absorption.

Independent amplification of each of the two beams by two separate diode-BoosTA se-

tups would give the total output power of 750mW per frequency, and so a combined

power in the Raman beam of 1.5W, without any non-linear mixing. Our group is cur-

rently working on designing an in house tapered amplifier system to achieve this.

7.10 Quantisation axis

It is important that, during manipulation, the atoms see an applied magnetic field which

lifts the degeneracy of the Zeeman states. With degenerate mf levels, there are many

paths an atom can take between the upper and lower hyperfine states which, due to the

difference in coupling strengths, have different Rabi frequencies. Without the splitting

of the Zeeman levels by an applied field, all of these routes are resonant with the laser

frequency. As the readout is sensitive only to the hyperfine state, rather than the mf
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states, these all contribute to the signal, causing a mixing of the Rabi frequencies, and

a washing out of the Ramsey fringes. If the magnetic field is applied parallel to the

beam direction, it also acts as a quantisation axis, defining the projection axis for the

mf states.

Applying a field is difficult within a magneto-optical trap, as the trap centre, where

cooled atoms accumulate, is at zero magnetic field. Although it is possible to shift the

position of the trap centre using unequal beam powers, this was found to disrupt the

shape of the atom cloud as a result of the non-spherical optical forces. Applying an AC

magnetic field, with a period of oscillation much higher than the motional frequency of

the atoms in the trap can be used to apply a field, while maintaining a spherical MOT

shape. By observing the behaviour of the MOT cloud after applying magnetic fields

with different frequencies, we deduce that the oscillations are negligible for changes in

the magnetic field on time scales shorter than ≈ 10 ms.

The magnetic field necessary to split the degeneracy is applied using a pair of Helmholtz

coils, which we fit, perpendicular to the axis of the anti-Helmholtz trapping coils, parallel

to the axis of the Raman beam, around one pair of windows. An arbitrary waveform

generator, in combination with an audio amplifier, supplies the current used to drive the

coils. The audio amplifier is an inexpensive method of amplification which can be used

so long as the output impedance is high enough to avoid damage.

Rather than applying a continuous oscillating magnetic field to the atoms, we pulse the

waveform generator to give a square wave output, ≈ 1ms long, which is triggered to coin-

cide with the extinction of the MOT beams. Although we manipulate the magnetically

insensitive mf = 0 → mf = 0 transition, which negates the need for a homogeneous

field, it is better to avoid any coupling between the different mf states which may arise if

we start sweeping the magnetic field. In practice, the low bandwidth and non-linearities

of the audio amplifier make a square wave difficult to achieve, and the waveform before

amplification must be manually tuned to find the best square-wave fit after amplifica-

tion. We measure the induced current in a neighbouring coil of wire to determine the

current in the magnetic coils, and use this to determine the homogeneity of the applied

magnetic field; this we find to be within 5% of the total magnetic field over the duration

of the entire pulse.

7.11 Choosing the right detuning for the Raman beams

By changing the current or the grating angle of the Tiger, it is possible to change the

detuning of the Raman beams from single photon resonance. It is important that this
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parameter is chosen carefully: a frequency too close to resonance will cause single photon

effects (which, for a power broadened Lorenzian linewidth, will decrease with the square

of the detuning) to dominate, whereas too far from resonance and the generalised Rabi

frequency (which falls off with reciprocal of the detuning) will become too slow to perform

a meaningful number of operations before the atoms fall from the manipulation volume.

We run several temporal scans of the Rabi oscillation at different detunings and from

this are able to determine the minimum detuning we can achieve in our system without

observing decoherence effects from single photon absorption: we find this minimum

detuning to be around 125 GHz. This is a much higher detuning than one would expect

to need and indicated that there are perhaps additional frequency components contained

within the Raman beam which are causing absorption even when detuned many GHz

away from the desired two photon resonance (see section 7.9.3).

In addition to this, a light shift will affect the transition frequencies of the atom for all

detunings, which makes it vital for coherent interactions that we minimise variations of

the light shift across the cloud. This is non trivial to achieve as a result of the variations

in the intensity of the Gaussian manipulation beam across the cloud. This variation,

therefore, causes a shift in the Rabi frequency for two reasons: as a result of a change

in the electric field strength, and also in the generalised Rabi frequency, as a result of

the variations in the detuning from two-photon resonance across the cloud. As a result

of the narrow linewidth of the Raman transition, the variation in the detuning of the

atom cloud can cause a more significant change in the generalised Rabi frequency than

intensity variations.

Figure 7.13 shows the dependence of the light shift on single photon detuning, which is

obtained by summing the light shifts, over all paths, between the F = 2, mf = 0 and

the F = 3, mf = 0 states. At our operating detuning of ≈ 125GHz, the light shift varies

linearly with detuning, with a value of 0.543 ± 0.001 Hz mW−1 cm2. For our beam of

power 500 mW, this gives a frequency shift of 10 MHz.

7.12 Polarisations necessary for Raman transitions

In addition to the magnetic field we must apply to the atoms, we must also ensure that

the Raman beams used to manipulate the atoms have the correct circular polarisations.

As shown in figure 7.14, there are two routes between the mf = 0 states for π polarised

light, either via the F = 2 or F = 3 states. However for each of the two routes, one of

the transitions has zero coupling strength, and as the total Raman transition strength

is given by the product of the single photon transition strengths, both routes have a



Chapter 7. Cold atom manipulation 115

230 235 240 245 250 255
Wavelength (λ− 780nm )/ pm

-10

-5

0

5

10

Li
g

h
ts

h
if

t,
 k

H
z/

m
W

/c
m
2

Figure 7.13: A graph showing the light shift in the Raman transition frequency as a
function of the single photon wavelength [107]. The detunings showing in this plot are
close to resonance, in regions where single photon absorption is dominant. We typically
operate at detunings of 125GHz (λ = 780.5nm) at which point the light shift varies

linearly with a value of 0.543 ± 0.001 Hz mW−1 cm2.

zero transition amplitude. Circularly polarised light, however, has a non zero transition

amplitude for both transitions and can therefore be used to couple the states.
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Figure 7.14: Two routes are available for the atom between the lower hyperfine
mf = 0 states, either via resonant enhancement with the F=2 state, or the F=3.
While driving these transitions with linearly polarised light, however, the transition
amplitudes for both paths (proportional to the products of the one photon transition
strengths) are zero. This makes it necessary that we use circularly polarised light for

which the transition amplitudes are non-zero (not shown).
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Figure 7.15: Experimental data showing the difference in absorption between Raman
beams composed of π−π polarisations (blue dots) and σ−σ (red dots). The circularly
polarised light shows a large resonance at the hyperfine splitting, whereas for the linear
polarised light, all of the possible routes between the upper and lower hyperfine states

with mf = 0→ mf = 0 have a zero transition strength.
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Readout and analysis

To characterise the Raman manipulation, we sandwich a Raman pulse between two

readout pulses and measure the repumping rate as a function of the frequency or pulse

length of the beams. We refer to these scans as ‘spectral’ and ‘temporal’ scans, respec-

tively. This process is automated by controlling the intensity of the trapping, repump

and Raman manipulation beams, as we will discuss in the following section.

Since our readout is purely based on the state of the atom after manipulation, it difficult

to distinguish between atoms repumped through single and two-photon mechanisms.

Modulation of one of the Raman beams, while observing changes in the repumping, can

be used to distinguish between two photon and single photon repumping mechanisms,

although as the two photon rates are typically smaller than that of the single photon

they can be difficult to measure accurately. In addition to this, the method we use

to generate our Raman beams means that it is not possible to control the intensity of

each of the Raman components independently. For these reasons, we change the relative

frequencies of the Raman beams, and measure the effect of the Raman manipulation

through the change in the excited state population. The large detuning of the Raman

beams from single photon resonance gives a slower change in the absorption rate than

for two photon absorption, which enables the narrower two photon resonances to be

resolved.

8.1 The collection optics

To maximise the solid angle subtended by our collection optics, we use a large aperture

lens, with a long focal length to give a large solid angle and high magnification, to

project an image of the atom cloud onto an aperture, which we close around the MOT

117
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Figure 8.1: A photo showing the position of the imaging and readout optics surround-
ing the chamber. Both of these systems use lens extension tubes between the lens and
the detector to increase the distance from the atom cloud to the lens such that it is
comparable to the distance from the lens to the detector, giving a large magnification.

to spatially inhibit scattered light from hitting the detector. To achieve alignment, the

detector is replaced with a CCD camera to look at the position of the cloud relative to

the centre of the aperture. The correct aperture size is a trade off between noise and

MOT signal, which is also dependent on the temperature of the cloud.

A spherical lens is used as the primary optical element in the readout system primarily

due to its availability at large sizes. Due to the failure of the paraxial approximation

in these lenses, we have calculated an increase in the signal with aspherical alternatives

which we plan to implement in the future.

The detector consists of a fast Hamamatsu photo-multiplier tube (PMT), which we am-

plify using a Stanford Research Systems current amplifier. The signal from the current

amplifier is sampled by a GHz oscilliscope, which averages and then saves the data over

a local network.

8.1.1 The readout pulse sequence

The automated sequence starts by extinguishing the trapping beam, pumping the pop-

ulation into the F = 2 hyperfine state. During pumping, both the fluorescence of the

MOT cloud and the number of atoms left in the transition loop decreases exponentially.

After the population left in the transition loop has become negligible, the trapping laser
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is extinguished and both the Raman laser and the quantisation-axis magnetic field are

turned on. To readout the proportion of the population which has been affected by the

manipulation beam, the trapping laser is turned on, and the height of the exponentially

decaying fluorescence is compared to the height of the first exponential fit. Finally, the

repump beam is turned on again, and the MOT is left to reform.

Figure 8.2: The pulse sequence (bottom) and signal(top) from a typical spectral or
temporal scan. The atoms are optically pumped into the F = 2 state, after which a
pulse from the manipulation laser is used to illuminate the atom. Finally the atoms
are optically pumped back into the F = 2 state, before reloading the MOT. The ratio
of the amplitudes from the two exponential fits tells us the fraction of the population
moved during manipulation. The MOT magnetic field is left on for the entire duration

of the pulsing.

8.2 Noise sources

It is vital for the successful measurement of coherent oscillations that we are able to

measure small signals with sufficient accuracy that we can measure small changes in

the excited state population. One simple method of achieving this is to increase the

solid angle subtended by the collection optics which increases the number of measured

photons up to a limit given by the maximum available optical access to the MOT. After
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this, we rely on automation, which allows the averaging of many experimental runs, and

other subtle techniques to measure these population changes accurately.

8.2.1 Stray light

The main source of noise is from light from both scattering of the Raman beam and

background sources can be seen on the photo-detector while the experiment is running

causing noise which must be eliminated.

The relatively high intensity of scattered light from the Raman beams causes large spikes

in the output of the photo-detector. While passing the Raman beam through an optical

fibre before the MOT cloud, and using a proper beam dump to extinguish the Raman

beam helps to reduce this scatter, it is still found to be significantly greater than the

signal from the preparation and readout pulses. As a result of this, the PMT exhibits a

recovery time of up to 100 µs after large changes in the intensity, during which time the

detector output is highly non-linear. Although possible to compensate for the instrument

response when measuring the fluorescence of the repump beam, we instead omit signal

recorded within 100 µs of the end of the Raman pulse. Despite this fix, the scatter is

still undesirable, making it difficult to infer information on the fluorescence of the atoms

during the pulse, information which could be used to determine the rate of spontaneous

decay from atoms in the cloud.

8.2.2 Temperature changes and varying cloud atom densities

As well as from the scatter from the windows of the chamber, room temperature rubid-

ium atoms which traverse the detection region also add noise to the signal. As these

atoms have not been confined within the MOT region during pumping, they are equally

populated across the two hyperfine states, causing an offset to the signal which is pro-

portional to the density of the background gas. The density of this background gas

changes with the temperature of the MOT chamber, a property which is difficult to hold

costant as a result of heating by the magnetic coils, which causes anomalous results. In

addition to this, the changing density within the chamber causes the atom cloud number

to fluctuate.

As well as temperature changes affecting the density of atoms in the chamber, tempera-

ture changes cause a variation in the trapping and repump laser intensity and detuning

as a result of changes in the atomic vapour cell used for locking and beam pointing.

This causes a variation in the output of the cloud atom number, which, if variations are

significant during the experiment, can affect the result. The use of air conditioning to
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stabilise the temperature of the lab can cause significant air currents which are detri-

mental to the stability of the beam pointing. To avoid this, we enclose the beam path

away from air currents and rely on the thermalisation of the equipment inside of these

enclosed areas to reach a stable temperature before staring experimentation.

8.2.3 Electrical pickup

Finally, between the photon detection and readout, the electrical signal from the photo-

detector is also affected by pickup in the cables and amplifiers. This is particularly

problematic as a result of the large number of RF drivers and amplifiers used across the

laboratory. Fourier analysis of the Raman signal, shows a significant spike at 310MHz,

due to pickup from the amplifier used for the Raman AOM. Shielding the detection optics

from this pickup was achieved through electrical isolation of the driver housing from the

optical table, as well as encasing the driver in metal. Shortening of the cable length

between the PMT and the amplifier also resulted in significant reduction of pickup. The

current amplifier which we use to amplify the PMT adds a noticeable modulation to the

signal at 50 Hz due to mains pickup; we find a significant reduction in this pickup if the

amplifier is run off an internal battery.

8.3 Methods of noise reduction

In order to reduce the significance of noise on our data, we use two general methods:

increasing the manipulated atom number and averaging. While overloading the MOT

can be used to increase the total atom number, we discuss here methods of increasing the

atom number with which we interact, which can be used to give much more significant

improvements, without increasing the size or temperature of the atom cloud. Averaging

is only made possible as a result of the automated pulse sequencing, and is cruicial in

order to allow us to visualise Rabi fringes.

8.3.1 Automation and randomisation of data taking

The modulation method of generating the manipulation beams, using arbitrary wave-

form generators, makes it possible to automate the experiment so that it runs au-

tonomously, selecting the frequency for each individual run randomly from within the

scan range. In using this random method of data acquisition, many of the slowly varying

noise sources discussed in the previous chapter are randomised and made uncorrelated

in time so that they show-up as stochastic noise on the data set. Automation of the
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experiment also allows the experiment to be repeated many times within a short time

scale for each single parameter. This data is then averaged on an oscilloscope to give a

single data point.

For each run, we record 106 points, which are each averaged in parallel over 3 s; each

of the exponentially decaying readout fluorescent segments of the overall readout is

therefore sampled by 105 data points.

Despite the efforts taken to reduce the noise, without averaging it would be difficult to

distinguish our signal from background, and it would certainly be impossible to discern

subtle information such as any possible chirping of the Rabi frequency. This averaging,

however, is not without its faults: we find that we lose information which could otherwise

be used to characterise the decoherence mechanisms within our cloud.

When the dephasing mechanisms are occurring on time scales faster than measurement

time for each of the points, we obtain a continuous yet heavily damped Rabi oscillation

(illustrated in the top figure 8.3). Alternatively, dephasing mechanisms occurring slower

than the measurement time for each point show multiple Rabi frequencies which are

randomly sampled (top of figure 8.3). From observations of our data, we conclude that

the decoherence mechanisms are occurring faster than the rate at which we take data:

3 seconds.

8.3.2 State preparation

During the operation of the magneto-optical trap, the atoms are mostly contained within

the 5S1/2 F = 3 → 5P3/2 F = 4 cooling cycle and the 5S1/2 F = 2 → 5P3/2 F =

3 repumping cycle, equally divided amongst the mf levels. Because of this, before

commencing the coherent manipulation schemes, we must pump the atoms into a single

hyperfine ground state. As we only interact with a single mf transition, we also discuss

a process which would allow pumping of atoms into a single mf state, which would

increase the signal by a factor of 5.

8.3.2.1 Optically pumping the hyperfine levels

For similar reasons to those which make neutral Rubidium suitable for magneto-optical

trapping, the simple energy level structure makes it straightforward to perform high-

fidelity initial state preparation. Extinguishing one of the two MOT beams causes the

population to be incoherently cycled while optical pumping occurs to the state not

coupled to that transition. This causes the absorption and fluorescence to decrease with

time, and this can be easily observed with the detection optics.
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Figure 8.3: A comparison of two systems with a temporal variation in the Rabi
frequency used to illuminate the atom cloud. The top graph shows the outcome of a
simulated system with a variation on timescales slower than the averaging time, whereas
the bottom graph shows the effect of a variation in the Rabi frequency which is faster
than the averaging time. The solid line in the top graph shows a two point moving

average of the data while in the bottom, a thirty point moving average.

For the trapping transition, which very nearly forms a closed optical loop, the atom

decays to the F = 2 state after several microseconds of being cycled on the F = 3 →
F = 4 transition. Decay from the repumping cycle is much slower, and occurs on time

scales of a nanosecond. We therefore use the decay of the fluorescence during pumping

from the F = 3 state into the F = 2 state to determine the state populations, in which

decay occurs much slower, allowing more accurate fitting to the exponential decay.

8.3.2.2 Optically pumping mf levels

We start our manipulation experiments with the atoms equally divided amongst the

F=2 Zeeman states. As we interact with only one of the five Zeeman states, we find
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it desirable to concentrate the atoms in the mf = 0 state, such that the available

population in that level is closer to the total population of the cloud. While it is simple

to pump the atoms into an extreme mf state, (mf = ±3) using circularly polarised light,

pumping to the mf = 0 state is far less trivial.

One possibility, illustrated in figure 8.4, shows the coupling rates between the 5S1/2F = 2

and 5P3/2F = 1, 2, 3 states for π polarised light. We see that the coupling rate is zero

for the F = 2 → F = 2,mf = 0 transition. Because of this π polarised light, tuned to

the F = 2 → F = 2 transition will pump the population into the mf = 0 state. This

would require a separate beam, which unless retro-reflected would subject the atoms to

additional optical forces, which would displace the cloud from the trap centre.

Figure 8.4: A graph showing the transition strengths from the 5S1/2F = 2 state
in Rubidium 85, for π polarised light. The zero coupling strength between the F=2

mf = 0 and F=2 mf = 0 gives optical pumping to the mf=0 state.

In our setup, it is difficult to find optical access to the MOT cloud which does not

pass through a quarter waveplate, and however well the retro-reflected pump beams are

aligned, the standing wave pump field causes damage to the structure of the cloud. Since

our experiment is currently more sensitive to inhomogeneities in the cloud shape than

to the signal to noise ratio, we have decided not to implement this mf pumping scheme

until we have achieved better coherence.
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Results

In order to drive two photon transitions coherently, it is necessary for us to supply a

constant light intensity over the whole of our atomic ensemble, with a constant frequency

detuning relative to the state we are driving. In addition to this, population inversion can

only be achieved with driving light fields which are resonant with the atomic transition.

The main content of this section is dedicated to the work done in finding the conditions

required to meet these criteria for the entire duration of the experiment.

9.1 Non-coherent manipulation of Rubidium

To begin with, we find the position of the two photon resonance by measuring the

repumping of Rubidium atoms as a function of the change in the two photon frequency

difference. Depending on the coherence of the system, the shape of this resonance can

either be a power-broadened Lorentzian, or a sinc squared profile, centered around the

transition frequency (see figure 9.1 below).

9.1.1 mf states

In a broad, 1MHz wide scan of the resonance, it is possible to resolve the individual mf

sublevels, which are split by their interaction with both the applied, pulsed magnetic

field and the trapping magnetic field gradient. So long as the two Raman beams are

of the same polarisation, and the single photon detuning is sufficient to ensure that the

upper 5P3/2 state remains unoccupied, co-propagating Raman beams impart no change

to the angular momentum of the atom. It is because of this that Raman transitions with

a well defined polarisation by a correct quantisation axis, parallel to the propagation

direction of the beam, will only occur between transitions with ∆mf = 0. By changing

125
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Figure 9.1: A comparison of the central mf = 0→ mf = 0 transition for long (green)
and short (red) coherence times. The different beam powers explain the different line
widths, and different, light shifted, resonant frequency. Notice the side lobes on the

coherent interaction, not present for the incoherent interaction.

the value of the applied magnetic field, and noting the changes in the positions of the

resonances (as shown in figure 9.2 and 9.3), we are able to verify that the resonances on

the spectral scans are a result of interactions with the different mf transitions.

The gradient in the magnetic trapping field across the cloud causes inhomogeneous

broadening of the mf 6= 0 resonances. It is for this reason that we choose the mf = 0→
mf = 0 transition for our coherent manipulation experiments which does not exhibit

variations in the Rabi frequency as a result of the variation in the Zeeman shift across

the cloud.

9.1.2 Non-coherent interactions for MOT size measurements

As described in the paper by Savard et al. [122], the frequency and broadening of the

magnetically sensitive mf 6= 0 transitions can be used in conjunction with the strength

of the magnetic field gradient and the Zeeman shift in the atomic energy levels with

magnetic field strength to measure the spatial distribution of atoms along the beam

axis.

Using the fit shown in figure 9.4, we find the cloud width for this scan to be 550 µm

which is comparable to that found in section (6.3).
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Figure 9.2: Four Raman spectral scans with a 0.05(top), 0.133, 0.266 and 0.399
Gauss (bottom) magnetic field applied to the atoms through the quantisation axes
coils. An increase in the spacing between the resonances with magnetic field strength
is clearly evident, which supports our conclusion that they are a result of the different

mf transitions.
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Figure 9.3: The detuning of the mf levels from two photon resonance plotted against
the voltage supplied to the quantisation axes coils.

9.2 Choosing the right mf state for manipulation

In order to guarantee interactions with a single mf state at a time, it is necessary for

the resonances to be separated by more than the linewidth of the transition: hundreds

of kHz for the magnetically broadened non-mf = 0 states . If more than one transition

is resonant at any one time, the difference in the two photon detuning causes the atoms

to be driven at different Rabi frequencies, reducing the contrast of the Rabi oscillation.

The non-degeneracy of the mf levels can be easily verified from the separation of the

resonances in figure 9.4; if the resonances are found to be overlapping, as in the case of

figure 9.4, the amplitude of the applied magnetic field can be increased to separate the

states further.

9.3 Coherent Raman interactions

9.3.1 Calculation of the expected two photon Rabi frequency

Using the numbers given in the previous chapter, we can calculate the Rabi frequency

expected from our two photon interactions.
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Property Value

Total Beam Power 750 mW
Individual Beam Power 250 mW

One Photon Detuning, ∆/2π 0.25nm ≈ 120GHz
Beam Radius 5 mm

Average Electric field strength 1.5× 103V m−1

Peak Electric field strength 3× 103V m−1

Dipole Moment-pump beam 2.64× 10−29 C m
Dipole Moment-stokes beam 1.48× 10−29 C m

ΩP /2π 4.38× 108 Hz
ΩB/2π 7.811× 108 Hz

Ω̃/2π 2.2× 105 Hz

Table 9.1: The numbers used in the calculation of the two photon Rabi frequency
for our system, and the resulting value of the frequency, Ω̃. To give the maximum two

photon Rabi frequency, the powers of the pump and Stokes beam are made equal.

In this calculation, the value for the two photon dipole interaction strength is found from

a summation of the dipole matrix elements over all of the individual routes between the

two states. These routes are summarised by figure 9.5.

9.3.2 Temporal scans and Rabi oscillations

After finding the resonance frequencies of the Raman interactions from the spectra, we

set the difference frequency of the Raman beams to coincide with the centre of the

mf = 0 transition; the beam intensity is then modulated using AOMs to measure the

change in the atomic population with pulse length. As we predicted in chapter 4, if the

decoherence decay time is comparable to the Rabi period, this shows some oscillatory

behaviour in the output state of the atom as a function of time.

Figure 9.6 shows the result of one of these temporal scans which exhibits a large damping

factor. Due to the finite Rabi frequency of the atoms, this decay inhibits the number

of coherent manipulation operations which can be applied to the atomic system; it is

therefore crucial for the coherent manipulation schemes that we reduce the dephasing

mechanisms as much as possible in order to manipulate a large fraction of the population

through at least two full Rabi oscillations: the minimum requirement for any coherent

cooling scheme.

As described in section 4.3.2.2, the rate of decay to the Rabi oscillation due to this

distribution is not an exponential, which makes it difficult to measure the decay time

constant. This is inconvenient: making it difficult to compare the decay rates for the

different decay mechanisms. For short times, of the order of one to two times the Rabi

period, the decay rate can approximated by an exponential for which a time constant
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Figure 9.4: Four Gaussian functions, offset from zero detuning by the MOT’s offset
from the position of zero magnetic field and broadened by the magnetic gradient, are
summed to give the total repumping spectrum as a function of the detuning. The central
resonance is not magnetically broadened which makes it too narrow to be resolved in

this scan.

Figure 9.5: The paths available for two photon transitions between the F=2 and F=3
lower hyperfine states by σ+ polarised light. The paths between the mf = 0 states
are shown in bold, with the value of the dipole moment, divided by 3.6 × 10−29 C m,

printed alongside [95].
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Figure 9.6: A figure of a Rabi scan date (blue dots) with fitted exonentially decaying
sine (red line). Least squares fitting gives a period of 453±9 µs, which equates to a

Rabi frequency of 2.2±0.035 KHz, and decay constant of 2.1±0.2 ms.

can be measured, and used for comparison. We find a suitable decay constant via least

squares fitting, which fits the decay in coherence of the system during the first few

oscillations.

We fit an exponentially decaying sine function to the data shown in figure 9.6, and find

the Rabi frequency to be 2.19 kHz with a decay constant of 2.1±0.2 ms. The oscillation

frequency is significantly less than that predicted in table 9.1 and can be explained by

an over estimation of the power in the Raman beams. As discussed in section 7.5, it is

likely that as a result of amplification, additional frequency components are generated in

the Raman beam, which, despite containing a significant amount of power are not used

in driving the Raman transition. As the method we use to measure the power in the

Raman beams is sensitive to the power contained within these superfluous frequencies,

the expected calculation of the Rabi frequency may be over-estimated.

9.3.2.1 Inconsistencies between the expected and the measured Rabi fre-

quencies and light shifts

The 1MHz expected Rabi frequency calculated in table 9.1 is three orders of magnitude

larger than the 2.2kHz frequency we measure above. While this difference between the

measured and calculated Rabi frequency can be partially attributed to the inaccuracies
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in measuring the total power in the Raman beams, described in chapter 7.5, as a result

of the coupling of broadband ASE into the BoosTA, non-linear amplification, power

loss during spatial filtering and poor transmission through windows. Together, these

processes are unlikely to result in more than a 50% reduction in the power contained

within resonant spectral components, which is not enough to explain the apparent three

orders of magnitude reduction in resonant beam power: a few milliWatts.

Similarly, a discrepancy arises between the predicted and the expected two photon light

shift, which again differs by a factor of ∆calculated
∆observed

= 1MHz
4kHz ≈ 103.

To explain this, it is important for us to remeasure the Raman beam spectrum, with

properly calibrated measurements of the spectral density, allowing us to determine the

amount of power contained within broadband ASE. Due to the narrow linewidth of the

transition frequency, it is plausible that the low Rabi frequencies are a result of driving

the atoms off-resonance with the driving laser, which causes large changes in the Rabi

frequency with the detuning of the driving frequency. We must therefore re-check the

calibration of our electronic frequency references. It may also be necessary for us to

check the spectrum before and after each of the amplification stages in order to see that

no significant changes to the spectrum of either beams is occurring, and if necessary, use

separate amplification stages for the pump and stokes beams.

Overall, the reduction in power contained in the Raman frequency components is catas-

trophic if we want to maximise the number of coherent operations we can make to the

atomic cloud. High beam power is essential for two reasons: firstly it enables us to create

a large diameter manipulation beam, such that the intensity varies slowly with distance

around the centre, causing a small variation in the Rabi frequency across the cloud.

Secondly high Rabi frequencies allow a greater number of operations to be performed

before the atoms move out of the trapping region. If the optical power is limited, we are

forced to trade off these two conditions to achieve the maximum number of oscillations

with the best fidelity.

By increasing the effective Rabi frequency through detuning the two photon frequency

further from resonance, we can increase the effective Rabi frequency (equation 4.2).

While increasing the frequency of the oscillations, detuning also causes a reduction in

the maximum inverted population. This can be useful when characterising the form of

the decoherence mechanisms, although the large reduction in amplitude for off resonant

Rabi oscillations causes a reduction in the percentage of the total population moved

between the ground and the excited states making it unsuitable for the implementation

of coherent cooling schemes.
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9.3.2.2 Decay rate

The shape of the decay of these Rabi oscillations gives a good indication of the decay

mechanism. By changing the radius of the Raman beams used to drive the transition,

for example in figure 9.7, we see that the rate of oscillation changes with beam radius,

as expected due to the change in the optical intensity, but also that the overall shape

of the curve is constant, albeit stretched. This implies that the rate of decoherence is

proportional to the driving field intensity or inversely proportional to the square of the

Raman beam radius.

In order to further ascertain the cause of the decoherence, we run Ramsey-Bordé [? ?

] interferometry and spin echo experiments, which can be use to measure the relative

decay constants for non-optical and non-stochastic forms of decoherence respectively.

9.3.3 Ramsey interferometry

Once we have achieved high fidelity manipulation over a quarter of a Rabi oscillation,

it is possible to use two π
2 pulses to construct a Ramsey-Bordé [? ? ] interferometer.

As the interferometer relies on measuring the evolution of the atom while the beams

are turned off, the success or failure of this technique gives an insight into the non-

optical forms of decoherence, such as collisions, which occur regardless of the presence

of manipulation laser light. In addition to this, it is necessary for the π
2 pulse area to be

constant in order for the superposition to be completely collapsed on application of the

second pulse; any movement of the atoms between the two pulses, however, will cause a

change in the light intensity seen by the atom, which will prevent this. Figure 9.9 shows

a plot of the signal from a Ramsey interferometer, where the time between two π
2 pulses

is plotted against the excited state population.

Using a least squares fit, the decay rate in the Ramsey fringe visibility is calculated to be

4.9±0.1 ms. As the decay in this system occurs while the driving laser is turned off, this

rate of decoherence is indicative of non-radiative mechanisms such as through collisions

or spontaneous emission. The decay rate of 1/660 ms−1 measured on these graphs is

comparable to that calculated in section 6.6. In addition to this, figure 9.9 shows a

linear increase in upper state population with time, with a time constant of 35±3 ms;

this indicates pumping, which could possibly be due to single photon absorption followed

by spontaneous emission.
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Figure 9.7: A comparison of three Rabi frequency scans with Raman beam waists of
7mm (top), 5 and 3mm (bottom), keeping the total power and detuning of the beam
beam constant. The Rabi frequency decreases with optical intensity, but so does the
decay rate, causing the curves to take the same shape, but with different frequencies.
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Figure 9.8: A trace and corresponding pulsing scheme for a typical Ramsey interfer-
ometer run. As with the Rabi scans, the change in the atomic population due to two

π
2 pulses is plotted against the separation between the pulses.
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Figure 9.9: Oscillations in the excited state population, ‘Ramsey fringes’, as a function
of the spacing between two π/2 pulses. The small decay in the fringe contrast, compared
with the large decay in the Rabi oscillations, indicates that the dephasing is primarily

an optically induced phenomenon.
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9.4 Spin echo

After the success of the Ramsey fringe experiments in demonstrating the effect of non-

radiative forms of decoherence, such as collisions and thermal broadening, we investi-

gated the effects of radiative, stochastic processes on decoherence with a pseudo spin-

echo technique. As described in section 7.3.2, spin echo experiments are performed with

an I& Q modulator in series with the RF supply for the EOM to causes a 180 degree

change in phase of the EOM RF phase, and a corresponding 180 degree change in the

phase of the Raman light.

Figure 9.10: The spin-echo pulse sequence

We choose the timing of the I & Q pulse, T/2, so that it arrives after the system has

seen significant decrease in fringe contrast. Thus for pulses up to T/2 in length, the

graph resembles a standard Rabi scan. After T/2 however, the driving laser changes

phase by 180 degrees which reverses the direction of precession of the state vector on

the Bloch sphere as described in section 4.3.3. Although the direction changes, the rate

of precession for each state vector around the Bloch sphere is not affected, causing the

spread in state vectors to converge as the time approaches T .

For atoms off resonance with the driving laser, this reversal of the phase is not so

straightforward. The zenith angle of the of the field vector of the Bloch sphere depends

on the ratio of the Rabi frequency to the detuning, and not at all on the phase of the

driving laser. As a result of this, reversing the phase for atoms which are off resonant

with the driving field will not cause the convergence of the state vectors. As light shifts

can occur as a result of a light shift in the atomic energy levels, due to a spatially

varying Raman beam, we must make sure that the light shift is much less than the Rabi

frequency in our system if the state vectors are to converge.

We can quickly test the ratio of the light shift to the Rabi frequency from the shape of the

central mf = 0 resonance on the spectral scans. The Lorentzian, rather than Gaussian

shape of the central resonances in our system implies that the rate of power broadening

is greater than the light shift-broadening. For the rest of this chapter, we shall therefore

assume that the light shift is negligible in comparison to the Rabi frequency.

Figure 9.11 shows the result of a successful spin echo sequence where the phase of the

driving laser is reversed after 100 µs. The dip around 200 µs shows that decoherence
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Figure 9.11: A spin echo experiment with (blue dots) and without (red dots) a phase
reversal of the Raman beam after 100 µs along with fitted data. This phase change
causes a the Raman scan to be reflected around 100 µs, which causes a dip in the
population at 200 µs. The presence of non-reversible stochastic forms of decoherence
causes a time reversal asymmetry around 100 µs, which stops the population returning

to zero at 200 µs.

is partially a result of non-stochastic forms of decoherence, for which the most likely

candidate is intensity variations of the Raman laser across the cloud. The spin echo

graph does not return to zero at 200 µs, demonstrating that some stochastic, non-

reversible processes must also contribute to coherence loss in the system. These could

be a result of many other processes, such as intensity variations of the driving laser field,

brought about by changes in beam pointing or coupling of light through optical elements

due to air currents; more likely, however, is the effect of thermal motion of the atoms

on timescales similar to that of the experiment.

We use a least squares algorithm to fit an exponentially decaying sine curve to the spin

echo data. After the phase of the driving laser is reversed, we use a product of a sine

curve with two exponentials, with different decay times, one positive while the other

negative, to describe the data: representing the reversible, non-stochastic decay time

and a non-reversible, stochastic decay time respectively. These we find to be 45 µs and

140 µ seconds respectively.

The total decay time for atoms in this spin echo experiment was found to be 34 µs,

which is significantly shorter than 2.1 ms for the decay time of atoms in the Rabi

scan experiment described earlier in section 9.3.2. This difference in the overall Rabi
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Experiment Decay Type Timescale

Ramsey interferometry Non-radiative 4.9±0.1 ms
Rabi oscillations Total 2.1±0.2 ms

Spin echo Non-Stochastic 140 µs
Spin echo Stochastic 45 µs

Table 9.2: A summary of the key dephasing mechanisms, and the experiment used to
identify them. It is difficult to draw conclusions from the spin echo results as a result

of the higher than average level of dephasing across the cloud.

frequency is significant as it shows us that while a combination of stochastic and non-

stochastic decay mechanisms contribute to dephasing in fast decaying clouds such as

that shown above, the information cannot be used to infer the relative decay constants

in clouds with a longer decay time such as figure 9.6. The reason for the difference in

the two decay rates is likely to be trivial; small changes in the alignment can increase

the temperature by a factor of ten, while changes in the orientation of the beams can

significantly increase the drift in beam pointing, both of which can significantly affect

the coherence times of the cloud. Increasing the time spent on properly aligning the

beams can give significant improvements in the coherence time of the atoms, and a

longer decay constants.

9.5 Summary of decoherence mechanisms

We have been able to infer, through Ramsey interferometry and spin echo experiments,

that the decoherence of the system is a result of radiative, non-stochastic processes. As

a result of this it is likely that the decoherence in our system is a result of the non

zero initial size of the cloud, which is driven non-homogeneously by a Raman beam

with a non-infinite beam diameter. This can cause the generalised Rabi frequency to

vary either as a result of a change in Ω = dijE
2/~, due to the change in the electric

field strength of the light, or as a result of a change the light-shift which changes the

two-photon detuning. As these processes are both results of the electric field of the light

acting on the atom, there is no way to separate them in order to measure their effects

separately.

9.5.1 Eliminating the decay in the Rabi cycle

There are a number of solutions to address the problems of non uniform manipulation

across the atomic distribution. Increasing the diameter of the driving laser beam or

decreasing that of the MOT density profile both cause an increase in the uniformity

of the driving field across the cloud, increasing the homogeneity of the interaction.
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Alternatively, we can apply a spatially selective readout method which can be used to

only read out atoms which have been manipulated homogeneously.

9.5.1.1 Illuminating the atoms uniformly

Increasing the diameter of the driving laser beam for a given total intensity causes a

smaller gradient in the optical electric field. This homogenises the atom-light interac-

tions, minimising variations in the Rabi frequency across the cloud. In expanding the

beam, however, the power in the beam is spread over a greater area, greatly diminishing

the power left in the part of the beam used to manipulate the atoms. This causes a

slower average Rabi frequency, reducing the number of operations that can be made to

the atoms before they fall from the manipulation region.

Alternatively, diffractive optics can be used to change the beam intensity profile into a

top hat, giving a constant intensity which can be used to illuminate the MOT cloud, with

a higher power than is obtained through increasing the beam diameter. The diameter

of the top hat is an important variable as any atoms moving over the boundary see an

average of the total beam intensity, which smooths the step function causing a variation

in the Rabi frequency in similar manner to the effects of a Gaussian intensity distribution.

Is therefore important that the diameter of the beam is larger that the time of flight of

the atoms during the manipulation stage. Using these values to calculate the rms time

of flight for a 100µK cloud gives 0.2ms−1, or 200 µm over 1 ms. As a result of this,

a 600µm beam radius, three times the rms value, would give constant illumination for

99.6% of atoms within the velocity distribution.

In order to maximise the power in the top-hat, phase masks [123] are used which apply

a phase pattern to the beam causing a far field top hat beam profile without sacrificing

any power of the beam. Devices such as spatial light modulators (SLMs) can also be

used to perform this transformation, which also enable changes to be made to the beam

profile at refresh frequencies of 60Hz. The damage threshold of these devices is not

sufficient to avoid damage from the Raman beams, and the high diffraction efficiency

outweighs any advantage given by the more uniform beam intensity.

9.5.1.2 Spatially selective readout

Our readout is performed using the MOT trapping laser, which gives a large trapping

region which encompasses all atoms in the cloud. If we engineer the readout beam to

be narrow in comparison to the diameter of the manipulation laser, and aligned with

the propagation axis of the manipulation beam, it is possible to selectively read-out
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atoms which are at the centre of the Raman beam during manipulation. There are some

potential difficulties with this technique such as the need to use a separate readout beam

from the multi-directioned trapping beams. Due to the smaller volume of the trapping

beam, it is likely to cause a decrease in the overall signal.

Reetz-Lamour et al. have described a two-photon readout scheme which can be used to

give a 3 dimensional readout region [124]. Such a scheme could be easily applied to the

rubidium 5D5/2 state [49].



Chapter 10

Conclusions

This thesis reports the results of investigations into the coherent manipulation of Rubid-

ium 85 using a freely expanding cloud of rubidium atoms after laser cooling and trapping

by a magneto-optical trap. Successful characterisation of this phenomenon is important

to facilitate the generation of π and π
2 pulses for use in coherent, optical cooling schemes

in clouds of untrapped atoms.

The Rabi frequency was measured to be 102 times smaller than was calculated from the

measured light intensity. While this can be partially attributed to the electro-optical

modulation method of generating the two photon transition frequencies, specifically in

the generation of additional unused frequency components, it is unlikely to account for

it entirely. A discrepancy of around three orders of magnitude was measured between

the light shift of the F = 2 and F = 3 hyperfine states and that calculated from

the measured light intensity. There are two possible explainations for this: either we

have underestimated the loss in power contained within the Raman manipulation beam,

through processes such as scattering of light from the windows, or conversion efficiency of

our modulators. Alternatively, the beam is off resonant with the two photon transition

frequency, which may occur due to a light shift in the atomic transition frequency during

manipulation. These causes are currently under investigation: we plan to use large

bandwidth measurements of the spectral density of the Raman beams, before and after

amplification to directly measure the resonant power in the Raman beams.

The reduction in the Rabi frequency inhibits the application of complex pulse sequences,

applying a limit to the number of operations which can be applied to atoms in free fall.

Before more complex manipulation schemes are attempted, it is imperative that the

Rabi frequency is increased.

141
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An increase in the Rabi frequency has been achieved through the elimination of closely

separated frequency components which caused gain oscillations in the amplification

stages. This was achieved by Mach-Zehnder interferometry, locked by a Hänsch-Couillard

style polarisation technique. In addition to this, the coupling of ASE into downstream

amplifiers was reduced, further increasing the proportion of resonant light in the Raman

beam.

Future separation of the EOM and AOM beams before amplification will eliminate fre-

quency mixing through gain oscillation which will allow increases in the Rabi frequency

through smaller detuning without single photon absorption, and a greater ratio of power

contained within the Raman frequency components to total beam power.

In addition to the slow rate of the Rabi oscillation, a decay in the visibility of the Rabi

fringes was observed, with a decay constant that appears related to the Rabi period.

This limits the fidelity of sequences containing multiple π and π
2 pulses.

A Ramsey interferometry pulse scheme was applied to our atom cloud, and an oscillation

in the excited state population as a function of the time interval between two π
2 pulses

was observed. The long decay constant for the decay in the contrast of these fringes was

used to infer that dephasing must be primarily a result of the illuminating light, rather

than non-radiative collisional or thermal based effects. Similarly, spin echo experiments,

in which the phase of the driving Raman light is reversed mid-way through a Rabi scan

experiment to restore any non-stochastic forms of decoherence showed signs of the revival

of Rabi oscillations, demonstrated a stochastic component to the decoherence. However,

as the spin echo experiment was performed on Rabi graphs which were displaying a

higher than average amount of decoherence, it was not possible to use this data to

comment on the exact proportion of stochastic to reversible dephasing decay rates in

slower decaying clouds. As a result of this, it is imperative that we re-run the spin echo

experiment with an optimised system exhibiting a low dephasing rate. If the dephasing

is a result of non-stochastic mechanisms, which cause reversible decay in the spin echo

experiment, we will know that it will be possible to achieve population inversion with

adiabatic rapid passage. On the other hand, stochastic mechanisms, represent very

different problems which will make it necessary for us to look more closely at the dynamic

aspects of our atom cloud; thermal motion of the atoms and beam pointing issues from

air currents.

The most likely candidate for non-stochastic dephasing is due to inhomogeneous varia-

tion of the Rabi frequency across the cloud. This occurs due to an intensity variations

across the cloud, which causes changes to the generalised Rabi frequency as a result of

both the light shift from resonance, and the change in the Rabi frequency. By reducing

the size and temperature of the atom cloud, increasing the size of the Raman beam
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waist and better alignment between the beam and cloud, to achieve lower cloud tem-

peratures, significant improvements in the fidelity of the Rabi oscillation have been, and

will continue to be seen. Despite these improvements, the minimum decay constant seen

during Rabi oscillation is still of the order of 1-2 times the Rabi period, which inhibits

the application of complex pulse schemes.

Significant changes in the momentum of a room temperature atom of molecule require

large numbers of coherent π pulse interactions. At present, our π and π
2 pulses are too

long, and with insufficient fidelity to noticably change the momentum distribution of a

cloud, which makes them ineffective in cooling using the schemes that were mentioned

earlier in this thesis. For the cooling of molecules, where the decay time from the excited

state is faster than in our proof-of-principle rubidium system, short pulse lengths are of

even greater improtance.

Previous work in this field has been concerned with the manipulation of atoms which,

as a result of dipole trapping, have a narrow spatial distribution. For this reason, we

have considered adapting our system so that the atoms are loaded into a dipole trap

before manipulation. This allows a smaller cloud diameter to be used for manipulation,

which would reduce the variation in the driving Raman light during the experiment, and

longer times in which to carry out the operations. Increasing the power in the beams

would alternatively allow us to use a bigger Raman beam waist, which would have a

more gentle spatial variation. Using separate amplifier stages for the pump and stokes

beams would bring about a change in the optical power by a factor of two, although more

significant increases in the power are more difficult to achieve. This large increase in

power could be achieved through a pulsed rather than continuous laser system although

adapting our method of electro-optically generating the Raman frequency components

for a pulsed carrier beam, would present challenges due to the difficulty in achieving

temporal overlap and compensating for dispersive effects.
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[27] Thorsten Köhler, Krzysztof Góral, and Paul S. Julienne. Production of cold

molecules via magnetically tunable feshbach resonances. Rev. Mod. Phys., 78

(4):1311–1361, Dec 2006.

[28] M. Mudrich, S. Kraft, K. Singer, R. Grimm, A. Mosk, and M. Weidemüller. Sym-

pathetic cooling with two atomic species in an optical trap. Phys. Rev. Lett., 88

(25):253001, Jun 2002.

[29] John M. Doyle, Bretislav Friedrich, Jinha Kim, and David Patterson. Buffer-

gas loading of atoms and molecules into a magnetic trap. Phys. Rev. A, 52(4):

R2515–R2518, Oct 1995.

[30] E. Vliegen and F. Merkt. Stark decleration of hydrogen atoms. Journal of Physics

B, (39), 2006.

[31] Tim Freegarde, Geoff Daniell, and Danny Segal. Coherent amplification in laser

cooling and trapping. Phys. Rev. A, 73(3):033409, Mar 2006.
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