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UNIVERSITY OF SOUTHAMPTON
ABSTRACT

FACULTY OF ENGINEERING AND APPLIED SCIENCE
DEPARTMENT OF ELECTRONICS AND COMPUTER SCIENCE

Doctor of Philosophy

Reduced-Complexity Near-Optimal Ant-Colony-Aided Multi-User Detection for
CDMA Systems

by Chong Xu

Reduced-complexity near-maximum-likelihood Ant-Colony Optimization (ACO) assisted Multi-
User Detectors (MUDs) are proposed and investigated. The exhaustive search complexity of the
optimal detection algorithm may be deemed excessive for practical applications. For example, a
Space-Time Block Coded (STBC) two transmit assisted K = 32-user system has to search through
the candidate-space for finding the final detection output during 26 times per symbol duration by
invoking the Euclidean-distance-calculation of a 64-element complex-valued vector. Hence, a near-
optimal or near-ML MUDs are required in order to provide a near-optimal BER performance at a

significantly reduced complexity.

Specifically, the ACO assisted MUD algorithms proposed are investigated in the context of a Multi-
Carrier DS-CDMA (MC DS-CDMA) system, in a Multi-Functional Antenna Array (MFAA) assisted
MC DS-CDMA system and in a STBC aided DS-CDMA system. The ACO assisted MUD algorithm
is shown to allow a fully loaded MU system to achieve a near-single user performance, which is similar
to that of the classic Minimum Mean Square Error (MMSE) detection algorithm. More quantitatively,
when the STBC assisted system support K = 32 users, the complexity imposed by the ACO based
MUD algorithm is a fraction of 1 x 1078 of that of the full search-based optimum MUD.

In addition to the hard decision based ACO aided MUD a soft-output MUD was also developed,
which was investigated in the context of an STBC assisted DS-CDMA system using a three-stage
concatenated, iterative detection aided system. It was demonstrated that the soft-output system is

capable of achieving the optimal performance of the Bayesian detection algorithm.
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Chapter 1

Introduction

1.1 Trends in Wireless Communications
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Figure 1.1: Stylized inter-relationship of the objectives, techniques and resources in wireless communication
systems.

The trends in the development of wireless communcations are motivated by making efficient use
of the limited resources, in order to achieve either an increased throughput, a reduced Bit Error Ratio
(BER), or to reduce the system’s complexity and hence cost as well as power consumption per user,
as shown in the stylized illustration of Fig. 1.3. Below we will provide a brief literature review of the

related techniques.

1.1.1 MC DS-CDMA

As a state-of-the-art technique that may potentially be employed by the Long-Term Evolution (LTE) [1,
2] initiative in order to resolve the problems imposed by the high data rates required by future gener-
ations of wireless communication systems, the research of Multi-Carrier (MC) Direct Sequence Code-

Division Multiple Access (DS-CDMA) [3] endeavours to support reliable communications over hostile
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wireless radio links.

The main limitation imposed by high-data-rate wireless communications is constituted by the
Inter-Symbol-Interference (ISI), which severely degrades the attainable system performance, when the
symbol duration Ty is lower than the delay spread of the wireless channel. If the transmission rate
is high, the multipath components induced by a symbol may overlap with those of other symbols,

resulting in ISIL.

MC DS-CDMA aims for supporting a high data rate by extending the symbol-duration with the
aid of a serial-parallel (SP) converter and then mapping these reduced-rate streams to a number of

narrowband subcarriers.

It is also possible to map the same bits to several parallel subcarriers, which may fade indepen-
dently, provided that their frequency-seperation is higher than the channel’s coherence bandwidth.
This can also be achieved by spreading each subcarrier’s data across the entire bandwidth using a
spreading code and overlaying K spreading codes on top of each other. This results in valuable
frequency-diversity gains. More explicitly, if Ng-chip Walsh Hadamard (WH) spreading sequences are
applied in the Frequency-Domain (FD) for spreading the signal accross the different subcarriers, the
number of users supported by the system is Ns. However, the Bit-Error-Ratio (BER) of FD-spreading
may be significantly worse than that of FD-repetition, which on the other hand has a lower effective

throughput.

Below, we will briefly outline the evolution of MC CDMA techniques in Table 1.1.

Table 1.1: Main contributions on MC DS-CDMA systems.

Year  Author(s) Contribution

1993  Yee, Linnartz A novel digital modulation/multiple access technique referred to
and  Fettweis as MC-CDMA is presented, where the data symbols are mapped
(3] to multiple reduced-rate substreams. This scheme is evaluated in

an indoor wireless multipath radio channel.

1993  Fagel and The concept of combining OFDM with the CDMA technique is
Papke [4] proposed.

1993 Chouly, Brajal A novel design technique is introduced that combines an orthogo-

and Jourdan nal multicarrier transmission scheme with DS-CDMA systems.

[5]

1993  Vandendorpe [6] The so-called multitone CDMA scheme is proposed, which relies

on overlapping subcarries and hence supports an increased number

of users with in a given bandwidth.

Continued on next page
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Table 1.1 Main contributions on MC DS-CDMA systems.

continued from previous page

Year  Author(s) Contribution
1994  Dasilva and Multicarrier DS-CDMA is proposed as a means of reducing the
Sousa [7] amount of interference inflicted. Furthermore, a range of spread-
ing codes and chip pulse shapes are proposed for minimizing the
multiple-access interference in case of quasi-synchronous operation.
1995 Vandendorpe [8] The performance of multitone CDMA systems is analyzed in an in-
door wireless channel. It is demonstrated that the extended symbol
duration advocated is favourable in terms of multipath interference
reduction.
1996 Sourour and The multicarrier DS-CDMA system presented spreads each of the
Nakagawa, [9] S/P-converted data branches and transmits them using orthogonal
subcarriers, while efficiently exploiting the available transmission
band-width, reducing the effects of multipath interference as well
as achieving a beneficial frequency/time diversity.
1997 Prasad and An overview of multiple access schemes based on a combination
Hara [10] of CDMA and multicarrier techniques, such as MC- CDMA, MC
DS-CDMA and MT-CDMA, is presented.
2002 Yang and A class of generalized MC DS-CDMA schemes is proposed and
Hanzo [11] its performance is characterized for transmission over multipath
Nakagami-fading channels. This scheme subsumes the subclasses
of multitone DS-CDMA and orthogonal MC DS-CDMA as special
cases.
2003 Yang and The investigation of generalized MC DS-CDMA is extended
Hanzo [12] by considering two practical chip-waveforms, namely, the time-
domain half-sine and raised-cosine chip waveforms, in addition to
the rectangular chip-waveform.
2003 Hanzo, Yang, A detailed discussion of multicarrier CDMA schemes is provided,
Kuan and including the family of non-frequency-hopping MC CDMA and
Yen [13] the class of frequency-hopping assisted MC CDMA schemes. The

performance of different MC CDMA systems is investigated for

transmission over frequency-selective Rayleigh fading channels.




1.1.2. Multi-Input Multi-Output Systems 4

1.1.2 Multi-Input Multi-Output Systems

Multi-Input Multi-Output (MIMO) systems employ several transmit and/or receive antennas to
achieve an increased throughput, and /or to support more users and /or to reduce the BER by achieving
a Signal-to-Noise-Ratio (SNR) gain, as alluded to in the context of Fig. 1.1.

Naturally, this is achieved at an increased cost, but without increasing the transmit power or the

bandwidth required.

Hence, MIMO techniques constitute attractive potential solutions for next generation communi-
cation systems, which were combined with OFDM techniques for employment in the IEEE 802.16e
WIMAX broadband mobile standard [14] as well as in the Third-Generation Partnership Project
Long-Term Evolution (3GPP-LTE) [15] initiative.

The initial concept of MIMOs originates from the 1970s and was proposed by Kaye and George [16].
Bell Labs provided the first laboratory prototype to demonstrate a practical spatial multiplexing gain
in 1998. The family of MIMO techniques may be classified into four basic types: beamforming,
Space-Time Coding (STC), Spatial Division Multiplexing (SDM) as in the Bell Laboratories-Layered-
Space-Time (BLAST) technique and Spatial Division Multiple Access (SDMA) [17].

In this treatise, we will consider both antenna diversity and beamforming, which are amalgamated
into Multi-Functional Antenna Arrays (MFAA), as detailed in later Chapter 4, while the emphasis of
Chapters 5 and 7 is on STBCs. In Table 1.2, we will briefly outline the main contributions to the
broad field of MIMO techniques.

Table 1.2: Main contributions on MIMO techniques.

Year  Author(s) Contribution

1990 Swales, Beach, A multiple-beam adaptive base-station antenna is proposed, which
Edwards and is capable of resolving the angular distribution of mobile users and
McGeehan [18]  of directing the transmitter/receiver antenna beams toward the

desired mobile users.

1991  Anderson, An application of adaptive angularly selective antenna techniques
Millnert, is presented for the sake of increasing the channel capacity.
Viberg and

Wahlberg [19]

1996  Foschini [20] The concept of the BLAST SDM architecture is introduced.

1997 Paulraj and An overview of space-time signal processing techniques is provided,
Papadias [21] emphasizing the capacity versus diversity trade-offs in MIMO sys-

tems.

Continued on next page




1.1.2. Multi-Input Multi-Output Systems

Table 1.2 Main contributions on MIMO techniques.

continued from previous page

Year  Author(s) Contribution

1997 Godara [22,23] In Part I a comprehensive treatment of antenna arrays is provided
with the aim of improving the efficiency of mobile communica-
tions systems. The focus of Part II is on different beamform-
ing schemes, adaptive array-weight adjustment algorithms and
direction-of-arrival estimation methods.

1998  Affes and Mer- A spatio-temporal array-receiver (STAR) using a new space/time
melstein [24] structure is proposed for asynchronous CDMA, offering a high ca-

pacity enhancement potential at a relatively low computational
complexity.

1998 Wong, Lok, A linear receiver is designed for antenna array aided CDMA sys-
Lehnert  and tems.

Zoltowski [25]

1998  Wolniansky, A wireless communication architecture known as Vertical BLAST
Foschini, (V-BLAST) is proposed and its throughput potential is quantified.
Golden and
Valenzuela [26]

1999 Li and Sollen- Adaptive antenna arrays are designed for OFDM systems sub-
berger [27] jected to cochannel interference.

1999 Dell’Anna and The performance of an array of antennas combined with a Rake
Aghvami [28] receiver at the base station of a wideband CDMA system is inves-

tigated in a single-user scenario.

2000  Onggosanusi, A canonical space-time characterization of wireless channels is pro-
Sayeed vided.

Veen [29]

2001  Herscovici and Diverse applications of smart antennas in DS- CDMA systems are
Christodoulou  presented.

[30]

2002 Zekavat, Nas- A novel smart antenna aided multi-tone-CDMA system is pro-
sar and Shattil posed.

31]
2002 Trees [32] An in-depth overview of optimum beamforming schemes is pro-

vided.

Continued on next page
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Table 1.2 Main contributions on MIMO techniques.
continued from previous page

Year  Author(s) Contribution

2002 Blogh and A detailed portrayal of beamforming techniques is provided, which
Hanzo [33] are then combined with High-Speed Packet Access (HSPA)-style
adaptive modulation and the resultant tele-traffic improvements
are quantified for both Frequency Division Duplex (FDD) and for

Time Division Duplex (TDD) HSPA-style systems.

2002 Hanzo, Wong An overview of adaptive modulation aided Space-Time Coded
and Yee [34] TDMA, CDMA, MC-CDMA and OFDM Systems is provided.

2003 Hanzo, Mun- A detailed overview of MIMO-aided OFDM systems is provided,
ster, Choi and with special emphasis on OFDM and MC-CDMA systems.
T.Keller [17]

1.1.3 Iterative Detection

The concept of concatenated codes was originally proposed in [35]. However, due to its complexity
which was deemed to be excessive in the 1960s, it failed to stimulate significant research interests.
Following the discovery of turbo codes [36], it was demonstrated that efficient iterative decoding of
concatenated codes can be carried out at a low complexity by employing simple constituent codes.
Since then, the iterative decoding of concatenated codes has inspired numerous authors to extend
the technique to other transmission schemes consisting of a concatenation of two or more constituent
decoding stages [37-51]. For example, the turbo principle was extended to multiple parallel concate-
nated codes in 1995 [37], to serially concatenated block- and convolutional codes in 1996 [38], and to
multiple serially concatenated codes in 1998 [39].

A few further applications of the turbo concept are listed below. For example, in [48], iterative
decoding was invoked for exchanging extrinsic information between a soft-output symb ol detector
and an outer channel decoder in order to combat the detrimental effects of inter-symbol interference
(IST). In [44] iterative decoding was carried out by exchanging extrinsic information between an outer
convolutional decoder and an inner Trellis Coded Modulation (TCM) decoder. The authors of [45,
46] proposed Bit-Interleaved Coded Modulation (BICM), while in [45] the employment of the turbo
principle was considered for iterative soft-demapping in the context of BICM, where the soft demapper
was used between the multilevel demodulator and the channel decoder. In addition, iterative multiuser
detection and channel decoding was proposed in [51] for Code-Division Multiple-Access (CDMA)
schemes. Finally, in [52], a turbo coding scheme was proposed for an orthogonal STBC scheme
which was the inner code combined with an additional block code as the outer channel code of the

concatenated scheme considered.

It was shown in [53] that a recursive inner code is required in order to maximise the achievable

interleaver gain and to avoid having a BER floor, when employing iterative decoding. This principle
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has been adopted by several authors for designing powerful serially concatenated schemes, where
unity-rate inner codes were employed for designing high-performance, yet low-complexity turbo codes

suitable for bandwidth and power limited systems having stringent BER requirements [54—58].

1.1.4 Multi-User Detection

All the above-mentioned state-of-the-art arrangements, namely MC DS-CDMA, MIMO techniques
and iterative detection are readily applicable to single-user systems in order to improve their through-
put and/or their BER performance. However, to be more realistic, all these techniques should be
investigated in the context of multi-user wireless systems, where the Multi-User Interference (MUI) is
also taken into account. Hence the concept of MU-MIMOs was proposed in [59] and attracted further
in-depth investigations in [60]- [61].

Hence, below we will provide a rudimentary review of a range of related topics. It is plausible that
the binary vector encompassing all the M K BPSK-modulated bits transmitted by the K users over M
antennas may be optimally detected by the Maximum Likelihood (ML) algorithm upon exhaustively
calculating the likelihood of each of the 2M¥ vectors being transmitted. However, the complexity
imposed by the ML algorithm may become excessive. Therefore, the quest for algorithms capable of
approaching the BER performance of the ML algorithm at a fraction of its complexity has attracted

substantial research interests, leading to the range of schemes shown in Fig. 1.2.

| Detection Schemes

Sub-Optima

[MMSE]

|Decision-Driven BiOK/irLIJs[?ired

— o — — L — - - -

semi-definite

DFD
relaxation

coordinate descent evolutionary

! |
! |
! |
! |
! |
! |
! |
! |
! |
! |
! |
! |
|

N Py | search |
! |
! |
! |
! |
! |
! |
! |
! |
! |
! |
! ]
|
\

f |

! |

! I

! |

! |

i |programming |

! |

tabu : particle—swarm |
search : optimization :

! |

! I

sicl[picf(so] || mesen |
! |

| simulated anneali|1|g ! |
: | harmony |
------------ ’ | search, étc |
! I

Figure 1.2: Stylized family-tree of detection techniques designed for wireless communication systems.
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Generally speaking, signal detection and estimation is the area of study that deals with the pro-
cessing of information-bearing signals for the purpose of extracting high-reliability information from
them. In practice, we have to infer from the imperfect i.e. faded and noise-contaminated observation
of the receiver antenna output what the transmitted signal is. Detection theory provides numerous
meritorious techniques of achieving this goal [62]. In general, detection and estimation techniques
involve making inferences from observations that are distorted or corrupted in some unknown man-
ner [62]. Naturally, the information that one wishes to extract from such observations is unknown to
the observer. Thus it is useful to cast practical detection and estimation problems in a probabilistic
framework, where the unknown behaviour is assumed to be random. In this light, detection and esti-
mation theory fits the context of statistical inference, and hence this is the interpretation to be used
throughout this treatise [62].

The simplest single-user receiver, namely the Matched Filter (MF) was found by North [63] as
the maximal signal-to-noise ratio solution in the context of a radar detection problem. A detection
algorithm is referred to as a single-user detector, if it assumes that the received signal was engendered

entirely by the desired user.

The derivation and analysis of the optimum multiuser receiver dates back to the early 1980s [64—66],
which finds the most likely K-symbol vector of K users, rather than minimizing the BER of any of
the K users in isolation. Hence it may be viewed as an optimum K-bit sequence estimator. The direct
BER optimization of a CDMA MUD was proposed by Samingan, Chen and Hanzo [67].

When the users’ signals assume only binary values, solving the MUD problem corresponds to a Bi-
nary Quadratic Programming (BQP) problem [68]. Generally, the BQP problem has an exponentially
increasing complexity as a function of the search space size [69] (the number of users in the context
of MUD). Therefore, only sub-optimal algorithms exhibiting polynomially increasing complexities are

considered in practice [68].

Eliminating multiuser interference with the aid of a linear receiver was proposed as early as 1967
by Shnidman [70]. The derivation of the asymptotic efficiency of the decorrelating detector for syn-
chronous channels and the proof of its optimum near-far resistance was provided by Verdu [71] in the

case of non-singular received signal correlation matrices.

Nonadaptive MMSE multiuser detection was proposed by Xie et al. [72] as well as by Madhow and
Honig [73]. Further insights on MMSE MUD were also provided by Rupf et al. [74]. An early attempt
to derive an adaptive linear MUD was made by Kashihara [75].

The family of decision-driven multiuser detectors, including the multistage detector [76], the De-
cision Feedback Detector (DFD) [76] [77], and Varariasi’s so-called group detector [78] [79], were
proposed during the 1990s. The performance of the class of the decision-driven multiuser detectors
is significantly better than that of linear detectors. However, it is widely recognized that the perfor-
mance of decision-driven detectors substantially affected by the detection order of the users [80]. This
problem was tackled by the optimal user ordering techniques of [77,79] designed for the DFD and
the Group Decision Feedback Detector (GDFD).

In addition to linear and decision-driven multiuser detectors, numerous other MUDs have been
developed during the past two decades. A potent group of suboptimal detectors is based on iterative

Monte Carlo techniques that are capable of finding the optimum Bayesian solution of challenging



1.1.4. Multi-User Detection 9

high-dimensional estimation problems. Most of these methods belong to the class of Markov Chain
Monte Carlo (MCMC) techniques [81], which aim for estimating the entire a posteriori density, rather
than finding only the maximum a posteriori (MAP) estimates of the parameters [82]. One of the most
popular methods is constituted by the Gibbs Sampler (GS), which was proposed by Chen and Li in [83]
for the recovery of symbols in a Bayesian MUD . Other powerful algorithms are constituted by sphere
decoding [84,85], semi-definite relaxation [86], coordinate descent search [87], the tabu search [88], the
simulated annealing method [89], the Lagrangian relaxation method [89], the roll-out method [90] and

the Boltzmann machine [91].

Another important group of suboptimal detectors relies on a bio-inspired MUD philosophy. Repre-
sentatives of this class include the multistage detector using a Genetic Agorithm (GA) [92-95], evolu-
tionary programming [96], particle swarm optimization [97] and ant-colony optimization (ACO) [98-
100].

In Table 1.3 we provide a succinct literature review of some of these MUD algorithms in the context
of MIMO systems.

Table 1.3: Main contributions on narrowband MIMO detection.

Year  Author(s) Contribution

Thoen et. al. A Least Square (LS) MIMO detector is introduced and its perfor-
[101] mance is investigated in the context of an SDMA OFDM system.

1996
Foschini [102] The V-BLAST receiver designed for MIMO systems is proposed.

Wang and The conventional MMSE detector is extended to soft-output
Poor [103] MMSE detection, which may be employed in iterative receivers.

1999 Viterbo  and First application of the Shpere Decoder proposed by Fink and
Boutros [60] Pohst in [104] to the detection of received signals. This contribu-

tion inspired a whole new research area.

2000 Damen et. al. In this paper the original SD is extended to a Generalized SD
[105] (GSD), which is capable of operating in rank-deficient systems.

Gesbert [106] Gesbert presented a robust MBER MIMO detector, which can be

constructed using a closed-form expression, provided that certain

channel conditions are fulfilled.

2003 Hochwald and The authors propose a List Sphere Decoder (LSD), which is ca-
ten Brink [107] pable of processing soft information. They also compare the at-
tainable performance of their LSD to the channel capacity bound,

which is also derived in the paper.

2004 Vikalo et. al. A SISO SD is proposed, which is employed in an iterative system
[108] using different convolutional codes as well as Low-Density Parity-
Check (LDPC) [109] codes.

Continued on next page
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Table 1.3 Main contributions on narrowband MIMO detection.

S continued from previous page
Year  Author(s) Contribution

Chen et. al. Presents a MBER beamformer designed for BPSK and 4QAM sig-

[110] nals operating under static channel conditions.

Yang et. al. An improved generalized hard-output SD is introduced, which is

[111] designed for rank-deficient MIMO systems. The high-complexity
detection process is divided into two detection stages, which sig-

2005 nificantly reduced the complexity imposed.

Zhu et. al. In this paper MCMC aided MIMO detection is proposed and the

[112] attainable performance is compared to that of SD algorithms. The
results suggest that MCMC aided detection is capable of outper-
forming SD at a similar computational cost.

Lee et. al. [113] The original V-BLAST technique is extended to a SISO algorithm
and is employed in an OFDM system. For the scenarios considered
the proposed V-BLAST detector approaches the ML performance.

Guo and Nils- A SD algorithm based on K-best Schnorr-Euchner (KSE) decoding

son [114] is proposed, which is capable of providing both hard as well as
soft outputs. Furthermore, hardware based performance results
are presented.

Wang and Gi- The original SD algorithm is extended to an exact Max-Log de-

2006  annakis [115] tector, which is employed in an iterative system.

Santiago Extends the SD using real-valued signals to a SD considering

Mozos and complex-valued modulated signals, which is capable of detecting

Fernandez- arbitrary modulation constellations. The performance of the pro-

Getino  Gar- posed SD is investigated in the context of MC-CDMA.

cia [116]

Boroujeny et. MOCMC based MIMO detection is discussed and the benefits of dif-

al. [117] ferent methods used for generating soft-information are presented.
These methods include taking the empirical average as well as us-
ing importance sampling.

2007 Aggarwal and Presents a MCMC based detector optimized for MIMO systems

Wang [61]

employing higher-order QAM signals. In order to reduce the com-
putational complexity of the proposed system, the received signal
space is partitioned into subspaces, each of which is optimized in-

dependently.
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1.1.5 Ant-Colony Optimization

Ant-Colony Optimization (ACO) was inspired by the foraging behavior of the ant-colony in nature.
The ACO algorithm was proposed by Colorni in 1991 and became popular for solving so-called Non-
deterministic Polynomial (NP)-hard combinatorial optimization problems that have been applied
in diverse research areas. A specific example of NP-hard problems is constituted by the Travel-
ing Salesman Problem (TSP) [118-121], which has been encountered in diverse areas, such as plan-
ning, logistics, micro-chip manufacturing and DNA sequencing. The Quadratic Assignment Problem
(QAP) [119,120,122] is also NP-hard, which is encountered for example during the placement of in-
terconnected electronic components onto a printed circuit board or on a microchip die during their
computer aided design. Similarly, the Job-Shop Scheduling Problem (JSP) [120,123] is an NP-hard
problem in computer science, where jobs are assigned to resources at particular times as well as in the

packet routing algorithms of telecommunication networks [124-126].

The ACO framework defined by Marco [127] comprises a number of algorithms, including the
‘ant system’ [118,120], the ‘ant colony system’ [121] and the ‘MAX-MIN ant system’ [119,128]. The
authors of [129-131] employed the ‘ant colony system’ [121,132] to simplify the exhaustive search
imposed by the optimum ML detector, while approaching the Bit-Error-Ratio (BER) performance of
the latter. On the other hand, the authors of [133-136] developed a slightly different near-ML MUD.
The ACO based MUDs of both [129-131] and of [133-136] are capable of achieving a lower BER as
well as a lower complexity than the Genetic Algorithm (GA)-based MUDs of [94, 95]. The authors
of [130,131] achieved a near-ML BER performance in the context of various Multi-Carrier (MC) DS-
CDMA systems employing 31-chip Gold codes as the TD spreading sequence, while supporting K = 32
users. The required number of FLoating point Operations Per Second (FLOPS) was a factor of 10®
lower than that of the ML MUD.

Below we will provide a brief historic perspective of ACO in Table 1.4 and on its applications in
MUD algorithms in Table 1.5.

Table 1.4: Main contributions on ant-colony optimization.

Year  Author(s) Contribution
1959  Pierre-Paul The nest-building behaviour of termites has been explained using
Grass [137] ‘stigmergy’, which is a mechanism of indirect coordination between

agents or actions. The principle is that the trace left in the en-
vironment by the agents stimulates the next action, either by the

same or a different agent.

1983  Deneubourg et. The randomness of the foraging behaviour of ants has been demon-
al [138] strated with the aid of a simple mathematical model, where the

degree of randomness has been optimally tuned to the particular

ecological conditions encountedred, such as the food quantity and

distribution of food.

Continued on next page




1.1.5. Ant-Colony Optimization

Table 1.4 Main contributions on ant-colony optimization.
continued from previous page

Year  Author(s) Contribution

1988 Moyson Mand- Investigated the self-organizing behaviour of ants
erick [139]

1989  Goss, Aron, The foraging behaviour of Argentine ants has been studied and
Deneubourg its model has been constructed, which illustrates how the com-
and Pas- plex collective structures in insect colonies may be modeled by the
teels [140] individual workers’ simple trail-laying and pursuing behaviour.

1989 Ebling et. An accurate model of the ants’ foraging was implemented on the
al [141] Time Warp Operating System (TWOS) designed to run large-

scale, irregular, distributed, discrete event simulations in parallel.

1991 M. Dorigo et. A mathematical Ant-Colony Optimization (ACO) model has been
al [142] proposed to implement problem solving and optimization proce-

dures based on studying the foraging behaviour of ants, which was
applied to the solution of the Travelling Salesman Problem (TSP).

1996 M. Dorigo, A new computational paradigm termed as the ‘Ant System’ (AS)
V. Maniezzo was proposed, which exhibited the main characteristics of positive
and A. Col- feedback, distributed computation and the employment construc-
orni [143] tive greedy solutions. The AS was also compared to the so-called

reactive tabu search and to simulated annealing to solve the TSP.

1996 Hoos and Stt- A novel ACO algorithm referred to as the ‘MAX-MIN Ant Sys-
zle [144] tem’ (MMAS) was proposed, which constituted an evolution from

the AS algorithm [143]. The MMAS uses a greedier search than
the AS of [143] to achieve a better performance. The computa-
tional results generated for the TSP and the Quadratic Assign-
ment Problem (QAP) show that the MMAS is currently among
the best-performing algorithms for solving these problems.

1997  Dorigo The Ant Colony System (ACS) algorithm was introduced to solve
and Gam- the TSP. The results provided show that ACS is capable of out-

bardella [145]

performing other nature-inspired algorithms, such as simulated an-

nealing and evolutionary computation.

Continued on next page
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Table 1.4 Main contributions on ant-colony optimization.
continued from previous page

Year  Author(s) Contribution

1997  Schoonderwoerd A telecommunication network supporting a population of simple
et. al. [146] mobile agents exhibiting behaviours modelled on the trail-laying
abilities of ants was considered. The multi-angent mechanism re-

ferred to as ‘Ant-Based Control’ (ABC), which is similar to the

ACO algorithm, was applied in order to balance the traffic-load

among routes of different length. The ABC-aided system was

shown to outperform the system using the fixed shortest-path

routes and a range of other algorithms.

1998  Sttzle [147] The MAX-MIN Ant System has been implemented based on effi-

cient parallelization strategies.

1999 Bonabeau, The different behaviours, namely foraging, division of labour, clus-
Dorigo tering and sorting, building and cooperative transport observed in
and Ther- social insect swarm were described and modelled by ethologists.
aulaz [148]

2000 Dorigo, Garo Different models derived from the observation of real ants in nature
and Sttzle [149] were reviewed and the role of stigmergy as a distributed commu-
nication paradigm was analyzed. These models were shown to

have inspired a number of novel algorithms for the solution of dis-

tributed optimization and control problems.

2000 Merkle et. al. An ACO approach designed for the Resource-Constrained Project
[150] Scheduling Problem (RCPSP) was presented. The employment of

a combination of two pheromone evaluation methods by the ants

to find new solutions were studied. Furthermore, the influence of

heuristics on the decisions of ants were also investigated.

2000  Gutjahr [151] The solutions generated in each iteration of the graph-based Ant
System can be shown to converge to the optimal solution of the
given problem, with a probability that may arbitrarily approach

one.

2001 Eurobios and These are the first two companies using Canonical Ant Colonies

AntOptima (COA) to develop optimization and prediction software products.
2001  Iredi et. al. A novel ant-colony based algorithm was proposed to solve bi-
[152] criterion optimization problems, where several colonies of ants co-

operated in finding good solutions.

Continued on next page
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Table 1.4 Main contributions on ant-colony optimization.
continued from previous page

Year  Author(s) Contribution

2002 Campos et. al. ACO’s first application for the design of Bayesian learning net-
[153] works.

2002 Bianchi et. al. Two ACO algorithms, namely the Ant Colony System (ACS) in-
[154] troduced by Dorigo for the TSP and a variant of it (pACS) were
studided in order to answer the question of whether and in which

context an a priori tour found by a TSP heuristic can also be a
good solution for the PTSP.

2004  Zlochin and Some metaheuristics were introduced for combinatorial optimiza-
Dorigo et.  tion problems found in ACO, stochastic gradient ascent and in the
al. [155] estimation of distributions, which were unified in a model-based

search mechanism.

2002  Shmygelska, The prediction of a protein’s structure from its amino-acid se-
Hernandez and quence is one of the most important problems in computational

Hoos [156] biology. The 2-Dimensional Hydrophobic-Polar (2D HP) protein
folding problem is a widely studied abstraction of this problem.

A novel ACO algorithm invoked for 2D HP protein folding was

introduced as a state-of-the-art method for employment in bioin-

formatics.

Table 1.5: Main contributions on ACO-based MUD algorithm

Year  Author(s) Contribution

2004 Hijazi and proposed an ACO-based MUD algorithm for a DS CDMA system.
Natara-
jan [134]

Hijazi, Best, ACO-based MUD algorithm for employment in an synchronous
Natarajan and MC DS-CDMA system.
2005 Dag [133]

Lai and investigated an antenna-diversity-aided ACO-based MUD algo-
Lain [129] rithm in the context of a DS CDMA system.

Continued on next page
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Table 1.5 Main contributions on ACO-based MUD algorithms.

continued from previous page

Year  Author(s) Contribution

2009 Hijazi and applied in ACO-based MUD algorithm in the context of an asyn-
Natara- chronous MC DS-CDMA system.
jan [136]

1.2 Outline and Novel Contributions

e Chapter 2: A rudimentary introduction to CDMA systems is provided, highlighting the objec-

tive functions that may be used in single- and multi-user CDMA systems.

e Chapter 3: The foraging behaviour of ants is discussed in nature, and applied to design ACO-
based MUD algorithms. Each component constituting the ACO-based MUD algorithm is ana-
lyzed. A simple K = 5-user example is employed for highlighting the role of each ACO parameter
affecting the performance of the ACO-based MUD algorithm. Finally the ACO-based MUD is
compared to the GA-based MUD algorithm.

e Chapter 4: Then we design a MFAA aided MC DS-CDMA system using a powerful ACO-based

MUD algorithm and characterize its achievable performance.

e Chapter 5: Space-Time Block Coded (STBC) DS-CDMA is proposed in order to provide
diversity gain for the uplink, while using an advanced ACO-based hard-decision-aided space-time
MUD algorithm. It is demonstrated that the system is capable of approaching the corresponding

single-user performance at a fraction of the ML MUD’s complexity.

e Chapter 6: The first ACO-based soft-output MUD algorithm is proposed based on the previ-
ously discussed HO MUD in the context of the convolutional coded DS-CDMA UL. Two novel
algorithms, namely the MAximum Approximation (MAA) and the MUlti-input Approxima-
tion (MUA) technique are proposed to generate the LLRs depending on the affordable complex-
ity and performance requirements. The critical parts of the MUA algorithm are exemplified with

the aid of the same K = 5-user example as in Chapter 3.

e Chapter 7: Concatenated Unit-Rate-Coding (URC) and half-rate Recursive Systematic Cod-
ing (RSC) schemes are emloyed for each UL user in order to further enhance the achievable
BER performance of the MU STBC assisted DS-CDMA system. An advanced ACO-based SO
ST/MUD algorithm is proposed for the system considered. Furthermore a novel EXtrinsic In-
formation Transfer (EXIT) band-chart is used for characterizing the achievable performance.
We will demonstrate that the multiuser system’s performance approaches the single-user per-
formance, while imposing a modest complexity, which is only linearly increased upon increasing

the number of users supported.
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e Chapter 8: We conclude this study with a detailed comparative study of the MC DS-CDMA
system, the MFAA assisted MC DS-CDMA system, the STBC assisted DS-CDMA system and
of the iteratively detected URC-RSC aided STBC assisted DS-CDMA system. The differences
and similarities of the main components constituting the ACO-based HO/SO MUD algorithms
employed in each of the systems are also summarized. The complexity imposed by the above-
mentioned four systems operating at a target BER of 10~* and their required E},/Ny values are
plotted. Hence the merits of the different systems at different E}, /Ny values become explicit.

The structure of the thesis is outlined in Fig. 1.3
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The fundamental motivation and the rationale of the thesis is to design powerful ACO-based HO
or SO MUD algorithms for different multi-user systems incorporating state-of-the-art technologies, so

that a single-user BER performance can be achieved at a moderate implementational complezity.

The research was concluded by comparing the benefits versus the resources required by the state-of-

the-art systems investigated in this thesis.

The novel contributions of the thesis are as follows:

e An ACO-based MUD designed for synchronous MC DS-CDMA systems is proposed. The ACO-
based MUD aims for approaching the BER-performance of the optimum ML-MUD at a fraction
of its complexity. As an example, it will be demonstrated that the number of FLoating Point
Operations Per Second (FLOPS) is a factor of 108 lower for the proposed ACO-based MUD than
that of the ML MUD, when supporting K = 32 users in an MC DS-CDMA system employing
31-chip Gold codes as the TD spreading sequences [130].

e The ACO-based MUD is then further developed for employment in the MFAA assisted MC
DS-CDMA UL, which supports both receiver diversity and receiver beamforming. Again, we
will demonstrate that similarly to the single-carrier CDMA system of Chapter 3 and regardless
of the number of the subcarriers or of the MFAA configuration, the MD DS-CDMA system
employing the proposed ACO-based MUD is capable of supporting 32 users with the aid of
31-chip Gold codes used as the TD spreading sequence without any significant performance
degradation compared to the corresponding single-user benchmark system. As a further benefit,
similarly to the single-carrier CDMA system in Chapter 3, the number of FLOPS imposed by
the proposed ACO-based MUD is a factor of 10® lower than that of the ML MUD. We also
demonstrate that at a given increase of the complexity, the MFAA will allow the ACO-based
MUD to achieve a higher SNR gain than the corresponding Single-Input Single-Output (SISO)
MC DS-CDMA system [131].

e The above-mentioned HO ACO-MUD is then further developed to create a novel soft-output
ACO-MUD capable of delivering soft-LLRs, which allows a CDMA system to achieve a near-
single-user performance, even when the number of users supported is as high as the number
of chips in the spreading sequence. Our numerical results show that at a BER of 1073, the
performance of the currently known ACO-assisted state-of-the-art systems may be improved by
about 17dB with the aid of the proposed soft-output ACO-MUD. More explicitly, the soft-output
ACO-MUD is capable of approaching the optimum performance of the Bayesian detector, when
K = 32 UL users are supported with the aid of 31-chip Gold codes, while the complexity of the
former is only a fraction of 107® of the latter [157].

e Apart from the MAximum-Approximation (MAA) assisted SO-ACO algorithm, a novel MUA
assisted SO-ACO algorithm is proposed, which subsumes the MAA algorithm as a particular
case and outperforms the MAA algorithm. More explicitly, at an SNR of 13dB, the BER
performance of the Convolutional Coding (CC) aided CDMA UL employing the MAA SO-ACO
is improved from 5.2-107% to 2.7-107% by employing the MUA SO-ACO. Our numerical results
also demonstrate that the MUA assisted SO ACO-MUD is capable of approaching the optimum

performance of the Bayesian detector, when K = 32 UL users are supported with the aid of
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31-chip Gold codes, while the complexity of the former is a fraction of 10~® lower than that of
the latter [158].

e Asa further development, an ACO-based Space-Time (ST) MUD is proposed in order to improve
the BER versus SNR performance achieved by the Space-Time Block Code (STBC) assisted two
transmit antenna aided fully loaded DS-CDMA system. Our simulation results demonstrate
that the corresponding ACO-based MUD algorithm enables the fully loaded system to approach
the single-user performance associated with a second-order diversity gain. Furthermore, the
complexity of the improved ACO based MUD algorithm is a factor of 10'® lower than that of
the ML MUD, when K = 32 users are supported by the STBC G, assisted DS-CDMA systems
employing Gold codes having a length of 31 chips.

e Finally, a three-stage twin-transmit-antenna assisted MU DS-CDMA system employing both
a URC and an RSC is invoked in order to exchange their extrinsic information with the aid
of iterative turbo detection. An STBC scheme is used to provide second-order diversity gain
in conjunction with a novel SO ACO-based ST/MUD algorithm, which is capable of carrying
out STBC decoding, while mitigating the MultiUser Interference (MUI). The proposed system
becomes capable of approaching the performance of the corresponding single-user system within
about 0.5dB, when K = 32 users are supported with the aid of 31-chip Gold-codes. EXtrinsic
Information Transfer (EXIT) band-charts are used for characterizing the achievable performance.
When the transmission frames contain 10,000 bits, the corresponding EXIT-band-charts are
capable of adequately predicting the achievable performance. Finally, the complexity imposed
by the SO/ACO-based ST/MUD algorithm allowing the K = 32-user system to approach the
single-user performance is a factor of 10'7 lower compared to that of the ML MUD.

Having presented an overview of the thesis, let us now commence our detailed discourse in the

following chapter.



Chapter 2
System Architecture

In this chapter, we highlight the basic blocks, considered throughout this treatise. In Section 2.2 the
basic principles of code-division multiple access (CDMA) techniques are detailed, while the objective
function of single-user hard-output detection are detailed in Section 2.3.

By contrast, in Section 2.4 the objective function of the corresponding multiuser system is consid-

ered. Simple logic dictates that for K users 2% evaluations of the objective function are needed.

The Objective Function (OF) typically employed by the ML MUD algorithm is the so-called
Logarithmic Likelihood Function (LLF) of a certain legitimate K-element signal vector ¥, which is
derived from the FEuclidean distance of the vector v, orginating from the a posteriori probability of v

being transmitted based on the received signal.

The complexity of evaluating the OF 2% times may become excessive in practical real-time com-
munication systems supporting a high number of users. Hence numerous suboptimum MUDs have
been designed, which are capable of ‘capturing’ the optimum ‘ML’ solution to a high probability at
a fraction of the ML-complexity [93]. For example, the ant-colony-optimization (ACO) based hard-
output MUD algorithm has been designed to find the optimal ML vector by evaluating the objective

function a substantially reduced number of times.
The Log-Likelihood Ratio (LLR) [159] will be introduced in Section 2.5 in a general context.

In Section 2.6, the LLRs associated with a single bit will be quantified in the context of a single-user

system. Furthermore, the derivation of the LLRs will be exemplified by a series of figures.

2.1 Basic Structure of Wireless Transceivers

A communication system of Fig. 2.1 is constituted by the transmitter, the channel and the receiver.
The transmitted electromagnetic waves will be gradually attenuated as the distance they travel over
becomes larger. Additionally, they will be reflected and scattered by the ground and the surrounding
buildings. When they finally impinge at the receiver antenna, they will be contaminated by the noise
of the receiver device. The channel-induced errors may be corrected by a channel codec [159], as seen

in the more detailed schematic of Fig. 2.2.

Since the frequency band that can be used to transmit and receive messages is limited, not each

20
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Figure 2.1: The most basic block diagrams comprising the simplest wireless communciation system.
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Figure 2.2: More detailed system block diagram evolving from Fig. 2.1.

pair of transceivers is allowed to employ a unique user-specific frequency band. Hence in wireless
systems the effects of multiuser interference are often more severe, than the contamination by noise

and the effects of the channel-induced fading.

In order to allow multiple users to utilize the same channel for transmitting their signals within
the same frequency band without mutually interfering with each other, we assign each pair of users
roaming within the same geographic area a unique Ng-chip code. Ideally, these codes are designed
to be orthogonal with each other. Suppose the code assigned to user k is ¢k = [ck1,Ck2,-- -, CkN.]-
Provided that cj, is orthogonal to the code ¢; = [¢j1,¢j2,. .., ¢jn,] assigned to user j, then we have
c;‘gcj = 0. Ideally, a set of K orthogonal codes should satisfy cgcj = 0 and cgck = 1 at the same
time, for any 1 < k< K, 1< j < K and k # 5.

2.2 CDMA Introduction

c1 L R R R
co -1 -1 1 =17
c3 g1 1 -1 -1F
cy -1 -1 -1 17

Table 2.1: The set of 4-chip orthogonal Walsh Hadamard codes associated with the normalized factor

1
fo=—.
0 7

The orthogonal codes listed in Tab. 2.1 are the Walsh-Hadamard codes having a length of Ny =4
chips. The length of Walsh-Hadamard codes can only be an integer power of 2, i.e. 4, 8, 16, ..., etc.
Additionally, the quasi-orthogonal codes listed in Tab. 2.2, Tab. 2.3 and Tab. 2.5 are the Ny = 7 or 15
chip m-sequences and the Ny = 63-chip Gold code. The length of m-sequences can only be 2™ —1, i.e.
3,7, 15, ..., etc. The m-sequences having a length of 7 are listed in Tab. 2.3, while the Gold codes
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c1 S-[ 1 -1 —-17T
2 §-[-1 1 —1)F
c3 §-[-1 -1 17

Table 2.2: The set of 3-chip quasi-orthogonal m-sequences associated with the normalized factor of

1
§=—.
V3

having a length of 31 are listed in Tab. 2.5, which will be employed as the spreading codes throughout

our simulations. Since both of them are non-orthogonal codes, we have c;fpcj = 0 for all the i # j.

c1 §[-1 -1 1 1 -1 1 17
co S--1 -1 -1 1 1 -1 17
c3 s-[1 -1 -1 -1 1 1 =17
c4 s--1 1 -1 -1 -1 1 17
cs s-[1 -1 1 -1 -1 -1 17
Co -1 1 -1 1 -1 -1 17
cr §[-1 1 1 -1 1 -1 -1

1
Table 2.3: The seven 7-chip m-sequences associated with the normalized factor of § = W7 which will

be used as the spreading codes of the system investigated in Chapter 5.

1 2 3 4 5) 6 7

1 -0.14 -0.14 -0.14 -0.14 -0.14 -0.14
-0.14 1 -0.14 -0.14 -0.14 -0.14 -0.14
-0.14 -0.14 1 -0.14 -0.14 -0.14 -0.14
-0.14 -0.14 -0.14 1 -0.14 -0.14 -0.14
-0.14 -0.14 -0.14 -0.14 1 -0.14 -0.14
-0.14 -0.14 -0.14 -0.14 -0.14 1 -0.14
-0.14 -0.14 -0.14 -0.14 -0.14 -0.14 1

~N S Ot W NN -

Table 2.4: The scalar listed in the ith row and the jth column is the correlation factor between c;
and cj, as quantified by pi; = cZch. The value of ¢; for i = 1,2, ..., 33 is illustrated in the ith row of
Table 2.3.

The correlation factor pi; = C;ch quantifies the similarity between the ith code and the jth code. The
correlation factors between each pair of spreading sequences of the seven 7-chip m-sequences and that

of the thirty-three 31-chip Gold codes are exemplified in Tables 2.4 and 2.6, respectively.
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¢; 6-[-1 1-1 1-1-1-1 1-1-1 1 1 1-1-1-1-1-1 1 1-1-1 1-1 1 1-1 1 1 1 17
c; 0-[-1 1-1-1 1-1 1-1 1 1 1-1-1-1 1-1-1-1-1-1 1 1-1 1 1-1-1 1 1 1 1)
cs 6-[ 11 1-1-1 1-1-1-1-1 1-1-1 1-1 1 1 1-1-1-1-1-1-1 1-1 1 1 1 1 17
¢4 0-[-1-1-1-1 1-1 1 1 1-1 1 1-1 1 1-1 1 1-1-1 1-1 1 1 1 1 1-1 1 1 1)7
cs 6[-111111-1-1-1 111111 1-1 1-1-1 1 1 1-1-1 1-1-1-1 1 1]7
cg 0-[-1 1-1-1-1 1 1 1 1-1-1 1 1-1 1 1 1-1-1-1 1 1-1-1 1-1-1 1-1-1 1]
¢ 6-[-1 1-111-1 1-1-1 1 1-1 1-1-1 1 1 1 1-1 1 1-1 1 1 1 1 1 1-1-1]7
cs 0-[11-1 1-1 1-1-1 1-1-1 1-1-1-1-1 1 1-1 1 1 1-1 1-1 1-1-1 1 1-1]7
co 0-[1-1-1 1-1-1 1 1 1 1 1-1 1 1-1-1-1 1-1-1-1 1-1 1-1-1-1 1-1 1 1J7
co 0-[-1-1 1 1-1-1-1-1-1 1-1 1-1-1 1-1-1-1—-1-1 1-1-1 1-1-1 1 1 1-1 17
¢y 6-[-1 1 1-1-1-1-1 1 1-1-1-1 1 1-1 1-1-1 1-1 1 1 1 1-1-1 1-1 1 1-1)7
cp 0-][ 1 1-1-1 1-1-1 1-1 1 1-1-1—-1 1-1 1-1 1 1 1 1-1-1-1-1 1-1-1 1 1T
ci3 6-[-1-1-1 1 1 1-1 1-1-1-1 1-1 1-1 1-1 1 1 1-1 1-1 1 1-1 1-1-1-1 17
¢4y 0-[-1111-1111-1-1 1-1 1 1 1-1 1-1—-1 1-1-1-1 1-1 1 1-1-1-1-1]T
c5 6-[ 1 1-1-1-1-1 1-1-1-1 1 1-1-1 1 1-1 1 1-1-1-1 1 1-1-1-1-1-1-1-1)7
cg 0-] 1-1-1 1 1-1-1-1 1-1 1 1 1 1-1 1 1-1-1 1 1-1 1-1-1-1 1 1-1-1-1]T
¢y 6-[1-111-11-1111111-11-1 11 1-1-1 1 1-1 1-1 1-1 1-1-1)7
s 0-] 1-1 1-1-1-1 1 1-1 1-1 1 1-1-1 1-1 1-1 1 1-1-1-1 1 1 1-1-1 1-1]T
cg 0-] 1-1 1-1 1-1-1-1-1-1-1-1 1-1-1-1 1-1-1-1-1 1 1 1 1 1-1-1-1-1 17
¢ 6-[-1-1 1-1 1 1-1 1 1-1 1-1-1-1-1-1-1 1 1-1 1-1-1-1-1 1-1 1-1-1-1)7
cn 0-[111-11111-1111-1 1-1-1-1-1-1 1 1 1 1 1 1-1-1 1 1-1-1]T
¢ 6-[ 1-1-1-1 1 1 1-1-1-1-1 1 1 1 1-1-1-1 1-1-1 1-1-1-1 1 1 1 1 1-1)7
Cp3s 0-[1-111111-1 1-1 1-1 1-1 1 1-1-1 1 1 1-1-1 1 1-1-1-1 1 1 17
¢y 6-[-1-1 1-1-1 1 1-1 1 1 1 1-1-1-1 1 1-1 1 1-1 1 1 1-1 1 1 1-1 1 17
cps O0-]-1 1 1-1 1-1 1-1 1 1-1 1 1 1-1-1 1 1 1 1-1-1-1-1-1-1-1—-1 1-1 17
¢ 6-[-1 1-1-1 1 1-1-1 1 1-1-1 1-1 1-1-1 1-1 1-1-1 1 1 1-1 1 1-1 1-1)7
coy 0-[11-11 11111 1-1-1-1-1-1 1-1-1-1-1-1-1 1-1-1 1 1-1 1-1 17
cos O0-[-1-1-1 1-1 1 1-1-1 1-1-1-1 1-1-1 1-1 1-1 1-1 1-1 1-1-1-1-1 1-1]T
¢ 6-[ 111 1-1-1 1-1 1-1-1-1-1 1 1-1-1 1 1 1 1 1 1-1 1 1 1 1-1-1 17
¢ 0-[-1-1-1-1-1-1-1-1 1 1 1-1-1 1 1 1-1-1—-1 1-1 1-1—-1 1 1-1-1 1-1-1]T

C31

f11111-1-1111-11-1 111 1-1 1-1-1-1-1 1 1 1-1 1-1 1-1)%
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cz 0] 1-1-1-1-1 1-1 1-1 1-1-1 1 1 1 11111 1-1 1 1-1 1-1 1 1-1 1)¥

cg3 6-[-1-1 11 1-1 1 1-1-1-1-1-1-1 1 1 1 1-1 1-1 1 1-1-1-1-1 1 1 1-1]%

Table 2.5: The thirty-three 31-chip Gold spreading codes having the normalized factor of § =

be used in each of the following chapters.

1
V31

which will



1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33
1 -0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
-0.03 1 -0.03 0.23-0.03 0.23 0.23-0.03 0.23 0.23 -0.03 0.23 -0.29 -0.29 -0.03 -0.29 -0.29 -0.29 -0.03 -0.03 0.23 -0.03 0.23 -0.03 -0.03 0.23 -0.03 -0.03 -0.03 0.23 -0.03 -0.29-0.03
-0.03-0.03 1 -0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
-0.03 0.23-0.03 1 -0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
-0.03-0.03-0.03-0.03 1 -0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
-0.03 0.23-0.03-0.03-0.03 1 -0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
-0.03 0.23-0.03-0.03-0.03-0.03 1 -0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
-0.03-0.03-0.03-0.03-0.03-0.03-0.03 1 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
-0.03 0.23-0.03-0.03-0.03-0.03-0.03-0.03 1 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
-0.03 0.23-0.03-0.03-0.03-0.03-0.03-0.03-0.03 1 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
11 -0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 1 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
12 -0.03 0.23-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 1 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
13 -0.03-0.29-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 1 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
14 -0.03-0.29-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 1 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
15 -0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 1 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
16 -0.03-0.29-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 1 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
17 -0.03-0.29-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 1 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
18 -0.03-0.29-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 1 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
19 -0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 1 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
20 -0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 1 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
21 -0.03 0.23-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 1 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
22 -0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 1 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
23 -0.03 0.23-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 1 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
24 -0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 1 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
25 -0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 1 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
26 -0.03 0.23-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 1 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
27 -0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 1 -0.03 -0.03 -0.03 -0.03 -0.03-0.03
28 -0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 1 -0.03 -0.03 -0.03 -0.03-0.03
29 -0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 1 -0.03 -0.03 -0.03-0.03
30 -0.03 0.23-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 1 -0.03 -0.03-0.03
31 -0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 1 -0.03-0.03
32 -0.03-0.29-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 1 -0.03
33 -0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03-0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 -0.03 1

© 0N O R W N

=
o

Table 2.6: The scalar listed in the ith row and the jth column is the correlation factor between ¢; and c;, quantified by p;; = cl'c;. The value of ¢; fori =1,2,...,33
is illustrated in the ith row of Tab. 2.5.
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Given that a symbol is transmitted every 1/f seconds, the bandwidth occupied by the signal’s main
spectral lobe is the (sinx/x)- shaped spectrum is f Hz. Since now the original symbol duration is
further divided into Ny chip durations to transmit the Ny chip-values representing the original symbol,
the original bandwidth f will be spread by a factor of Ny, which justifies the terminology of spreading

codes associated with a spreading factor of Ng.

In general, the receiver has access to and exploits some auxiliary information. In a multiuser system
employing the CDMA technique, where the channel impulse response (CIR) of each channel is assumed
to be non-dispersive, yielding h = 1, the auxiliary information user k£ has access to is the knowledge of
his/her spreading code, namely Ay = cj. In a single-user system, where the envelope |h| of the CIR
h is assumed to be Rayleigh faded, the auxiliary information that may be exploited by the receiver is
the knowledge of the CIR of A = h. Furthermore, in a Rayleigh-faded multiuser system employing
CDMA techniques, where the CIR is assumed to be constant within a symbol corresponding to Ng
chip durations, the auxiliary infromation of user k will be the Rayleigh faded sequence Ay = hycy.
Moreover, in a Rayleigh faded multiuser system employing Spatial Division Multiple Access (SDMA)
techniques [?] in conjunction with IV, receive antennas, the auxiliary information of user k will be the

CIR vector related to that particular user, which is formulated as Ay = hy = [hg1, ..., hen, |-

As shown in the above example, as long as the auxiliary information Ay and A; of the kth and the
jth user is not orthogonal to each other, i.e. we have AgAj # 0 when k # j, Multi-User Interference
(MUI) is imposed. However, in realistic dispersive communication systems the channel-impairments
destroy the orthogonality, even if orthogonal codes were transmitted. Therefore, when K > 1 users are
supported by the system, diverse MUD algorithms may be invoked [93], which are capable of operating
without the auxiliary information of the desired user. According to the amount of knowledge they
utilize, the MUI can be mitigated to a different extent, which results in different BER performances.
In section 2.3, we commence our discourse from the concept of the most intuitive optimal detection
algorithm in the context of a single-user system and then in Secion 2.4 we briefly introduce some

well-known MUD algorithms.

2.3 Hard-Output SUD

We will commence our discourse from the simplest scenario, when only a single user is transmitting

his/her signal in the uplink of a cell, which can be modeled as in Fig. 2.3.

n
\ / )
b . v h r . 1 b
—> Modulation e — Detectio Demodulatigh—=—

Figure 2.3: Block diagram of the system considered in Section 2.3.

>

2.3.1 Definitions

The variable b represents the bit 0 or 1, the complex variable v represents the modulated symbol,

the complex variable h quantifies the point-to-point single link’s CIR, the complex-valued variable n
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denotes the noise imposed by the receiver, the complex variable r is the received signal, © denotes the
legitimate modulated symbol recovered from r before being demodulated, namely the hard-decision

based result for v, and finally, b is the bit recovered from r, i.e. the hard-decision based result for b.

Then at any bit interval, b is an instanciation of the uniformly distributed random variable b,
which has the legitimate values of 0 and 1 that are equi-probable. If BPSK mudulation is used, the
modulated symbol will be v =4+1+35-0given b=0and v =—14 5 -0 given b= 1.

Similarly, b is an instanciation of the random variable h = R{b} + j - I{h} = |p|e’?, where R{b}
and §{h} are uncorrelated and real-valued Gaussian distributed variables having a mean of 0 and a
variance of %, hence the envelope |h| is a Rayleigh distributed random variable and the phase 6 is
uniformly distributed in [0,27]. Unless otherwise stated, the channel considered is an uncorrelated

flat Rayleigh-faded medium. The following further assumptions are stipulated:

1. The CIR h obeys a flat-fading Rayleigh envelope which remains constant during any symbol

interval.

2. When considering any two symbol intervals, namely ;, t; (t; # t;), hy; and hy; are uncorrelated,
hence we have E{hy hy;} = E{hy, }E{hy,}.

3. Provided that two receive or transmit antennas are at least 10A! apart from each other, their
CIRs of hy, and h,, may also be deemed uncorrelated, i.e. we have E{h,,h,} = E{hp, }E{hy}.

The noise n is a sample of the complex-valued Gaussian distributed random variable n = R®{n}+;-S{n}.
Both R{n} and S{n} are real-valued Gaussian distributed variables with a mean of pg{n = pgmy =0

; 2 _ 2 _ 1.2
and a variace of Thin} = OS{n} = 200"

The PDF of any complex-valued Gaussian distributed random variable ¢ = R{r} + j - S{r}, where

both the real and imaginary components have the same variance of Jé{;}, is given by [160]

1 eq)<_(%{$}—-N%302-+(gﬁw}—-M%&92>' 2.1)

= 2 2
2M0 205y

p(z)

Upon substituting = with n, ugpy and pgqyy with 0, and Jé{x} with %0’,21, we arrive at the PDF of
n=(n=%R{n}+;j 3{n}) in the following form:

p(n=n) = ! exp (— ‘Z‘;) : (2.2)

where |n| = /R{n}2+ I{n}? is the modulus or absolute value of n. Unlike the CIR h that is
constant across all the chips within a single symbol duration, the noise samples n;, n; encountered at
two different chip intervals are two different instantaneous samples of n, where n;, n; are independent

of each other.

Therefore, the received signal can be formulated as
r = hv +n. (2.3)

Throughout our discussions, we stipulate the simplifying assumption that the CIR h is perfectly known

at the receiver.

LA practical requirement for the two channels to be uncorrelated.
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2.3.2 Optimal Detection and Matched-Filter Solution

The goal of a single user system’s detector is to determine ¥ based on r and the CIR h, which is
assumed to be known. Due to the employment of a BPSK modulation scheme, v can either be 4+1 or
—1. Therefore, the goal of the optimal hard-output detector? is to quantify the probability of v = +1
and v = —1 based on the received signal r and to make a final verdict based on these two probabilities.
More quantatively, P(v = +1|r) can be represent the probabiltiy that v = +1 was transmitted based
on the observation of r, while P(v = +1|r) can be used to quantify the probability that v = —1 was
transmitted, given that r was observed. Then the final verdict of the optimal Hard-Output (HO)
detector would be v = +1 if P(v = +1|r) > P(v = —1|r) and © = —1 otherwise. However, the PDF

describing the a posteriori conditional probabilites of P(v = +1|r) and P(v = —1|r) is unknown.

According to Bayes’ rule [160], the above-mentioned unknown a posteriori probabilities can be
represented with the aid of the a priori conditional probability, which can be derived from the PDF

of the Gaussian distribution. More quantatively, according to Bayes’ rule [160], we have

P(v==x1)p(rjv = :I:l)'

Plv==+1|r) = 2.4
(v = =1lr) G (24)

For BPSK modulation, +1 and —1 will be transmitted with equal probability, yielding
Plv=+1)=Pv=-1)=0.5. (2.5)

When the CIR h is known at the receiver for the symbol duration considered, the probability of

receiving r is given by
p(r) = Plv=+1)p(rlv=+1)+ P(v = =1)p(rjv = —1). (2.6)

Since we have P(v = +1) = P(v = —1) = 0.5, the final verdict concerning whether v = 41 or v = —1

was transmitted is determined by the a prior: probability of
p(rjv = £1). (2.7)

We will hence focus our attention on the derivation of the a priori probability p(r|v = £1).

For BPSK modulation we have v = +1, hence according to Eq. (2.3), we have r = +h + n,
where the CIR h is a known complex number and n is a sample of the complex-valued Gaussian
distributed random variable n = ®{n} + j - S{n}, with a mean of g = pig(ny = 0 and a variace of

2 _ .2 _1_2: : :
Tfin} = O5{n} = 20n D each of the complex dimensions.

The family of complex-valued Gaussian distributions is closed under linear transformations [161],
implying that if n is complex-valued Gaussian distributed with a mean of u, and a variance of o2,

then the linear transform of +h 4 n is also complex-valued Gaussian distributed:
nth~N(un£th, o}
. 1
(R{n £ AY)) ~ N (g £ R{RY, 507)

(S{n ) ~ N (g £ 3(), 303). (2.8

2A hard-output detector only provides the estimated value for v, instead of the reliability of its estimate, which is

furnished by a soft-output detector, as it will be detailed in Sections 2.6
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Hence, for v = +1, (r|lv = +1) is a sample of the complex-valued Gaussian distributed variable,

obeying
(t|v = +1) ~ N®(pn — h, o—ﬁ)
(R{eH o = +1) ~ N (g + R{RY, 503)
(S0 = +1) ~ N (g + 3(}, 503) (2.9)
and for v = —1, (r|lv = —1) is a sample of the complex-valued Gaussian distributed variable, obeying

(tlv = —=1) ~ N°(un + h, 0‘21)
(R{Ho = —1) ~ A" (g — BB, 503)

1
(S{e}o = =1) ~ N (s — S} 502)- (2.10)
According to Eq. (2.1), we have
1 Rz} — pngg)” + (S{a} — pagy)’
p(z) =5 exp <—( {*})2 - ( ) , (2.11)
TR {x} TR{x}

with o = (rlo = +1), pwg = ng + R{EH = R{BY, pagg = pay + S{h} = 3{h} and o, = o7,

which determines the PDF of (r|v = +1) p(r|v = +1), yielding

L o <_ (R{r} - R{h})* +

= 1) = —
p(rjv = +1) " ex -2

(3{r} - %{h}f)

1 (R =h))*+ (S{r—h})°?
w02 P o2
n n
B2
= % exp <—M> . (2.12)
o2 o2
Similarly, with = (rlv = —1), pppy = temy — R{} = —R{h}, pgy = by — S{h} = —S{h} and
a%{x} = 102, the PDF of (rlv = —1), i.e. p(rjv = —1) can be formulated as
! (R{r} +R{AY)" + (3} +S{h})”
plrlv=—1)=—5exp | - 3
n n
1 < (R{r +h})* + (%{r+h})2>
= 2P|~ 2
o3 o2
2
= 12 exp <—w> . (2.13)
Un Un
Hence, the final verdict, whether v = +1 or v = —1 was transmitted, based on the two a priori

conditional probabilities given in Eq. (2.12) and Eq. (2.13), can be formulated as

0=41 if p(rlv =41) > p(rjv = —1)
—1  otherwise. (2.14)

0
We use a new symbol ¥ to resemble a trial BPSK modulated symbol with its two legitimate values in

the set VW = {41, —1}, hence Eq. (2.14) can be alternatively represented as

0 = arg e{rglrzlxx {p(rlo)}. (2.15)
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Furthermore Eq. (2.12) and Eq. (2.13) can also be unified with the aid of v as

r — ho|)?
p(rlv) = 7;2 exp <—M> : (2.16)

2
n On

During any symbol duration considered, the component 1/(7o2) in Eq. (2.16) is a constant positive
scalar, hence the a priori probability quantified by Eq. (2.16) is monotonically increasing according
to the exponential component in Eq. (2.16), since the function exp(z) of a real-valued scalar x is a
monotonically increasing function of x. Additionally, the exponential component in Eq. (2.16) may

alternatively be represented as

exp(z1) = exp <—%> , with z1 = —%
n n
— ho?
= exp <—w> . with @y = (|r — ho|)% (2.17)
n

Since the constant (—1/02) in Eq. (2.17) is a negative scalar, Eq. (2.17) is a monotonically decreasing
function of x5. Thanks to the monotonically decreasing relationship between p(r|0) and o = (|r —
ho|)?, because upon decreasing xo the value of z1 increases, hence exp(z1) also increase, which results
in an increased value for p(r|0) 1. Therefore, the decision that maximizes p(r|0) is identical to that
which minimizes z2 = (|r — ho|)?. Hence the objective function of the optimal detection algorithm
of a single-user system as initially quantified in Eq. (2.15) can be more concisely represented by
x9 = (Jr — ho])2. More explicitly, we have

b= arg@e{lil'}?_l}{\r — ho)?}. (2.18)

To elaborate a little further, the calculation of |r — h®|?> may be simplifed by expanding it as

|r — ho|? = (r — ho)*(r — ko) = (r* — 0*h*)(r — ho)
= r*r — 0*R*r — r*ho 4 0 |h|?0. (2.19)

Since we have 0*|h|?0 = |0|?|h|*> = 1 |h|?, and because r*r is independent of whether we have
v = +1 or v = —1, hence only the 2nd and 3rd terms of Eq. (2.19), namely only the value of
(=0v*h*r — r*ho) has to be calculated for © = +1 and v = —1. Since z = 0*h*r is a complex-valued
scalar and since we have z* = r*ho, and = + x* = 2R{z}; hence the only computation we need is
—0*h*r — r*ho = —2R{0*h*r} = —2R{r*ho}.

Because |r — ho|? is a monotonelly decreasing function of R{¢*h*r}, and our goal is to make a

final decision between v = +1 and v = —1, the optimal detector of a single-user system can be further
expressed with the aid of Eq. (2.18) as

0 = arg @e{lﬂi}il} [(R{v*h*r}]. (2.20)

Since a BPSK modulation scheme is employed, v is a real number, thus we have v* = v = R£{0}. Hence
R{o*h*r} = R{o}R{h*r}. Therefore, the detection quantified in Eq. (2.20) can be further expressed

as:

U= ) *ri. 2.21
0] argbeﬁ?il} [(R{o}R{h*r}] (2.21)
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For R{h*r} > 0, max[R{o}R{h*r}] corresponds to the decision of ® = +1. By contrast, for R{r*r} <
0, max [R{o}R{h*r}] will always be obtained for & = —1. Therefore, instead of Eq. (2.21), the optimal

hard-output detector of a single user system can be formulated as

+1, iER{A} >0

b= . (2.22)
-1, ifR{h7r}<0
Upon assigning the product of A*r to y defined in Eq. (2.22) as
y=h'r, (2.23)
we arrive at the Matched Filter (MF) algorithm of the single-user system:
o = sgn{R{h*r}}. (2.24)

Based on the above arguments, when a single-user system is BPSK modulated, the optimal hard-

output detection algorithm is identical to the MF algorithm.

2.4 Hard-Output MUD

2.4.1 System Model

CDMA techniques are capable of supporting K users by assigning unique user-specific spreading
sequences, which are transmitted within the same frequency band and same time slot. The most basic
block diagram of a CDMA system supporting K users is depicted in Fig. 2.4. The system structure
to be used in Chapters 3 and 4 will be developed from this schematic. According to Fig. 2.4, the

C1
LModuIatio Yl_| CDMA @L emodulatiorwﬁ»
~| spreading o
n
Co é
b v c S 9 0 b
2 - 2 DMA O 9|V - 2
—>IModulatio ™| spreading -é% >Demodulation—>
50
T
Ck
bk UK | CDMA Ore bk
—> Modulation—> spreading >Demodulation——

Figure 2.4: Block diagram of the multiuser system described in Section 2.4 and Chapter 3. More
sophisticated block diagrams will be developed in Chapters 3 and 4 and Chapter 5.

signal received during the chip-interval ng, for ng = 1,2,..., Ng, can be represented by the following
equations:
rv = c11 hvr + e hova + o+ cx1 hxvk + M
T = c12 hjvyi + 22 hovs + -+ + cg2 hgvg + no
) (2.25)

ryN. = cnhivn 4+ canheve + -+ 4+ cxnNhrxUK + NN,
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where the index of r represents the chip-interval during which the signal is received. The first subscript
of ¢ ranges from 1 to K and indicates the user index to whom the code is assigned, while the second
integer ranging from 1 to Ny specifies the chip-interval during which the signal is transmitted. Hence

Ckn. specifies the value of the ngth chip of the kth Ng-chip CDMA spreading sequence.

Observe in Eq. (2.25) that apart from the AWGN, the received signal r,_ contains K superimposed
chip-components contributed by the K users. Each of the K superimposed branches represents the
nsth chip cgpn, vi of the symbol vy, after travelling through its fading channel hy, finally yeilding g, hrvk.
When considering all the K users, we have

K

Tne = Z Chn PEVE + T - (2.26)
k=1

Alternatively, Eq. (2.25) can be expressed in a compact matrix formulated as:

r=CHv+n (2.27)
or expanded as:
1 11 Ca1 o CK1 hy 0 - 0 vy ny
) 12 €2t CK2 0 hy --- O V2 n2
=1 . . . S o T (2.28)
| NG L an, cn. o cxne || 0 0 - hx || vk | | v |
where the (Ng x 1)-element complex-valued vector r = [ry,72,--- ,7n,]7 quantifies the received signal

vector over a symbol interval constituted by Ny chip durations; the (Ng x 1)-element complex-valued
vector n = [ny,ng, -+ ,n NS]T quantifes the Ng unknown mutually indepedent AWGN samples encoun-
tered over the Ny chip durations, where each of the elements n,, in n is a sample of the random
variable n, which has a complex-valued Gaussian distribution with a mean of u, = 0 and a variance
of 62 n ~ N°(0,02); the (K x 1)-element signal vector v = [v1,vs,--- ,vx]|’ represents the M-ary
modulated symbol of each user; the (K x K)-element CIR diagonal matrix

H-= diag{hl,hg,...,h[(} (229)

defines the complex-valued CIR hy of each user, where both the real part ${h;} and the imaginary
part S{hg} of hy = R{hi} + - S{ht} is real Gaussian distributed with a mean of 0 and a variance of
%, hence having a Rayleigh distributed envelope of |hg|.

We will refer to the product of the spreading code ¢ and the CIR hy of the kth user as his/her
auxiliary information, which will be denoted by Ay = hici. In Eq. 2.27, the spreading code matrix
C was represented as the matrix constituted by the row-vectors comprising the kth user’s spreading

code ¢, k=1,..., K, yielding
C=l[c; cg -+ cgl. (2.30)

Hence the matrix product of the matrix C and H in Eq. (2.27) may be expressed in a compact form

as:

A =CH (2.31)
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or in an expanded form as

c11 €1 CK1 hi 0 --- 0
c c PR c 0 h PR 0
Ao | 2 22 K2 2
| anN. N v cknN, | [ 0 0 e hg |
hicti  haear -+ hiceki
B hicia  hacaa -+ hicko
| hian, hacon, --- hrckn,
= h1C1 h2c2 s hKCK ]
= [ A Ay - A ] (2.32)

Hence the correlation matrix of the auxiliary matrix A quantified in Eq. (2.31) can be defined as

R=A"A
:[A{{ Aéf A%]T[Al Ay - Ag]
[ AHA, AFA, .. AFAg ]
AFA, AFA, - AlAy
ABA, AHA, .. AHAL
[ hl c{{clhl hl C{{CQhQ cee hl C{{CKhK ]
h2 C£{C1h1 h2 C£{C2h2 s h2 CgICKhK
hchclhl hchCth hKCECKhK
hi 1 hy hypig he -+ hy pighk
| h2phha he 1 hy oo ha pychi
| hpPi i hrpgohe oo hi 1 hie |
[l pia Pty o PPk
I N R L S T (2.33)
| Pl Pialice o il

where pj; = Cich is the correlation factor between the ith and the jth spreading code, as exemplified
by the correlation matrix CTC of the seven m-sequences having 7 chips in Table 2.4 and by the
correlation matrix of the thirty-three Gold codes having a length of 31 chips in Table 2.6. In Eq. (2.33),
pi‘] represents the correlation factor between the CIRs h; and hj, given by pi‘] = hihj. For i = j, we

have p; = 1 and p = |h;|%.
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Eq. (2.27) formulates the most basic system model, which will used to develop more sophisticated
systems that will be investigated throughout this treatise. Each of the matrices in Eq. (2.27) can be

extended to encompass the time, spatial-, and frequency-domain, i.e. a number of subcarries.

In the multi-carrier DS-CDMA system to be investigated in Chapter 4, where the number of
subcarriers increases from 1 to ww, the vector r of the received signal, the channel matrix H and
the AWGN vector n will be expanded to incorporate a subcarrier index. More specifically, for a
total of UV subcarriers, there will be UV counterparts of r, H and n, yielding r,,, Hy, and ny, for
w=1,...,U and v = 1,...,V. Hence, for each subcarrier v, the received signal r, asosciated with

the particular subcarrier f, can be expressed as
r, = CH,v + n,,. (2.34)

In the mMIlti-Functional Antenna Array (MFAA) assisted MC DS-CDMA system to be proposed in
Chapter 4, where N, number of receive antennas are employed at the BS, each of which is comprised of
L elements, there will be (N, LUV') number of counterparts of Eq. (2.27). Therefore, the received signal
rz(,"rl) asosciated with a particular antenna element [ comprising the n,th receive antenna associated

with a particular subcarrier f, can be formulated as
r{") = CH™v 4 n{™. (2.35)

Furthermore, in the Space-Time Block Coded (STBC) DS-CDMA system to be investigated in Chap-
ters 5 and 7, the vector v of transmitted signal is expanded to include two symbols that are transmitted
within two consecutive symbol durations, the vector v will be expanded to a (2K x 1)-element vector,
and the channel matrix H will be accordingly expanded to a (2K x 2K )-element matrix. Similarly,
the spreading code matrix has twice the number of rows, since 2Ny chips have to be used in order
to transmit the signal vector v. Similarly, we also have to double the number of columns to 2K,
because two symbols are transmitted during 2N chip intervals. Accordingly, the size of r and n is
also doubled due to having 2NNy observations of the received signal, which are contaminated by 2N
AWGN samples.

2.4.2 Objective of Optimal Detection

The reference user’s transmitted signal is vy, while the Hard-Output (HO) detected result is 01, which
is based on the observation r and on the OF of the optimal detector, which is formulated as:

0] = arg @e?ﬁl—?,x—l} P(o|r). (2.36)

However, when employing Bayes’ rule given by

P(v=10)p(rlv="2)

Pv=1|r)= v

: (2.37)

the probability p(r|v = v) is unknown to the detector. As suggested by Eq. (2.25), provided that the
vector v = [v1,vs,...,vk] of the signals transmitted by the K users is known to the detector, the

signal received during any chip interval ng, where ng € [1, Ng] can be expressed as

Tng = Tng + Mg, (2.38)
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where
K
Frie = O Chn ik (2.39)
k=1

quantifies the legitimate received signal during the chip interval ng, when v is transmitted. The

corresponding Ng-chip received signal vector r can also be expressed as

r=r+n, (2.40)
where

r=CHv (2.41)

represents the legitimate received signal vector within the Ny chip durations, when v is transmitted.
Since n,, is a sample of the complex-valued Gaussian distributed random variable and n is a sample
of the Ny dimensional complex-valued Gaussian distributed random vector, the PDFs p(n,_) and p(n)
are known. Additionally, 7, is a known scalar whose value can be calculated according to Eq. (2.39)
and I is a known Ng-element vector whose value can be calculated from Eq. (2.41). Since the Gaussian

distribution is closed under linear transformation, both p(r,,|v) and p(r|v) can be precisely quantified.

It is worth noting that there are 25~1 optional (K — 1)-element vectors [vg,vs,...,vk]|, when for
example vy is fixed to +1. Therefore, when observing r the probability of vz = +1 is given by the

sum of the probability of all the above-mentioned 251 vectors, which is expressed as
2K71
P(vy = +1r) = > P(vi7;Ir), (2.42)
i=1
where V(ﬁ)z denotes the specific K-element vector with the first symbol being positive and with the
remaining (K —1) elements assuming all the 2 ~1 legitimate candidates. An example interpreting this
scenario is illustrated in Tab. 2.7, when we have K = 5 and the 3rd user is the reference user. In order
to determine P(v; = +1|r), the PDF has to be calculated 25~! times for the 25! different K-bit
vectors. Additionally, the a posteriori probability associated with v; = +1 quantified in Eq. (2.42)

can be generalized as
2K71
P(v; = +1r) = > P(vit|r) (2.43)
i=1

in order to represent the a posteriori probabilities associated with the legitimate transmitted values
of +1 and —1 for v;. In order to compare the values of P(v; = —1|r) and P(v; = +1|r), the PDF of
P(V(li)llr) included in Eq. (2.43) has to be calculated 2 times to evaluate both P(v; = +1|r) and
P(v; = —1|r). The final decision concerning the transmission of +1 or —1 for user k in the K-user

system can be formulated as

oK—1
N (K)
U = argbegl-?,x—l} ; P(vilr). (2.44)

The complexity of the detector is exponentially proportional to the number of users K. However,
at the Base Station (BS), all the signals transmitted by the K UpLink (UL) users during a symbol
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vy = +1 vy = —1
v vy
T o g . 0o S
00 001 v§y v, 0 0 1 0 1
00 0 1 0 v§g v?%5 0 0 1 1 0
0000 1 1 v, v, 00 1 1 1
0 1:00 0 v§; v, 0 1:1 0 0
001001 vilg vi?% 0 1 1 0 1
001 .0 10 v§;, v, 0 1 1 1 0
001 .0 1 1 vig v 0 1 1 1 1
100 0 0 vilg vilg 1.0 1 00
100 0 1 v, v, 1 0 1 0 1
100 10 vy, vi,;, 1 01 10
100 1 1 v, v, 1.0 1 11
1 1.0 0 0 vy, vili3 1.1.1 00
1 1.0 0 1 vy, v, 01101
1 1.0 1 0 v,y v, 1 1110
1 1.0 1 1 vl vl 111 11

Table 2.7: An example when K = 5 users are supported and each user transmits a BPSK symbol

within a symbol interval. The full set V® containing all the 32 legitimate transmitted vectors is

(5)

3 Vgi) according to the polarity of the symbol transmitted by the

divided into two subsets, namely V

3rd user.

interval have to be detected. If we invoke the optimal detector of Eq. (2.44) on a user-by-user basis to
in order to furnish 9 individually for all K = 1,2,..., K in order to obtain the detected signal vector

¥, the 2K -order detection complexity imposed by Eq. (2.44) is increased by a factor of K.

Let us now assume that ¥ is the detection result of the optimal MUD algorithm, where each
symbol 7 of ¥ should maximize the corresponding individual single-bit objective function quantified
by Eq. (2.44), which requires that

P(vg = vg|r) > P(vp = —0k|r) , Vk=1,....K (2.45)

should always be satisfied. Hence
K
P(|r) = [ Plox = txlr) (2.46)
k=1

should be the highest of the 2% probabilities recorded for all the legitimate vectors in V. Therefore,
instead of evaluating the OF given in Eq. (2.44) K times for all the K users supported by the system,
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vV = [@],@27 . o ,QA)K] can be found with the aid of the Single OF of
V= P(v . A7
arg ‘maéX){ ( |I')} (2 4 )

According to the Bayes’ rule [160], the a posteriori conditional probability can be expressed with

the aid of the a priori conditional probability according to

P(élr) = LEVPE) (2.48)
p(r
For the equi-probable BPSK modulated K-bit vectors of the full set V%) we have
. 1.
P) = 2—K,vv S (2.49)

Given a specific CIR and set of spreading codes contained in A, while having no a priori knowledge
as to which vector has been transmitted, the probability of receiving r is the sum of the probabilities
of each legitimate vector being transmitted, which is multiplied with the probability of receiving r,

given that the legitimate vector v was transmitted, yielding

p(r)= > p[)P). (2.50)
vevE)

Both the probabilities given by Eq. (2.49) and Eq. (2.50) are constant, regardless of the value assumed
by the transmitted signal vector v. Therefore, as suggested by Eq. (2.48) in conjunction with Eq. (2.49)
and Eq. (2.50), the vector having the highest a posteriori probability to have been transmitted, given
that the vector r has been received, is the same as that predicted at the transmitter to have the
maximum a priori probability to result in the received signal vector r. In mathematical terms, the
vector v maximizing the OF of Eq. (2.47) is identical to the one that maximizes the following OF:

Vv = arg max p(r|v). (2.51)
veVv(E)

Eq. (2.51) formulates a so-called NP-hard problem [162], where the optimal solution can only be
formed by exhaustively searching through all the legitimate solutions. However, the complexity of the
optimal search procedure increases exponentionaly with K. For example, for K = 32, the above OF
has to be evaluated 4.2950 x 10? times.

To avoid the exponentially increasing complexity imposed by the optimal algorithm, numerous
reduced-complexity sub-optimum algorithms have been proposed [7,93], some of which are highlighted

in the next section.

2.4.3 Sub-Optimal Detection Algorithms

According to Fig. 2.4, the signal received at any chip-interval ng, ng = 1,2,..., Ny, can be represented

by the following equations:

rt = ci1 hvi + e hova + - 4+ cx1 hxvk + m

T = c190 hjvi + ¢ hovo + -+ + cg9 hgvg + no
, (2.52)

rN. = cnhivn 4+ canheve + -+ 4+ cxnNhrxUK +  nn,
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where the signal received during the Ng-chip symbol interval is hosted by a vector r = [r1,79,...,rn,]-
The MUD’s hard output recorded for the K users is given by the solution of the set of Ny equations
in Eq. (2.25). Depending on the amount of knowledge related to the coefficients ¢, h, n in Eq. (2.25),
different algorithms emerge, such as the MF [80] based Single-User Detector (SUD), the Zero Forcing
(ZF) [69] MUD and the MMSE [73] MUD, which are characterized in Table 2.8.

A, | R | o2 BER per-user complexity
MF vV worst constant
ZF VoIV medium O(K?)
MMSE | | v/ | v | medium™ O(K3)

A, = ¢ X hy: the code and channel information associated with each individual user

R = AP A: the correaltion of code and channel information between each two users

Table 2.8: Comparison of different hard-output detection algorithms in terms of the information required, the

achievable performance and the complexity imposed.

2.4.3.1 Matched Filter Algorithm

Let us commence our more detailed discussions with the simplest scenario, when the sole information
available for the MF SUD is that related to a particular single user. More specifically, if only the
knowledge of Ay containing the spreading code cx = [ck1,¢k2 ..., ckn,] and the CIR hy of the kth
user is available to the SUD, the MF is the only technique of detecting vi. Provided that c; =
[Ck1,Ch2 - - -, Crn,] is orthogonal to all the other codes c;, j # k and 1 < j < K or clc; = 0, the
products cjp hjvj, j =1,...,K and j # k when ng = 1,..., Ny are automatically eliminated by the
simple MF operation upon multiplying r with c{ in Eq. (2.25), where ¢j, hjv; contains the signals
transmitted by all the other users. If the orthogonality of each two codes is retained, the MF output
ZMEF = c}f will contain information contributed only by the wanted user, namely the kth user. Hence
the estimated MF output by, is generated by the simple decision of

b, = 0,0, =41, if 2z >0
g g g (2.53)

by =1,0, =—1, ifz, <0

based on the polarity of the MF’s output z.

With the aid of Eq. (2.52), zx can be expressed as
2, =Afr = hiclr

™

T2
:[hchl h};ckg hZCkNS]

TNy

* * *
=hpcpir1 + hgcgare + -+ + hpcen TN,
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=hp(ck1cr1 + ckack2 + -+ - + cen N ) hivg

K
+ Y hiermen + cracia + -+ cen.cin) v

J=1j#k
NS
+ Z R CkngMn,
ng=1
K N
=hjcl cphyor, + Z hichcjhjvj + Z hi.Cn Ton,
j=1jk na=1
K
=lhePoe+ D phokivs + ke (2.54)
iPkj Vi
J=Lj#k

If P = 0 or cgcj = 0 as long as k # j, which suggests that any pair of spreading codes assigned
to two different users are mutually orthogonal to each other, the second term of Eq. (2.54) namely
Zle’ itk Pk jp}; ;U becomes zero, which facilitates interference-free detection. However, below we will
demonstrate that the interference may or may not be cancelled in this way. For example, the 3G
systems indeed employ the family of Orthogonal Variable Spreading Factor (OVSF) codes [163], but
their orthogonality is destroyed by the dispersive CIRs routinely encountered in hight-rate systems
having short symbol and chip-durations. Secondly, the number of users supported is limited by the
number of chips in the WH codes, while in the non-orthogonal code families many more codes may be
created than the number of chips, provided that the MUD is capable of mitigating the MAI imposed

by the non-orthogonal codes.

To elaborate a little further, provided that c; and h, are known to the MF detector for & =
1,2,..., K, the K MF outputs Zypg = [01, ..., 0x], which are also often denoted as y may alternatively
be obtained by implementing

y =2mr = Alr = A"Av + Afn
= Rv +n, (2.55)
where R = A" A = HECHCH is the correlation matriz, defining the correlation of A constructed
from Aj = cghy according to A = [Aq,Ag,..., Ak].

More specifically, the (7,j)th element R;; = AH A located in the ith row and the jth column of
R represents the correlation between A; = h;c; associated with the ith user and A; = hjc; of the jth

user, fori =1,...,K and j = 1,..., K. In other words, R;; is quantified as
Rij = A{JA] = (Cihi)H(thj) = h:CZTthj, Vi = 1, ce ,K;j = 1, cee ,K. (256)

Hence the kth diagonal element of R = Af A, is the auto-correlation of A = hjcy, associated with

the kth user, which is formulated as
Rie = AT Ay = (crhp) ™ (crhy) = hiclcphp = b -1-hy = |hi?, VE=1,...,K. (2.57)

Again, the orthogonality of the spreading codes guarantees that we have cZch = 0 when ¢ # j, hence
the correlation coefficients obey R;; = AHA; = 0, when R becomes a (K x K)-element diagonal
matrix with all the off-diagonal elements being R;; = 0 when ¢ # j, which correponds to the MUI-free

detection output.
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By contrast, as shown in Eq. (2.54), in case of non-orthogonal spreading codes, apart from the
AWGN quantified as g, = Af n, the MF’s detection output z; dedicated to the kth user is additionally
contaminated by the interference imposed by all the other (K — 1) users, where the interference
contribution is quantified as Z;K: 1jk AkH Ajvj. By defining the correlation factor of spreading code
c; and c; as Prj = cgcj and the correlation factor between the CIRs hy and h; as p‘,;j = hph;, the

above-mentioned interference term may be represented by Zle ik Prj Pr V5

2.4.3.2 Zero-Forcing Algorithm

As seen from Eq. (2.54), the MUI imposed by all the (K — 1) interfering users contaminates the MF
detector’s output. Hence, further processing is required to mitigate the MUI component and to reduce
the effects of the noise. The (K x 1)-element solution vector z of a linear MUD characterized by the
(K x Ng)-element MUD weight-matrix W may be expressed as

z = Wy. (2.58)
Then, according to Eq. (2.55) we expand y, yielding

z =Wy
= WRv + Wni. (2.59)

Therefore, if we could arrange for the coefficient matrix WR multiplying the transmitted signal vector
v to become a diagonal matrix in Eq. (2.59), then no undesired interference would be imposed on z,iZF)
in the kth row of the detection output z*" by any other user. Therefore, as long as the number of
users K does not exceed the number of chips Ny, R is an invertable (K x K)-element square matrix,

and W#") may be obtained by
W — R (2.60)

which yields W#IR, = 1) where I represents the (K x K)-element square identity matrix.

Furthermore the solution vector of the ZF algorithm may be formulated as

7(ZF) — W(ZF)y — R—ly
=R 'Rv+R i
=v+R A (2.61)

(ZF)

As implied in Eq. (2.61), to obtain the detection output 2z, for the kth user, the composite informa-
tion vectors A; of all the j = 1,..., K users are required by the ZF detector in order to evaluate the
correlation factor between A and each of the auxiliary vectors A; of other users. However, during
the entire detection process carried out by the ZF based MUD, the presence of the AWGN is ignored.
More quantatively, although the instantenous value of the noise is unknown at the receiver, the mean
{in, the deviation o2 and the PDF of the AWGN variable n can be estimated at the receiver. However,

none of these two auxiliary information sources are exploited by the ZF detector.
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2.4.3.3 Minimum-Mean-Square-Error Algorithm

By extending the definition of the vector solution to a linear MUD algorithm given by

z =Wy
= WRyv + Wn, (2.62)

we will attempt to minimize the MSE between the estimated result ¥ and the actually transmitted
signal vector v. When BPSK modulation is employed, the detected K-user vector can be further
simplified from Eq. (2.62) as

¥ = R{z). (2.63)

Hence, the MUD’s weight-matrix W is the one that minimizes the MSE E{||v — ¥||?}, which is

formulated as
W = arg min B{||v — v||*}, (2.64)
w
where W may be expressed as

WOMMSE) _ (E{yyH}) _lE{va}
= (R*+20;R)'R
= (R+20%)7". =

Hence, the K-element vector solution provided by the MMSE algorithm can be formulated as

Z(MMSE) — W(MMSE)y —_ (R + 20_121)—1},. (2.66)

2.4.4 Maximum Likelihood Detection Algorithm

Below, we will further simplify Eq. (2.51), which will lead to the formation of the Likelihood Function
(LLF). Below, we will derive the a priori conditional probability given by Eq. (2.51) from the most

basic D-dimensional complex-valued Gaussian PDF.

In Eq. (2.27) the Ng-element AWGN vector was denoted by n, where each element n,_ for ns =
1,2,..., Ng is an instantaneous sample of the complex-valued Gaussian random variable n having a
mean of j, = 0 and a variance of o2, which is formulated as n,, ~N°(uy, 02), where the PDF of the

complex-valued Gaussian distributed scalar random variable was defined in Eq. (2.2).

In addition, the (NNg x 1)-element vector n is a sample of the (Ng x 1)-element complex-valued
Gaussian vector-variable n. According to [160], the PDF of the D-dimensional complex Gaussian
variable n ~ N5, (Mg, Xq) is given by

1 exp [—4(n — Mp)725" (n — My)]

p(n) = — Tt (T . (2.67)

In Eq.(2.67), the number of elements in the random vector n is Ny and My as well as Xy denote the

vector of means and the vector of variances containing the mean and variance of each random element
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of n, which can be expressed as

Mp = 0%, D= N,
n =E ((n—Mn)(n—Mn)")
= E(nn'?) = g21%9) (2.68)

where 0Vs) and I™s) are the (N X 1)-element null-vector and the (Ng x Ng)-element identity matrix

respectively.

In Eq. (2.27), the composite matrix A is known to the receiver. Hence, assigning to the variable
v in Eq. (2.27) a particular vector v € V¥ r in Eq. (2.27) equals to a constant CHvV plus a random
sample n. Hence, according to the properties of the complex-valued Gaussian random vector, given
that v was transmitted, the vector r constitutes an instantiation of the Ng-dimensional complex-valued
Gassisan random variable v having a mean of My =My + CHVEK) and a variance of Xy =Y. Based
on the above discussions associated with Eq. (2.68), the a priori conditional PDF of receiving r given
v was transmitted under A can be defined as
) 1 exp [—3(r — M) 28 (r — My)]
pr¥) =75 det(Te)

1 1 .12
= o exp <—;Hr — CHy|| ) , (2.69)

n

in the system context described by Eq. (2.25).

As observed from Eq. (2.69), the value of 7, 02 and Nj are constants and hence will not influence
the value of p(r|V), when the trial vectors v associated with different values are considered. Therefore,
the detection output expressed in terms of the objective function of Eq. (2.51) can be further simplified

to
v = arg min |[r — CHV|?, (2.70)
vevr)
where |[r — CHvV||? defines the norm of the (Ng x 1)-element vector of
d=r—-CHv
—r i (2.71)

Hereby, the (N5 x 1)-element vector I denotes the legitimate received signal given v is transmitted in

the absence of the noise.

As it may be readily observed from Eq. (2.25) and its matrix counterpart seen in Eq. (2.27), the
nsth element d,, = r,, — 7y, of the (Ng x 1)-element vector d =r — 1 = r — CHV can be derived from

the ngth equation in the system of Ny equations given by Eq. (2.25), which can be quantified as

K

dny =Ty — Y _ Chon,hOp. (2.72)
k=1

The absolute value of the complex-valued scalar d,,, quantified in Eq. (2.72) is expressed as

K
Trg — § Chns Pi Uk
k=1

V /Dnb(v) = ’dW/s’ =

, (2.73)
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where
K 2
Do (¥) 2 |rng = Y chn iy (2.74)
k=1
quantifies the Euclidean distance between the potentially faded and
noisecontaminated (2.75)

received signal r,, and the legitimate, i.e. noise-free, received signal r = Z,[::l Cln MUk, given that
v was transmitted during the ngth chip-duration. Therefore, when ng ranges from ng = 1 to ng =
Ns, ©1(V), Da(V),...,D2(V) denotes the Ny squared Euclidean distances between the received signal
and the legitimate (noise-free) received signal during each of the Ng chip intervals. Furthermore,
|[r — CHV|]? in Eq. (2.70) is the sum of above-mentioned N; squared Euclidean distances. More
quantatively, when r is received, the Euclidean distance norm associated with a particluar K-symbol

vector v during a particular symbol duration may be expressed as

D(V) £ [|Ir - CHY|?

Ns
= Z gns (V)

ng=1
Ny K 2

= Z Tng — chmshk@k (2.76)
ns=1 k=1

Hence, the OF quantifying the detection result of an optimal hard-output algorithm in the context of
the K-user DS-CDMA UL characterized in Eq. (2.70) may be readily represented by the vector that

minimizes the Euclidean distance norm of

Vv =arg min {D(V)}. (2.77)
vev(E)

Futhermore, the OF given in Eq. (2.70) in the form of the Euclidean distances can be further
simplified after eliminating the common part in ||r — CHvV/||?, which does not depend on the specific
value assumed by v. Therefore, we will further expand the Euclidean distance of ||r — CHV|? as

follows:
D(V) =[|r — CHY?
—(r — CHv)" (r — CHY)
=(r" - (cHY) ") (x - CHY)
=(r —¥"H"CM) (r — CHV)
=r'r —v"HICTy —¢"CHv + v H'CCHY

y yH R

—rfly — (i}Hy—l—yH\'/ —\'/HR\'/).

Since we have yv = (\'/Hy)H = (\'/Hy)*, we arrive at

D) =r'r — (Vy + (vy)" —v"RV)
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Given the complex-valued variable = R{z} + S{z}j and that x + 2* = 2R{z}, we get

D) =rfr — 2R{V"y} — v/ RvV). (2.78)

Hy is a constant, which is independent of the specific value assumed by v, it can be excluded

Since r
from the calculation of the OF. More explicitly, only a comparison of the © (V) values corresponding
to v assuming all the legitimate vector is necessary for the optimal HO detector in order to make its
final decision after considering all the 2% possible legitimate vectors. Therefore, the detector output
associated with the OF of Eq. (2.70) can be further simplified to

v=arg max {2R{v"y}-Vv'Rv}. (2.79)

vE) ey

It may be worth mentioning that the OF 2R{v#y}—vH R derived from Eq. (2.70) defining the a priori
conditional PDF p(r|v) is also often referred to as the Log-Likelihood Function (LLF) associated
with vector v . The LLF associated with a specific vector v in conjunction with a particular received
signal vector r quantifies the a priori ’likelihood’ of receiving r provided that v was transmitted. More
explicitly, when r is received within a certain symbol duration, the LLF associated with a particular

K-symbol vector Vv is defined as
£(V) 2 2R{vy} — vHRY. (2.80)

As observed from Eq. (2.77) and Eq. (2.79), the vector that minimizes the Euclidean distance norm
D (V) defined in Eq. (2.76) maximizes the LLF £(V) defined in Eq. (2.80) over the entire set of all the
2K vectors. Hence for a particular symbol duration associated with the received signal vector r, we
have
Vv =arg min D(v) = arg max £(V). (2.81)

veV(E) veV(E)
The Maximum-Likelihood (ML) detector, evaluates the above OF for the entire set comprising 2/
legitimate vectors, in order to find the K-symbol vector maximizing the LLF of Eq. (2.80). More
quantatively, the ML detection result of the K-user DS-CDMA UL may be expressed as

VML = arg max £(V). (2.82)

veVv(K)

As alluded to before, the optimization problem of Eq. (2.82) is an NP-hard problem, where the
optimal solution can only be found by an exhaustive search [160]. However, the complexity quantified
as the number of times the OF has to be evaluated increases exponentionally with the population size
containing all the candidates, as defined by the number of users K in this DS-CDMA scenario. For

example, when the number of users is K = 32, the ML MUD’s complexity becomes excessive.

Against this background, near-optimal algorithms have been conceived in order to circumvent the
above-mentioned complexity problem. As an example, the ant-colony optimization (ACO) algorithm
generates a reduced number of K-symbol candidate vectors with the aim of ensuring that the optimal
one is among them with a high probability. The comprehensive interpretation of the ACO algorithm
will be provided in the context of the DS CDMA system of Chapter 3. Following the introduction of
the ACO-based MUD algorithm, the family of suboptimal MUD algorithms listed in Table 2.8 will be
further expanded in Table 2.9.
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A, R BER complexity
o2 LLF

MF Vv * constant X
ZF v * * O(K?)  xx
MMSE K H K (K?)
ML v v V. kkkkx O2F)  xxx---x
ACO O(K?)

S

X X X

Vo dkokokok

X X

A} = ¢ X h: the code and channel information associated with each individual user

R = A7 A: the correaltion of code and channel information between each two users

Table 2.9: Comparison of different hard-output detective algorithms in terms of the employed resource,

the achieved performance and the cost complexity.
2.5 Logorithmic Likelihood Ratios

In turbo transcivers we typically concatenate several encoders/decoders, so that the extrinsic informa-
tion generated by one of the decoders can be forwarded as a priori information for the other decoder,

as shown in Fig. 2.5. In a multiuser system with each user employing the turbo transceivers, as shown

\
u' | Channel| «"™ |Channel| b . J
—> Coding | Coding —|Modulation
| Il

: L cramel 2 chammell )
u' | polarity | ' Channel Channel—  |soft-output _"
(b

Decision|, (,") Dec?dmg Decl?dm )| Detection

Figure 2.5: Block diagram of a channel coded single-user system, when iterative soft-output detection is

employed.

in Fig. 2.6, the Soft-Output (SO) MUD is the first component employed by the BS at the output of
the receive antenna. The main function of the SO MUD is to ‘process’ the superimposed received
signal-vector r throughout the Ny chip intervals constituting a symbol duration, so that the effects
of MUI are mitigated. Having eliminated the effects of the co-channel users, the soft information
associated with each user can be generated by the SO MUD, which is then forwarded to the per-user
iterative decoding components. As shown in Fig. 2.6, L(b;), k = 1,..., K denotes the soft information
provided by the SO MUD for each of the K users.
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Figure 2.6: Block diagram of a channel-coded multi-user system, when iterative soft-output detection
is employed, which is the foundation of the more sophisticated block diagram of the system to be

investigated later in Chapter 7.

2.5.1 Relationship between the LLRs and the A Posteriori Conditional Proba-
bilities

The LLR L(b) of Fig. 2.6, associated with a coded bit is a function of its a posteriori conditional
probability based on the observation of r, i.e. on P(b = 0|r) (or P(b = 1|r)). More quantatively, the
LLR L(b) of Fig. 2.6 is defined as

(2.83)

Since each coded bit is BPSK modulated at the transmitter, the LLR of each bit can also be alterna-
tively represented as a function of its modulated symbol v € {41, —1}, yielding:

L(v) = In ig%ﬁ::;. (2.84)

As suggested by the fact that

P(v=+1lr)+ P(v=—1Jr) =1, (2.85)
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Eq. (2.84) can be alternatively represented as a single-variable function of P(b = +1|r) or P(b = —1]|r)
in the form of

P(v=+1|r)
1—P(v=+1r)

L(v) =In (2.86)

Fig. 2.7 quantifies the relationship between the LLR L(b) and the a posteriori conditional probability

P N Wb O
T T T

0 0.2 0.8 1

0.4 0.6
ProbabilityP(v=+1Ff)

Figure 2.7: Value of LLR L(v) as a function of the a posteriori probability P(v = +1|r) ranging from
0 to 1.

P(b = £1|r). As seen from Fig. 2.7, the definition of the LLR given by Eq. (2.83) or Eq. (2.84)
translates the probabilities of two binary options into a single real-valued scalar, the polarity of which
represents the binary decision, while the absolute value of the LLR represents our confidence in
that decision, because the absolute value is propotional to the value of the a posteriori conditional
probability of P(v = £1]r).

We will exploit in our iterative turbo MUD, that the extrinsic LLR of one of the component
decoders will provide a priori information for the other decoder component by generating the a priori
probability P(v = +1) with the aid of

P(v=+1|r)
1—P(v=+1|r)
Plw=+1r)=[1—-P(v=+1|r)|L(v) =

L(v)

Pv=+1|r) = T L) (2.87)

L(v) =In

Similarly, the a priori probability P(v = —1) can also be quantified by L(v) as

1
Plv=-1r) = ————. 2.88
=1 = 55 (289)
Below we will focus our attention on the properties of the LLR related to a single coded bit for
transmission over a Rayleigh-faded channel contaminated by complex-valued Gaussian distributed
noise under the assumption that the perfect knowledge of the CIR is available at the receiver. More
detailed discussions related to the LLR of a single coded bit transmitted by a particular user will

be provided for two scenarios, namely for a single-user system and for a multiple user system. More
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specifically, the simplified formula quantifying the LLR associated with a single bit in a single-user sys-
tem is derived both mathematically and graphically. The derivation of the simplified form of the LLR
associated with a certain bit in a CDMA aided multi-user system will be detailed in Chapter 6, fol-
lowed by the Soft-Output (SO) ACO-based MUD algorithm invoked for finding solutions representing

the LLRs as accurately as possible, but at a reduced complexity.

2.6 Soft-Output Detection in a Single-User System

The received signal r can be formulated as
r = hv+n, (2.89)

and when v = +1 is transmitted, we have r = h 4+ n, where n is a sample of the complex-valued
Gaussian distributed random variable n = £n + j - Sn with a mean of ug, = pgn = 0 and a variance
of o, = 03, = %0121 in each domain, which can be denoted as n ~ N(un,02). Hence, given the
knowledge of h, samples of t|(v = +1) are complex-valued Gaussian distributed with a mean of h and
a variance of ¢2. In other words, (t[v = +1) ~ N¢(h,02). The complex-valued Gaussian distribution

function of r ~ N(pu, 07) is given by

p(z) = —— exp <—M> , (2.90)

where the PDF of the random variable (t|v = +1) is given by

1 |r — h|?

=11) = — . 2.91

p(rlv =+1) o exp( p ) (2.91)

Similarly, when we have v = —1, r = —h + n, then r becomes a sample of the random variable

(tjlv = —1) ~ N°(—h,02), and the PDF of (tJv = —1) is formulated as

1 |r + h|?

=-1)= — . 2.92

plrlo = 1) = —exp (-5 (2.92)

2.6.1 Geometric Representation

Below, we will assume that v = 4+1 and v = —1 was transmitted with equal probability, which results
in an a priori information of zero. This can be expressed as p(v = +1) = 0.5 and p(v = —1) = 0.5.
Under this assumption, the derivation of the LLRs corresponding to a given r can be provided by
substituting p(rjv = +1) and p(rjv = —1) in Eq. (??) in conjunction with Eq. (2.91) and Eq. (2.92).
However, in order to provide an intuitive relationship between the real-valued LLR and the complex-

valued received signal r, let us consider Fig. 2.8 to 2.11.
Figs. 2.8 to 2.13 rely on the parameters of Tab. 2.10.

Let us now portray the LLR-surface denoted by Ss in Fig. 2.9, which is the logarithm of the ratio
of surfaces 51 and Ss. The a priori LLR value of each point on the LLR-surface is given by

1
L(r)=In plriv=+1)
p(rjv=—1

( 1 (2.93)
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channel h h=0.540.55
noise n n€n~N(un,02)
pn =0, 02 =2

transmit signal v ve{+1,-1}
Plo=+1)=Pu=—1)=05

Table 2.10: Parameters used in Figs. 2.8 to 2.13
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PDF

005~

Figure 2.8: Surface S; of Eq. (2.91) represents the conditional PDF of r, given that v = +1 is
transmitted, while Sy graphically portrays Eq. (2.92), when using the system parameters of Tab. 2.10.

Given the (z,y) coordinate of a point on the horizontal x-y plane, let us assume that the LLR value
corresponding to this point’s projection onto S is z1, which that onto S5 is zo. Then the resultant

LLR surface may be directly obtained as the logarithm of the ratio of z; by z».

Although S and Ss are cylindrically symmetric surfaces, the logarithm of the ratio between them

is a flat plane.

Observe furthermore in Fig. 2.9, that albeit S3 is a 3-D surface of two variables, it is actually
a flat 3-D surface, which is determined by a single independent value denoted as d. Hence we have
z = f1(d). If we can find the relationship between r and d on the x-y plane in the form of d = fo(r),
we arrive at z = L(r) = fi1(d) = fi[f2(r)].

In order to find the analytical representation of the function z = fi(d), we show the view of
intersection between S3 and the x-y plane, as denoted by m in Fig. 2.9. Then, based on the simple

geometry of Fig. 2.9, the z coordinate of any point on S3 is a linear function of the perpendicular
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Figure 2.9: Surface S3 graphically quantifies the rudical LLR [ as a function L(r) of r when each
value on the xy-plane is taken by r and the system parameters take their value from Tab. 2.10. S3
representing [ = L(r) is plotted by taking the logarithm value of S; and Sy according to Eq. (2.93).

distance d of its projection onto the x-y plane from the line m.

To elaborate on Fig. 2.9 a little further, the real-valued projection d of r onto the axis ¢ can be al-
ternatively represented as the real component of a complex number, which is the received signal vector
r rotated anti-clockwise according to the phase-angle of the CIR, namely by Zh. More quantatively

d= 3‘%{7‘63 } =Rr— = —R{h"r}, (2.94)
bl 1Al
where h* is the conjugate of the CIR h, |h| is the absolute value of h and hence we have h*/|h| = —Zh.

Therefore the evaluation of the LLR in the context of Fig. 2.9 can be carried on within a vertical
plane having an angle of Zh, with respect to the real axis as denoted by Sy4 in Fig. 2.10. To expound
further in the context of Fig. 2.10 and Fig. 2.11, [ is the line of intersection between S3 of Fig. 2.9 and
the vertical plane S; of Fig. 2.10, while p,, is the curve of intersection between the surface S; and the
vertical plane Sy. Finally p,, of Fig. 2.10 is the curve of intersection between the surface Sy and the
vertical plane Sy. In order to provide an alternative view of Figures 2.8~2.10, S, So, S3 and S4 were

made transparent in Fig. 2.11, which will assist us further during the derivation of [ = L(r) below.

As observed from Fig. 2.9, the LLR L(d) is propotional to d with a slope of a, yieldig

L(d) = ad. (2.95)
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Figure 2.10: Vertical plane S4 that is perpendicular to the xy-plane with an intersection line overlap-

ping r = h, when the system parameters take their value from Tab. 2.10.

As seen from Fig. 2.11, the line /, and the curves p, and p,, on the plane S are at the same time on

LLR flat plane S3, PDF curved palne S; and S respectively. Hence the equation

L) =In % (2.96)

quantifying the relationship of the z-coordinates of the points on S7, S2, S3 associated with the same
r value on the x-y plane remains also valid for the points on the line [ as well as for the curves p, and

Pm- More quantatively, we have

L(d) = 2l = F1)

BT rE— (2.97)

As seen from Fig. 2.9, when the received signal r assumes values along the axis ¢, it obeys a real-valued

Gaussian distribution having a mean of |h|, and a one-dimensional variance of J%Bn = %

real coordinate d on the axis ¢ may be regarded as a sample of the real-valued Gaussian distributed

variable 0, with a mean of yi; = |h| and a variance of 02 = 0%, = %0121. The corresponding conditional

probability distribution function (CPDF) under the assumption that v = +1 was transmitted maybe

o2. Hence the

expressed as

1 (d—,ua)2>
dlv = +1) = —— S 7
p(d|v ) G exp( 202

(-
o p< e ) (2.98)
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Figure 2.11: Z-axis values of the points on plane S; demonstrating the realtionship between I(r) and
p(rlv = +1), p(rlv = —1) associated with an identical r as defined by Eq. (2.93), when the system

parameters take their value from Tab. 2.10.

Similarly, the CPDF of d under the assumption of v = —1, is expressed as:
1 (d— Ma)2>
dlv=-1) = exp | ———5—
plalo = 1) = ——exp (-4
L (-1 )

%O’n\/ 2m o2 .
Upon substituting p(djv = +1) and p(djv = —1) into Eq.(2.97) along with Eq.(2.98) and Eq.(2.99),
the LLR as a function of d is derived from the traditional definition as

.l = +)
HO =t @ =)

(2.99)

1 Emp(_(d—lMP>
%an\/ 2w ol

=In

_(d=nD? <_(d+ \h!)2>

2 2
On On

1
=~z @111 = @+ |hl)?

1
= —4dlh]. (2.100)

n
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When comparing Eq. (2.95) and Eq. (2.100), the factor a can be interpretated as

o= AB (2.101)

2
On

Therefore, the LLR maybe expressed as a function of d as

L(r) = i(d) = ad
4

2
On

d. (2.102)

As defined in Eq. (2.94), the real number d is another function of the complex number r defined

by d = fa(r) : r — d, which can be quantified as

d=falr) = o

= ‘h’ §R(h*r)7 (2.103)

Therefore, since d is a function of r and the LLR is a function of d,the LLR is also a function of r,

which can be represented by the function composition of (f1 o f2)(r) as

L(r) = filf2(r)] = ad
= 40‘}21’.)‘72(7”)

_4h] 1

~ o2 |n]

4 s
= R0, (2.104)

(h7r)

Sicne the MF output is defined by the function
y = fa(r) =h'r, (2.105)

the LLR can be alternatively represented as a function of the MF output y as

L(r) = f3(y) = %%(y), (2.106)

n

which is demonstrated in Fig. 2.11 correspondingly.

Again, the curves in Fig. 2.11 illustrate the unique one-to-one relationship between [ and r for the
scenario using the parameters of Table. (2.10). More specifically, the LLR value [ of » = h will be
evaluated for the scenario of Table. (2.10).

Firstly, when r = h, we have d = |h| on the ¢ axis. In conjunction with 02 =2 and h = 0.5 + 0.55
of Table. 2.10, the LLR when r = h is received can be calculated using Eq. (2.102), yielding:
4lh
L(r) = f1(d) = UUd

n

:MW
2

=2h*=2x-=1. (2.107)

DO =
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Additionally, when r = h, the MF output is given by

y=h*r=(0.5-0.55)(0.5+0.55) =
R{y} = 0.25 4 0.25 = 0.5. (2.108)

By substituting R{y} = 0.5 in Eq. (2.106), the LLR becomes

L(r) = Fo(y) = 5 R)
_ g X 0.5 = 1. (2.109)

Alternatively, when r = h, the conditional PDF values p(r|v = 4+1) and p(r|v = —1) can be read
from the z-coordinate of the curve p, and p,, in Fig 2.11 as p(rjv = +1) = 0.1592 and p(rjv = —1) =
0.0585. Furthermore when r = h is received, the LLR may be calculated from Eq. (2.102) as

p(rlv = +1)
L(r)=In——7F———=
() = I =1
0.1592
a2 1027214 = 1. 2.11
00585  m2T (2.110)

By comparing Eq. (2.107) and Eq. (2.110), we can see that the LLR of a specific received signal value
r can be written as a function of [ = f1(d) of the independent variable d, or as a function of I = f3(y)
of the MF output, as defined by Eq. (2.106).

Alternatively, the final form of the LLRs expressed as a function of r can be directly obtained from
Eq. (2.84), when p(v = +1) = p(v = —1) = 0.5. When using the PDF p(rlv = +1) from Eq. (2.91)
and the PDF p(r|v = —1) from Eq. (2.92) provided that r was received, the LLR of a coded bit may
be represented by

=+1
L(r)=1In p(rlv = +1)
p(rlv=-1)
1 ox (_\7‘ — h\2>
In o2 o2

1
- _h2_ h2
Sl = = )
1 * * * *
:—ﬁ[(r — h*)(r —h) = (r* + h*)(r + h)]
n
:—%[|r|2—h*r—r*h+|h|2—|r|2—h*r—r*h—|h|2]
n
Limintry
= — r
ox
~ L (2.111)
_0_121 y7 .

which matches the final expression given in Eq. (2.102) and derived with the aid of Fig. 2.8 to Fig. 2.11

according to plausible geometric rules.
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2.6.2 Summary of LLR Characteristics in a Single-User System

When r is received in a single-user system defined by r = hv + n, different techniques of generating
the LLRs [ = L(r) may be used:

1. First we obtain the projection d of the received signal r assording to d = fa2(r), as given in
Eq. (2.103). Then we calculate | = fi(d) using Eq. (2.102); Alternatively,

2. First generate the MF output y = fi(r) with the aid of Eq. (2.105), then calculate the LLR as
I = f3(y) using Eq. (2.106); or

3. Calculate p(rlv = +1) and p(r|v = —1) for the received signal r accoding to the PDF quantified
in Eq. (?77) and Eq. (??) respectively, then calculate [ = L(r) using Eq. (2.93).

In summary, the LLR depends on the single variable onstituted by the MF’s output Re{y} rather

than on the received signal r.

2.6.3 Symmetric Properties of the LLRs
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Figure 2.12: Symmetric property achieved by S; and Sy depicting the conditional PDF p(r|v = +1)
and p(r|lv = —1) respectively, when the system parameter is set according to the value given in
Tab. 2.10. r is the indepedent variable of the two 3D surafaces that changes over the whole complex

plane namely the xy-plane.
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As seen from Fig. 2.12 the PDF surfaces of p(r|v = 4+1) and p(r|v = —1) are cylindrically symmetric
with respect to the vertical plane S5 of Fig. 2.12 that is perpendicular to the x-y plane and to the
vector h. Hence we have

plhxrlo = +1) = p(~(hx )l = —1) =
p(ylv = +1) = p(—ylv = —1) (2.112)
Additionally, as seen from Fig. 2.9, the LLR plane is also symmetric with respect to the line m, which
can be alternatively written as More quantatively,
L(h-r)y=—L[—(h-7r)] =
L(y) = —L(=y). (2.113)

Furthermore, as the LLR plane denoted by S3 in Fig. 2.9 is a flat plane in the 3D space, the LLR

value is a function of R{y}, where we have

L(R{y}) = —L(=R{y}) = —L(R{—y}). (2.114)

This observation extracted from Fig. 2.9 may alternatively be encorporated in the following equations

LOR(y)) = Ry} = — Ry} = — 5 (-Ry}). (2115)

2.6.4 Consistency Condition for the LLRs

The LLR [ = L(y; x = £1) of making a decision between +1 for = based on y is defined as

Pl = 1) (2.116)

Thus, we can make a decision based on the polarity of [, while |I| indicates the reliability of the

decision.

However, if we want to quantify the reliability of making the final verdict based on the LLR [
rather than on y, we can evaluate the probability of x = 41 resulting in [ and x = —1 resulting in [,

respectively, and then evaluating the logarithm of the ratio of these two probabilities, yielding

plllz = +1)
plilz=—1)

Inuitively, the reliability of making a binary decision based on the polarity of [ should be the same as

I'=L({l;z==+1)=1In (2.117)

that based on y, which is indicated by the absolute value of [. For a correctly calculated LLR I, the
decision should be a stable and consistent one, regardless of how many times we take the logarithm.

More quantatively, for a correctly calculated [, we should always have

p(llv = +1)

!'=L(1)=In—F——%

O =t =—1)

Below, we will show that the consistency condition quantified by Eq. (2.118) will be satisfied if the LLR

l1 = L(r) of a single-user wireless communication system is correctly calculated based on r = hv + n.
Based on Fig. 2.13 we will demonstrate that the consistency condition will not be fulfilled, if the LLR

l. (2.118)
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is inaccurately calculated. We will also show that evaluating the logarithmic likelihood ratio of the

inaccurately calculated Iy, given by

LUQ)ZIDiUﬂU::+1) (2.119)

(laJv = —1)
assists the detector in finding the correct LLR [; = L(r) based on the incorrect lo.

We can plot the conditional PDF of the LLR p(I|lv = +1) and p(l|Jv = —1) versus the value of
[ under the condition of v = 41 and v = —1, respectively. As seen in Fig. 2.13, the two curves

associated with p(ljv = +1) and p(lJv = —1) obey the real-valued Gaussian distribution, which also
4

describe the final form of the LLRs in a single-user system, as given by [ = —R{y}. Assuming that
o

we have h = R{h} + jS{h} and that n = R{n} + jS{n} is a sample of n ~ ./\/2(0, 02) as
cy=h*r=|h]*v+ h*n,
- R{y} = b+ R{n}
= |h2v + R{AIR{n} — I{R}S{n}, ve {+1,-1}, (2.120)

where both the real and the imaginary component of h are real-valued Gaussian distributed random

variables, where mean is given by ugny = pgny = 0 and variance is given by Jé{ n = 0% (= %0121.

Furthermore, if X;, X5 are two independent normally distributed random variables, with means
of py, ps and standard deviations of o1, o9, then their linear combination will also be normally
distributed:

aX1 + bXy ~ N¥(apy + bus, a*o? + b*03). (2.121)

Hence, regardless of the value of v, R{y} is a sample of a real-valued Gaussian distributed random

process y* obeying
1
o~ (I, (R 4 S0)) - 302
1
=>UYAJAF‘<U42U,§|hFa§>. (2.122)

Sicne we have | = L(R{y}) = C%5)%{y}, therefore [ is a sample of the real-valued Gaussian distributed

random process

4|h|?v 8|h|?
[~M<|y,u>. (2.123)
Jn Jn
If the variance of [ is defined as
h 2
of = 8’J : (2.124)
Un

when v = 41 is transmitted, the mean of [ is

1
mw=+1=§ﬁ, (2.125)
while provided that v = —1 is transmitted, the mean of [ is
1,
wlv =—-1=—=of. (2.126)

2
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With the mean and variance represented in Eq. (2.124), Eq. (2.125) and Eq. (2.126), Eq. (2.123) can

be rewriten as:
1
(o =41~ Nf(iia?, o). (2.127)

Given the normal PDF of a random vairable t ~ N (u, 0%)

1 (z —p)?
_ _ 2.128
pla) =~ e (-2, (2,129
in single-user system, the conditional PDF of [ under the condition ofv = +1 can be quantified as:
2
! (1= 5t)
pllo=+1) = ———exp | —~——52— |, (2.129)
27m[2 207
with
8|h|?
ol = | 2' . (2.130)
O-\‘l

Hence, if we calculate the LLR of [ over all the real numbers of set R, the result L(l) may be expressed
as
p(llv =+1)

L(l) =In o P—

27'('0'[2 20[2
1 1,)\? 1,\?
= _ - —(1+=
2072 [(l 2J‘> < * 2J‘>
11
= — - dl=o?
202 2%t
= 1. (2.131)

The derivations spanning from Eq. (2.120) to Eq. (2.131) priovide the proof of the consistency

condition cite of LLRs in the context of single-user system described by
r=hv+n, (2.132)

with n € n ~ N¢(0,02). More precisely the consistency condition can be formulated for a single
user system defined by Eq. (2.132) as

|y P =+1)

=l (2.133)
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where

= 1HIM (2.134)

can be fulfilled, when the LLR | = L(r) calculated from the received signal is correctly evaluated and

under a given h, [ is a sample of the real-valued Gaussian distributed random variable

1
[~Nr(§a[2,a[2), (2.135)
with
8|h|?
ol = |2| . (2.136)
Un

Thus the consistency condition can be used to examine the correctness of the LLR calculated by a

7p(|1|v:i1) LLR (of LLRI')|1" =L(l)
027 - p(llv==1) 8/ |
| I'1:|1
0.27 :
2_ .2 |
. 0, =40, :
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Figure 2.13: The two solid bell-shaped curves represents the PDF p(l1|v = +1) and p(l;Jv = —1)
quantifying the probability of the LLR I3 when it is correctly calculated accoding to Eq. (2.93) and
when the system parameter is set according to the value given in Tab. 2.10. The y-coordinate of
the solid straight line I’ related to each x-coordinate [; is calculated by evaluating the logarithm of
the ratio of 1’s two conditional probability p(li|v = +1), p(li]v = —1). The equation of calcualting
I} versus [y is detailed in Eq. (2.117). While the two dashed bell-shaped curves quantifies the PDF
p(l2|lv = +1) and p(laJv = —1) of a incorrectly calculated LLR value Il = 2l; when v = +1 and v = —1
is transmitted, when all the system parameters take their value from Tab. 2.10. And the y-coordinate
yh associated with the dashed straight line is achieved based on Eq. (2.117) by substituting [ = ls in
right hand side of the equation and we will obtain 75 at the left hand side of the equation.

certain algorithm. When the LLR is for example inaccurately calculated, the consistency condition
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of Eq. (2.133) will no longer be satisfied. An example based on ‘over-confident” LLRs is illustrated in
Fig. 2.13. The ‘over-confident’” LLR Iy = 2[;, which was wrongly calculated by a certain algorithm,
for example owing to a low-resolution fixed-point multiplied the LLRs by a factor of two. The PDFs
p(llv = +1) and p(lJv = —1) are now plotted in Fig. 2.13 in dashed lines. As seen in Eq. (2.135), {4
is an instantaneous value of the random variable [; ~ A" (i1, 0%), which has a mean, which is half of
the variance, yilding p; = %O‘%. Since Iy = 2lq, I will be an instantenous value of the random variable
[y ~ N7(ug,03) with a mean of us = 2u; = 0%, and a variance of 02 = 40?. Hence we arrive at
Mo = %O’%, for the PDFs shown in Fig. 2.13 in dashed lines, which obey the PDF of Iy ~ N (0%,40%).
However, when the value of the LLR has been changed to Iy, the consistency condition quantified by
Eq. (2.133) is not satisfied.

The line defining LLR of I, I, = L(l3) is given by

lolv=+1) 1
h=1 ])(27 = — 2.1
l2 np(l2"1): _1) 2l2 ( 37)

with a slope of %, instead of the diagonal line having a slope of 1, which yields
1=, (2.138)

which is as asociated with a slope of 1 given by the LLR [} of the LLR [; calcualted accurately from
the received data r as lj = L(l;). However, after calculating the PDFs of Iy for both v = +1 and
v = —1, the resultant LLR of Iy, namely l;, becomes the correct value, which is specific value that
the over-confident Iy should have assumed, when the same r is received as the one from which Iy was
calculated. In other words, the consistency condition can be used as a tool to examine the reliability

of the algorithm of calculating the LLR from the received signal r.

The application of the LLR’s consistency condition is summarized below as follows:

e Provided that the LLR Iy = L(r) is correctly calculated, the LLR I" = L(l) of the LLR [ will

give the same value, namely [. In this case the consistency condition of the LLR was satisfied.

e By contrast, if the LLR ls = L(r) was incorrectly calculated, but this incorrect value Iy is a
monotonically increasing function f of the correct LLR [ i.e. we have ls = f(l1), and provided
that the inverse function f~' of Iy can be found, then the correct LLR value l; can be still
determined by evaluating [; related to each value of I accoding to I; = f~!(l3). The calculation
of the LLR of the incorrect LLR I resulting in I, = L(l2) is identical to the value calculated
according to the inverse function f~' of l5. Until the incorrect LLR is recovered according to
I = f(l2), the consistency condition can not be satisfied, suggesting I = 3 = L(r) is the correct
value of the LLR of r.

2.7 Summary

The CDMA techniques designed for supporting multiple users have been considered. We discussed
MUD families of quasi-orthogonal codes, namely m-sequences having a length of 7 chips and Gold
codes associated with a length of 31 chips. In Section 2.3, we demonstrated that the optimal detection

algorithm in a single-user system is the MF algorithm.
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The most well-known linear MUD algorithms, such as the ZF and MMSE algorithms were discussed
in Section 2.4. Equation was used for quantifying the likelihood of each legitimate K-element vector,
which we referred to as the ML algorithm’s objective function in order to locate the most likely
K-element vector, with the aid of exhaustive search. The objective function employed by the ML
algorithm, which is also known as the Log-Likelihood Function (LLF) of a certain legitimate K-
element vector v was derived in Section 2.4.4 from the Euclidean distance between the legitimate
noise-free received signal vector and the vector actually received during the symbol duration, given v

is transmitted.

The LLF of a certain legitimate K-element vector v is employed as the OF by the ACO-based MUD
algorithm. The ACO-based MUD algorithm will be introduced in Chapter 3 is capable of converging to
the same K-element vector solution as the one located by the ML algorithm with the aid of exhaustive
search, but ML-solution is found with a high probability at a significantly reduced complexity. The
artificial ants will commence their journey from the MF solution, gradually maneuvering their way
through visiting a limited number of vectors, and with the aid of the ACO principle finally converge to
the ML solution. Therefore only a limited number of vectors’ LLF has to be evaluated, as compared
to the ML algorithm, which evaluated the LLF of all the 2% legitimate K-element vectors. Hence the
complexity imposed by the exhaustive search employed by the ML algorithm is significantly decreased.

In Sections 2.6.3 and 2.6.4, we demonstrated that the consistency condition may be employed to
assess the accuracy of the LLRs and to recover the accurate LLR from the inaccurate LLRs, provided

it was generated by linear distrotion.

The optimal Bayesian SO-MUD algorithm evaluates the exponential of the Euclidean distances
associated with all the 2% legitimate K-element vector-values to generate the LLR associated with
a single bit. By contrast, the ACO-based soft-output MUD algorithm will find a limited number of

dominant vectors, which constitute the primary contributors of the final LLR values.

As seen from Table 2.11, except for the ACO-based HO- or SO-MUD algorithms, all the other HO-
SUD or HO/SO-MUD algorithms listed in Table 2.11 have been sufficiently reviewed in this chapter.

1. MF SUD algorithm

As seen from Table 2.11, since the MF constitutes a single-user receiver, the MU system employing
the MF algorithm has an inferior BER performance compared with the ones employing the other MUD
algorithms listed in the table. Naturally, the single-user MF has however the lowest complexity, which

is independent of the number of users K.
2. ZF and MMSE MUD algorithms

As seen from Table. 2.11, since the size of the (K x K)-element matrix R increases linearly with
K, the complexity of the ZF and the MMSE algorithm may be deemed proportional to the cube of K
owing to the evaluation of the matrix inverse of R. As a benefit of this cubically increasing complexity,

the BER performance in comparison to the MF SUD.
3. ML algorithm

In contrast to the suboptimal ZF and the MMSE MUD algorithms, the complexity imposed by
the ML algorithm is generated in terms of how many times the Objective Function (OF) has to be

evaluated. The specific complexity of evaluating the OF once is different for the different system
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A | R - Turbo | BER |, To | Chapter
o2 | LLF | EUC complexity
MF v worst | constant
ZF vV medium O(K?)
MMSE ViIiviv medium ™ O(K3)
ML vVl v v optimal 0(25K)
HO ACO | v | V vV optimal O(K?) 3,4,5
Bayesian | / | v/ | V Vv optimal O(2K)
SOACO | vV |V IV I V v optimal O(K?) 6
Bayesian | / | vV | v v/ v optimal 0(25K)
SOACO | vV |V |V ]| V v Vv optimal O(K?) 7

A, = ¢ x hy: the code and channel information associated with each individual user

R = AH A: the correlation of code and channel information between each two users

Table 2.11: Comparison of different Hard-Output (HO) and Soft-Output (SO) MUD algorithms in terms of
the resources employed, the performance achieved and the complexity imposed, along with the number of the
chapters, where the algorithm will be investigated. K denotes the total number of users supported by the MU
system.

architectures considered. Naturally, the specific complexity of evaluating the OF once is determined
by the size of R. However, again the number of users is high, the complexity is dominated by the
number of OF evaluations. More specifically, regardless of the specific complexity of evaluating the
OF once, the complexity increases exponentially with the total number of users K. This complexity

may be deemed excessive but it guarantees attaining the optimal BER performance.

4. ACO-based HO MUD algorithm

In contrast to the ML algorithm, the ACO-based HO MUD algorithm constitutes a sub-optimal
solution to the MUD problem, but its complexity increases with the square rather than cube of the
total number of users K. Hence the ACO-based HO MUD algorithm will be employed in the systems
designed in Chapters 3, 4 and 5.

5. Bayesian SO MUD algorithm

In contrast to the exhaustive search based ML algorithm, which employs the LLF associated
with a K-bit vector as the OF, the SO exhaustive search based Bayesian algorithm employs the
Euclidian distance values associated all the 25 legitimate K -bit vectors constituting the full set of K-
symbol vectors. Although the Bayesian SO-MUD imposes a higher complexity than the ML HO-MUD
algorithm, it enables the channel-coded MU system to achieve a further imposed BER performance

at the cost of a complexity, which increases exponentially with the number of users K.
6. ACO-based SO-MUD algorithm

The ACO-based MUD algorithm is also employed as an efficient solution to the MUD problem
which exploits both the knowledge of the other users’ CIRs as well as their spreading codes and

relies on the HO MUD’s OF to select the decision candidates. It relies on an exponential function
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of the Euclidean distance values invoked for evaluating the LLRs associated with all the K users.
However,in contrast to the Bayesian algorithm, the ACO-based SO-MUD algorithm calculates the
above-mentioned exponential function of the Fuclidean distance values only for the most dominant
decision candidates, hence reducing the per-user complexity imposed by the Bayesian algorithm from
2K to the order of K2, while achieving a similar BER performance. The detailed algorithm and the

associated performance results will be presented in Chapters 6 and 7.
7. Turbo-Bayesian and ACO-based Turbo SO-MUD Algorithm

Given our iterative detection aided three-stage concatenated URC and RSC assisted system, the
above-mentioned SO MUD is capable of achieving a near-capacity performance. Despite achieving
a near-capacity performance, the per-user complexity imposed by the ACO-based MUD algorithm
remains quadratically proportional to K, while that imposed by the Bayesian algorithm increases

exponentially with the total number of users K.



Chapter 3

ACO-based MUD Algorithm

Each simple, local-decision oriented ant enables the entire ant-colony to collectively present an in-
telligent solution to sophisticated problems. The useful meta-heuristic behaviour of the ant-colony
inspired the invention of the ant-colony optimization (ACO) algorithm [129]. In this chapter, we will
outline its benefits, when applied to solving the hard-output MUD problem at a low complexity, as
proposed in Section 2.4.4.

The properties of the ant-colony in the real world and their foraging behaviour is introduced in
Section 3.1. The similarities between MUD as an optimization problem and the foraging behaviour of
ants in nature are detailed in Section 3.2, leading to the conception of the ACO-based MUD algorithm.
Following the simple five-user MUD example to be introduced in Section 3.2.2, the flow-chart of the
ACO-based MUD algorithm is detailed in Section 3.3.

Each variable and their properties exploited by the ACO-based MUD algorithm are further ana-
lyzed in Section 3.4 for our five-user example. Then, following a comprehensive analysis of the ACO-
based MUD algorithm, the effects of each parameter of the ACO-based MUD algorithm are discussed
in Section 3.5. Finally, the ACO-based MUD algorithm is compared to another population-based,
biologically-insprired optimization algorithm, i.e. the GA-based MUD algorithm.

3.1 Ant Colony and Multi-Agents

Individual ants are simple insects with limited cognition and ability to act. However, an ant colony
is capable of expressing a sophisticated collective behaviour, hence providing intelligent solutions to
problems, such as carrying large items, forming bridges and finding the shortest routes from the anthill
to the source of food. Below we will introduce the properties of ants in the real world and study the

ant-colony’s foraging behaviour.

3.1.1 Properties of the ant-colony

A single ant has no global knowledge about the task it is performing. The ant’s actions are based on
local decisions and are usually unpredictable. The above-mentioned intelligent joint action emerges

as a consequence of the self-organization and indirect communication between the ants.

64
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More specificially, the following properties of the ant-colony enable them to carry out complicated

tasks:

e Most ants have poor-to-mediocre eyesight and some species are completely blind. Moreover,

they are endowed with two sensors on their heads to detect chemicals;

e Ants communicate with each other using ‘pheromones’, which is a hormone produced by them.

The paired sensors provide information about the direction and intensity of scents;

e An isolated ant moves randomly, but when it finds a pheromone trail, there is a high probability
that this ant will follow the pheromone trail and this probability is propotional to the associated

pheromone density;

e However, there is also a probability that the ant will receive a ‘perturbation’ from the environ-

ment, diverting them from the direction of pheromone;

e Over time, however, the pheromone starts to evaporate, thus reducing its ability to attract or

constrain the ants.

The above-mentioned biological instincts of the individual ants enables the entire ant-colony to find

the shortest route connecting the anthill to the source of food.

3.1.2 Foraging behaviour of the ant-colony

Below, we will frequently utilize the ‘shortest’ route terminology in the context of both the ‘globally
shortest’ route and the ‘locally shortest’ route. These terms will then evolve to those of the ‘globally

optimal’ or ‘locally optimal’ K-bit vector in terms of the MUD solution.

Nevertheless, in both cases, ‘globally shortest’ route means the shortest route among all the possible
candidate routes connecting the anthill and the source of food. This route may or may not appear in
the initial search-pool of the first round of search for routes carried out by the ant-colony. However,

as illustrated in Section 3.1.2.2, the ‘globally shortest’ route will eventually be found.

By contrast, the ‘locally shortest’ route refers to the best solution among all the routes that have
been found so far or among all the routes have been found recently, which have a certain amount of
pheromone, despite its tendency to evaporate. Before the ‘globally shortest’ route has been found,
the ‘locally shortest’ route may be viewed as an intermediate solution, which will gradually evolve

towards the globally shortest route throughout a successful search.

For example, the ‘globally shortest’ route refers to the central route in Fig. 3.2(e)~(g), and equiv-
alently, to the right-most route in Fig. 3.2(d). By contrast, the ‘locally shortest’ route, say during
the first search round illustrated in Fig. 3.2(a), refers to the right-most route, which is not necessarily
the ‘globally shortest’ route illustratred in Fig. 3.2(d)~(g). We commence by interpreting the ratio-
nale behind the ant-colony’s foraging behaviour from a real-life experiment, representing the simplest

scenario of the environment encompassing an anthill and the source of food.
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3.1.2.1 Double-bridge experiment

Fig. 3.1 portrays the stylized process of the ant-colony’s tendency to converge to the shorter route
betweeen the anthill and the source of food in our experiment. As seen from Fig. 3.1(a), there are

only two allowed routes from the anthill to the source of food.
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Figure 3.1: Sketch illustrating the ‘double-bridge experiment’, carried out by biologists to study the foraging

behaviour of the ant-colony.

Initially, no pheromone is deposited in the environment, hence each ant will randomly choose either
of the two bridges of Fig. 3.1 as its path. Thus, among the first group of ants setting out from the
anthill, potentially half of the group may be found on both of the two bridges, as shown in Fig. 3.1(b).

Additionally, each ant will return to the anthill after it reaches the source of food by its original
route. Naturally, less time will be required by the ant for a round-trip between the anthill and the
source of food if it takes the shorter route. Thus the ants taking the shorter bridge will return earlier
than the others. Hence the shorter bridge will have a higher pheromone density than the longer bridge,
especially near the anthill. During the specific interval when half of the ants arrived back to the anthill
from the shorter route, while none from the longer one, an ant just emerging from the anthill is more
likely to choose the shorter bridge, since this has a higher pheromone density near the anthill. Hence,
from now on, a higher portion of ants will choose the shorter bridge. As a result, a higher amount of

pheromone is deposited on the shorter bridge, as shown in Fig. 3.1(c).

Clearly, a gradually increasing portion of ants will choose the shorter bridge. As a result, in-
creasingly more pheromone is deposited on the shorter bridge, attracting increasingly more ants. By
contrast, since the pheromone evaporates as time passes, with less and less ants depositing pheromone
on the longer bridge, the pheromone density on the longer bridge becomes increasingly weaker. As a
result, increasingly less ants take the longer route. Finally, all the ants converge to the shorter bridge,
as shown in Fig. 3.1(d).

3.1.2.2 Convergence to the shortest route

In this section, we will further elaborate on the foraging behaviour of ants highlighted in the above-
mentioned double-bridge experiment by focusing our attention on a more realistic and more sophis-

ticated scenario, as illustrated in Fig. 3.2, where the number of routes is no longer limited to two.

Let us assume that no restrictions are imposed on the routes that may be followed by the ants.
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Figure 3.2: Sketch illustrating the ant-colony’s convergence to the globally shortest route as part of their

foraging behaviour.

Then the first group of ants setting out from the anthill may follow diverse routes, as shown in
Fig. 3.2(a). As seen in the double-bridge experiment, the ants taking the shortest route will return to
the anthill first. Thus the shortest route seen in Fig. 3.2 will have a higher concentration of pheromone.
As a result, the next group of ants setting out from the anthill will favour the locally shortest route

from the set of all routes, as observed in Fig. 3.2(a).

Therefore, more and more ants will converge to the locally shortest route appearing in Fig. 3.2(a).
However, since there are no restrictions concerning the routes and any small perturbation may distract
the ants, they may deviate to places which have no deposited pheromone. Thus, new routes may be
created by the perturbed ants around the existing shortest route. Some of these routes are longer,

but some may even be shorter than the existing shortest route, as shown in Fig. 3.2(b).

Then the pheromone trail constituting the new shortest route will attract more ants. Furthermore,
as a benefit of its shortest length, more ants will come back via this shortest route within the same
period of time, while depositing more pheromone than that along any other existing routes. As shown
in Fig. 3.2(c) to Fig. 3.2(d), while the ants converge to the existing shortest route, new routes are also

being created, until the globally shortest route is found.

While the ant-colony converges to the globally shortest route, further perturbations may still
motivate the ants to follow different routes, rather than the globally shortest route. Naturally, once
the globally shortest route has been found, further perturbations may only lead to longer routes, as
shown in Fig. 3.2(e). Hence, convergence to the globally shortest route has been achieved. Since
pheromone is a volatile steroid, the pheromone concentration around the shortest route will become
weaker over time and finally all the ants will converge on the globally shortest route, as shown in
Fig. 3.2(f) and Fig. 3.2(g).

3.1.2.3 Modeling the ant colony as a multi-agent system

Upon considering the family of agent-based search techniques and the foraging behaviour of ants,
we readily identify the similarity between these two problems. While ants try to find the best route
between two places within an environment, an agent-based graph search algorithm attempts to find

the best path connecting two nodes within a graph.

The MUD problem of Chapter 2 is illustrated in Fig. 3.3, which may also be interpreted with the



3.2. Overview of the ACO-based MUD Algorithm 68

aid of the ant-colony’s foraging behaviour of converging to the shortest route, which may be contrasted

to Fig. 3.2.
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Figure 3.3: Stylized analogy between the foraging behaviour of the ant-colony and the MUD problem of

Chapter 2.

(a) Relationship of the MF and ML solutions in a graph-based context;
(b) Relationship of the MUD and the ‘shortest route’ problems

3.2 Overview of the ACO-based MUD Algorithm

3.2.1 MUD optimization problem

The system model employed in this chapter is plotted in Fig. 3.4 for a K-user DS-CDMA UL model,
which was discussed in Fig. 2.4 of Section 2.4. Recall from Section 2.4 that Ng-chip CDMA spreading
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Figure 3.4: Block diagram of the multiuser system described in Section 2.4. Further refined schematics will be

developed in Chapters 4 - 5.

codes are employed to support K users and the received signal vector r may be expressed as

r = CHv +n, (3.1)
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where r = [r1,79,...,7ry,] contains the complex-valued received signal during each chip-interval; C =
[c1,c1,...,ck] is the (Ng x K)-element spreading code matrix, encompassing the spreading code cy, for
each of the K users; H = diag{[h1, ha, ..., hk]} is the diagonal CIR matrix having the CIR hjy of the
kth UL user and v = [v1,v2,...,v K]T is the transmit signal vector comprising the BPSK modulated
transmit signal vy of each user; finally n is the (N; x 1)-element AWGN vector corresponding to the
Njg chip-intervals constituting a symbol duration. For more details regarding the interpretation of each

symbol, the interested readers are referred to Section 2.4.1.

Hence the MF-output vector y = [y1,%2,...,yx|’ associated with all the K users may be formu-

lated as

y =HYCTCHv +n
= Rv +n, (3.2)
with R = HYCTCH, (3.3)

where R = HY CTCH is the (K x K)-element correlation matrix, with the kth diagonal element being
|hi|?. Then, the K-symbol BPSK modulated MF solution ¥MF may be readily derived by evaluating
the polarity of the real parts of all the element in y, yielding

VM = sgn(R{y}). (3.4)

For more details regarding the system model and the MF algorithm in the multiuser DS-CDMA UL,
please refer to Section 2.4.3.1.

As detailed in Section 2.4.2; the various MUD algorithms applied in a K-user system may be
formulated as an optimization problem, namely that of finding the globally optimal K-symbol vector
having the highest probability to have been transmitted. Hence the ‘Objective Function’ (OF) of this
optimization problem is related to the a posteriori probability of a certain K-symbol vector being
transmitted. Naturally, the OF may be different in different system contexts. It is important to note
that the OF of our MUD problem may be considered to be the LLF defined in Section 2.4.2, which is

repeated here for convenience:
£(V) 2 2R{vy} — vHRY, (3.5)

where the (K x K)-element square Hemitian matrix R was quantified in Eq. (3.3). Different objective

functions defined for more sophisticated systems will be detailed in Chapters 4 and 5, respectively.

Hence, given the OF of Eq. (3.5), the MUD problem of the K-user DS-CDMA UL may be expressed
as the maximization of the LLF of Eq. (3.5) over the full decision space V¥ containing all the
legitimate vectors ¥, which is formulated as:

¥V = arg max £(V)
veVvx)
= arg max [2?)%{\'/Hy} - \'fHR\'f], (3.6)
vevx)
where the (K x K)-element square Hermitian matrix R is quantified by Eq. (3.3). The ML MUD
solves the optimization problem defined in Eq. (3.6) by exhaustively evaluating the OF of Eq. (3.5)
over all the legitimate K = 5-bit vectors of the solution-space V). If the signal transmitted by each
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Iy, spreading code c7 vy R{ye} o o

k=1 —1384130i 6[-1-1+1+1—-141-1 -1 -3201 -1 -1
k=2 034-027i 6-1—-1—-1+1+1-1+1] +1 0030 +1 +1
k=3 —008+025 6&4+1—1—-1—1+1+1—-1 -1 0027 +1 -1
k=4 008-021i 6-1+1-1—-1—-14+1+1] +1 -0.035 -1 +1
k=5 010-031i 6+1—-1+1—-1—-1—-1+1] +1 -0010 -1 +1

index ¢ in full set V©®: 21 20 21

Table 3.1: The CIR hy, the spreading code ¢ and the real part %{yy } of the MF’s output as well as the transmit

AMF

signal vg, the MF’s detection output 9;'* and the ML detection output 9}'* for each user £k =1,2,...,5 in the
five-user example, which were used to generate Fig. 3.8 to Fig. 3.10. The spreading codes were m-sequences
having a length of Ny = 7 chips, which were weighted by the normalization factor § = 1/ V7. Tt is important
to mention that there are many more 7-chip m-sequences than 27. In our example K = 5 sequences were used,
which were randomly selected. If those having the lowest cross-correlation are used, the achievable performance

is improved.

user is BPSK modulated, the size of the search space is 2%, which is unaffordable for large values of
K.

The ACO-based MUD algorithm is dedicated to solve the optimization problem of Eq. (3.6) by
gradually evolving its search-pool from the vicinity of the MF solution to the globally optimal solution,
so that the ML solution can be found with a high probability, while searching through a fraction of

the entire search space.

3.2.2 A K = 5-user example

We will now illustrate the ACO-based MUD algorithm’s operation and its convergence to the K = 5-
bit ML solution within a particular symbol duration. The associated CIRs, transmit signals and the
real parts of the MF output are listed in Table 3.1 for the five-user DS-CDMA UL obeying the system
model of Fig. 3.4. The complex-valued scalar r,, is the received Ns-chip signal during the chip-interval

Ng.

The LLF values associated with all the 25 = 32 K = 5-bit vectors constituting the full set V)
for the specific CIR matrix H, spreading-code matrix C and MF output real parts ®{y} within a
particular symbol duration given in Table 3.1 is provided in Table 3.2. More specifically, the LLF
value of each legitimate K = 5-bit vector VZ(-S) listed in Table 3.2 is obtained by substituting the values
of C, H and R{y} into Eq. (3.5) for generating Table 3.1. Observe that the K = 5-bit vectors listed
in Table 3.2 are ranked in descending order according to their LLF values for the specific symbol
duration considered. Furthermore, the MF solution and the ML solution having the highest LLF in
the full set are marked in the right-most column of Table 3.2. The K = 5-bit vectors, generated by the
ACO-based MUD algorithm during the first eight iterations are illustrated in Fig. 3.5(a). As seen from
Fig. 3.5(a), the entire search-pool may be viewed as evolving from the vicinity of the K = 5-bit MF
solution V;so) of Table 3.2 during the 1st iteration, until incorporating the ML solution vésl) of Table 3.2
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rank ¢ vf) rtlal%?(l)r%f LLF note
1 21 -1 +1 -1 +1 +1 0 3.25 vMb
2 23 -1 +1 -1 -1 +1 1 3.05
3 17 -1 +1 +1 +1 +1 1 2.97
4 9 -1 +1 +1 -1 +1 2 2.85
5 22 -1 +1 -1 +1 -1 1 2.83
6 24 -1 +1 -1 -1 -1 2 2.7
7 8 -1 +1 +1 +1 -1 2 2.65
8 20 -1 +1 +1 -1 -1 3 2.60 vM¥
9 29 -1 -1 -1 +1 +1 1 2.49
0 31 -1 -1 -1 -1 +1 2 2.39
1 25 -1 -1 +1 41 +1 2 2.32
12 27 -1 -1 +1 -1 +1 3 2.29
3 30 -1 -1 -1 41 -1 2 2.20
4 32 -1 -1 -1 -1 -1 3 2.18
5 28 -1 -1 +1 -1 -1 4 2.18
6 26 -1 -1 +1 +1 -1 3 2.13
17 12 +1 -1 +1 -1 -1 5 —9.74
8 10 +1 -1 +1 +1 -1 4 —10.22
9 16 +1 -1 -1 -1 -1 4 —10.24
20 11 41 -1 41 -1 +1 4 —10.25
21 4 +1 +1 +1 -1 -1 4 —10.26
22 3 +1 +1 +1 -1 +1 4 —10.63
23 9 +1 -1 +1 +1 +1 3 —10.65
24 2 41 41 +1 +1 -1 3 —10.65
25 15 41 -1 -1 -1 +1 3 —10.65
26 § +1 41 -1 -1 -1 3 —10.65
27 14 41 -1 -1 +1 -1 3 —10.66
28 7 +1 41 -1 -1 +1 2 —10.92
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Table 3.2: All the 32 legitimate vectors in the full set V® ranked by the LLF value under the system parameters
given in Table 3.1.
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for the first time during the 4th iteration and then gradually converging to the K = 5-bit ML solution.

The entire search-pool shifts its centre of gravity from the K = 5-bit MF solution of véso) surrounded

iter 1 iter 2 iter 3 iter 4 iter 5 iter 6 iter 7 iter 8
21 21 21 21 21 21
23 23 23 23 23 23 23 23
17 17 17 17 17 17 17 17
19 19 19 19 19 19 19 19
22 22
24 24
18 18 18 18
20 20 20 20 20
29
31 31
25 25
27 27 vector 20 : MF solution
30 30 vector 21 : ML solution
32 32
(@)
food food food food food food food food
@é @ = = @D = = = =
anthill anthill anthill anthill anthill anthill anthill anthill
iter 1 iter 2 iter 3 iter 4 iter 5 iter 6 iter 7 iter 8
(b)

Figure 3.5: (a) The vector-values of all the 10 vectors constituting the search-pool during the 1st to the 8th
iteration of the five-user example. The system parameters for the five-user example are listed in Table 3.1. The
width of the line quantifies the number of vectors taking the corresponding vector-value, whose index in the full
set is listed at the right side of the line’s ending point, during the specific iteration. The vector-values, whose
indeces are listed at the right side of the subplot during each iteration, are ranked in descending order of their
LLF values from top to bottom. The ACO-based MUD search process of the first nine iterations are plotted in
Fig. 3.10.

(b) The corresponding 10 vectors having different LLFs plotted in (a) are represented as the 10 routes having

different lengths and connecting the anthill to the source of food during the eight iterations.

by a group of inferior vectors having low LLF vlaues, in the direction of superior K = 5-bit vectors
associated with higher LLF values. Once the globally optimal K = 5-bit vector having the highest
LLF value was found, the iterations begin to converge to it. The ant-colony’s behaviour in nature is
depicted in Fig. 3.5(b) for comparison with the MUD’s search-pool depicted in Fig. 3.5(a).

3.2.3 ACO model emulating the action of the MUD

As mentioned in Section 3.1, as long as the optimization problem considered may be formulated as

that of finding the optimal path in a graph, the ACO algorithm can be invoked to provide a solution.
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1. Similarities between the action of the MUD and the ants’ foraging behaviour

As mentioned in Section 3.2.1, the ACO-based MUD algorithm endeavours to solve the opti-
mization problem defined by Eq. (3.6) without exhaustively searching through the entire 2% -element
solution-space constituted by the independent variable of the objective function. Hence the key point
in solving an optimization problem with the aid of an ACO-based algorithm is to find a way of repre-
senting both the global optimum of the optimization problem as well as all the legitimate candidates

for the globally optimal solutions in a graph.

In the context of the BPSK modulation scheme employed by each of the K users, there are two
legitimate binary symbol-values for each user, as indicated by the (2x K )-element table-like illustration
at the top of Fig. 3.6, namely in Fig. 3.6(a) for the specific example of K = 5. Then each of the 2%
candidates for the global K-bit optimum may be uniquely represented by one of the 2 routes passing
through the route-table of Fig. 3.6(a), proceeding from left to right, which includes a single cell of

each column, comprising a binary 0 or 1.

As indicated by Eq. (3.6), the goal of the optimum MUD is to find the K-bit ML solution having
the highest LLF value. In order to minimize the search complexity imposed, the initial routes of
the optimization procedure are determined by the K outputs of the simplest SUD, namely by the K
normalized MF outputs, rather than by random binary vector-elements. For example, in the absence
of any channel impairments the maximum output of the 7-chip hard-decision-based correlator is 7,

which is then normalized to unity.

The similarities between the MUD problem and the process of finding the shortest route to the
source of food relying on the ants’ foraging behaviour allow us to employ the ACO search algorithm in

order to find the K-bit ML solution. The corresponding analogies are summarized in Table 3.3. The

OPTIMIZATION NATURE MUD
SEARCH-POOL routes vector-elements
CRITERION short length high LLF
INITTIAL SEARCH-POOL random routes | MF-based vector-elements
GLOBAL OPTIMUM SOLUTION | shortest route ML solution

pheromone pheromone
SEARCH DRIVERS and and
perturbation intrinsic affinity

Table 3.3: Comparison between characters of ant-colony algorithm used to saerch for the optimal route between
anthill and source of food and to search for the optimal K-user MUD solution during any symbol duration under

a certain system scenario.

terminology ‘intrinsic affinity’ with respect to a specific logical value of 0 or 1, which was introduced
in Table 3.3 is a ‘static’ quantity characterizing each cell of the route table in Fig. 3.6(a), which is
derived from the 7-chip MF outputs’ real parts according to the BPSK demodulator considered and
hence remains unchanged throughout the search. The static intrinsic affinity may be contrasted to
the dynamically updated pheromone, which is adjusted proportionally to the LLF values of the K-bit

solution candidates in the search-pool during the latest iteration.
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(b) All possible routes
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Figure 3.6: Unique mapping between all the possible routes and all the legitimate K = 5-bit BPSK vectors

constituting the full set V®.

2. Overview of the optimization procedure

Below, we will briefly describe the entire search process carried out by the ACO-based MUD
algorithm with the aim of finding the K-bit ML solution. Again, each of the 2K cells of Fig. 3.6(a)

constituting the route-table uniquely corresponds to one of the 2K legitimate BPSK symbol-values.

The symbol-value probability associated with each cell of Fig. 3.6(a) will uniquely correspond to the
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probability of that particular binary symbol-value being chosen by the artificial ants. During any
search iteration, there will be a K-bit vector, which is given by connecting the specific K cells of
Fig. 3.6(a) that have the higher probability of the two within each of the K columns. Naturally, the
resultant K-bit vector is not necessarily the most likely K-bit sequence, it rather contains the more
likely bit value in each of the K-bit positions. It may be expected that the K-bit vectors constituting
the search-pool will be scattered or centered around this vector. The specific K-bit vector having the

highest LLF at any stage i.e. iteration of the search process is often referred to as the ‘elite’ vector.

Then, as we discussed in the context of Fig. 3.5(a), the K-bit symbol probabilities are updated
upon progressing from iteration I = 1 to I = 2, and so on. Again, at iteration I = 4 the ‘would-be’
K-bit ML vector V(;l) appears in the pool. Observe in Fig. 3.5(a) that from this iteration onwards the
vectors found in the search-pool continue to converge towards the K-bit ML solution vgf Convergence
to the ML solution is deemed to have been approached, once all the binary symbol-values constituting

the ML solution have reached a probability close to unity, as observed in Fig. 3.5(a).

The flow chart of the ACO-based MUD algorithm will be detailed at a later stage in Fig. 3.9,
which is then further augmented with the aid of Fig. 3.10. Let us, however, continue by first providing

a more specific interpretation of the route-table and of the modulation constellation diagram.

3. Terminology interpretation

1. Route-table

The (2 x K)-element route-table of Fig. 3.6(a) comprises all the 2K possible BPSK symbol-values
for the K-symbol solution. More specifically, the (i, k)th cell in the route-table of Fig. 3.6(a) in the
ith row and kth column represents the ith legitimate symbol-value for vi. For our BPSK scenario we
may set vy, = —1 for i = 1 and v = +1 for ¢ = 2. Hence, the two cells constituting the kth column of

the route-table of Fig. 3.6(a) can be alternatively represented as the (&, k)th cell.

We define any legitimate K-bit vector, such as for example ‘[—1,41,—1,+1,—1]’, as a route
passing through the route-table of Fig. 3.6(a) from left to right. Given v = [-1,41,—1,+1,-1],
the corresponding route may be uniquely identified by concatenating the elements having the indexes
of (1,1), (2,1), (1,3), (2,4) and (1,5) in the route-table of Fig. 3.6(a). Then, each of the 2¥ legitimate
K-symbol vectors constituting the full vector-set V) may be uniquely mapped to one of the 2%
possible ways of passing through the route-table from left to right. All the 2% = 2% possible routes
passing through the K = 5-symbol route-table are illustrated in Fig. 3.6(b), with the vector and its
index in the full set VO listed at the right.

The route-table of Fig. 3.6(a) has allows us to simplify the MUD algorithm, because we will
demonstrate that it is sufficient to evaluate 2K rather than 2% candidates. More explicitly, the ML
MUD algorithm’s complexity increases exponentially with K, while that of the ACO-based MUD

increases only linearly with the dimension of the problem, i.e. with the number of users K.
2. Received signal constellation diagram

For every legitimate K-symbol vector v = [ 01, 03, ..., U] transmitted during the ngth chip-
interval associated with ng = 1,2,..., Vg, there will be a unique complex-valued scalar 7, representing
the received signal, given C, H defined for the specific symbol-duration considered, which can be

formulated in the absence of noise as the superposition of the channel-faded and spread transmitted
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symbols:
K
Fro = D Chnahi Ok, (3.7)
k=1
where 7,,. may be referred to as the legitimate signal received during the ngth chip, ng = 1,..., Ng

corresponding to the legitimate signal vector v transmitted during the chip interval ng. More specifi-
cially, for each legitimate K-bit transmitted signal vector V;K) € V¥ there will be a unique complex
value corresponding to the legitimate received chip-signal 7; ., ns = 1,..., Ns, given that VZ(-K) was
transmitted during the chip-interval ng. Each of the 25 complex-valued legitimate chip-related signals
received during any chip-interval ng = 1,..., Vg, can be assigned to a specific point on the complex
plane. The complex plane containing all the 2% noise-free received signal-points during the chip

interval ng, ng = 1,..., Ng is also often referred to as the received signal constellation diagram.
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Figure 3.7: The constellation diagram constituted by all the thirty-two legitimate noise-free signals received
in the K = 5-user DS-CDMA UL during the 4th chip-interval of the 7-chip spreading sequence plotted on the
complex plane. The CIR coeflicients and the spreading codes used to generate this constellation diagram are
given in Table 3.1.

Therefore, given the system parameters of Table 3.1 and a certain chip-interval index ng, each of
the thirty-two legitimate transmit vector-values in V® may be uniquely represented by a point plotted

on the complex plane, as shown in Fig. 3.7 for the ng = 4th chip of the spreading codes of Table 3.1.

It may be worth emphasizing that for all the Ny chip-intervals constituting a BPSK symbol-
duration the K-bit transmitted signal-vector v (or v;) is fixed and the elements of the CIR matrix H
are also assumed to have constant values. The sole variable in Eq. (3.7) as a function of the chip-interval
index is the chip-value of the spreading code assigned to the different chips, i.e. ¢g,, € - {+1,—1}.
The absolute value of |cy | is identical for all possible values of k and ng. It is only the polarity of

sgn(cg pn,) that differs, when the value of k or ng changes.
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The ngth chip of the K different spreading codes assigned to each of the K users can be hosted by
the K-element row vector ¢ = [¢1 p., Come,- -, Cin,]. Hence, during the ngist and the ngend chip-
interval, both v;, and v;, will result in the same legitimate received signal, as long as the ‘element-
product’ of v;; ®cs1) and v;, ®c"s2) will result in the equivalent vector-values of (Vi1 1€ na1 s Vit ,2€2.m01 5

ooy Vip KCK ey | and [Uiy 1€1 ngoy Vig,2C2mess - - -5 Vig, KCKone)- Lhe above-mentioned ‘element-product’

operation of a ® b is defined as the product of the vectors a and b having the same length on an

element-by-element basis. More specifically, given a = [aj,a2,...,ayx] and b = [by, by, ..., by], we
have
a®b= [a1b1 asby ... (INbN]. (38)
ACO Parameter Value
Initial pheromone 7=0.01
Evaporation rate p=05
Number of ants ¢=10
Number of iterations ==10
Weight of pheromone a=0.9

Weight of intrinsic affinity 8=6
Weight for the elite ant o=28

Table 3.4: Parameters of the ACO-based MUD algorithm applied in our K = 5-user example.

The additional parameters used by the ACO-based MUD algorithm to generate Fig. 3.5, Fig. 3.8,
Fig. 3.13(b) and Fig. 3.10 are listed in Table 3.4.

3.3 Flow chart of the ACO-based MUD Algorithm

During each search iteration constituting the search process carried out within any symbol-duration,
the probability of each of the 2X legitimate K-bit vectors included in the search-pool can be predicted
before the search is initiated, which will be consistently referred to as the K-bit vector probability’.
To clarify our terminology further, there are 2K symbol-value probabilities corresponding to the 2K
legitimate symbol-values of the K users and 2 K-bit vector probabilities corresponding to the 2%
legitimate vectors during each search iteration. As shown in Fig. 3.8 in the specific example considered,
there are sixteen K-bit vectors having non-zero predicted probabilities, which hence appear in the
search-pool during all the search iterations, where the probabilities are indicated by the bars. Fig. 3.8
may also be extended to include all the thirty-two legitimate vectors, however, since the predicted
probability of the other sixteen K = 5-bit vectors to have been transmitted is zero, there is no need
to include them in this simplified example. The sixteen K = 5-bit vectors included in Fig. 3.8 all
have positive LLF values, while the other sixteen vector-values have negative LLF values, as shown in
Table 3.1.
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Figure 3.8: LLFs and probabilities of the 16 vectors in the full set V® having higher-than-zero probabilities
of being included in the search-pool of the ACO-aided MUD from the first to the tenth search iteration. The
vectors during each iteration are ranked in a descending order according to their LLF value. All the ACO
parameters are defined in Table 3.1. The specific vectors actually chosen for inclusion in the search-pool on the
basis of the route-table of Fig. 3.6(a) followed by the artificial ants during each search iteration are indicated by
the thin black or white bars on top of the hollow or shaded thick bars representing the probability of each vector
being chosen during each specific iteration. The black bars at the left of Fig. 3.8 represent the probabilities
of the ML vector having the highest LLF of ‘3.25’, which was hence included in the search-pool during each
iteration. By contrast, the white and light-grey bars represent the probabilities of the other vectors being chosen
in the search-pool during each iteration. The simple reason for alternatively using two different colors is merely
to more visibly separate the bars associated with different vectors.

The K = 5-bit vectors included in the search-pool during the I = 10 iterations portrayed are
also indicated with the aid of black or white bars in Fig. 3.8. The K-bit vectors included in the
initial search-pool are constructed from the specific binary symbols gleaned from the MF’s outputs
at the commencement of iterations and are then later updated by the ACO algorithm. We note
again at this stage that the actual probability of each K-bit vector in the search-pool will deviate
from the probability calculated as the product of the K bit probabilities, as we will demonstrate in
Secion 3.4.6.2.

As seen from Fig. 3.8, both the predicted as well as the actual probability of the optimal K-bit
vector-value vésl), which is the ML solution having the highest LLF value, is consistently increased
as the search process progresses. The flow-chart of the ACO-based MUD algorithm employed for
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Figure 3.9: Flow-chart of the ACO-based MUD algorithm, which is carried out to detect the K-bit vector

transmitted by the K users during every bit-interval.

generating Fig. 3.8 is depicted in Fig. 3.9.

The intrinsic affinity calculation of Step 2 displayed in Fig. 3.9 for our K = 5-user example is
illustrated in Fig. 3.13(a). The steps drawn in bold lines in Fig. 3.9 are carried out during each search
iteration, as detailed in depth in Fig. 3.10. Before we delve into discussing the intricate details of
Fig. 3.10, let us briefly explore it structure. Firstly, subfigures a, b, c,..., i, represent the first nine
iterations also featured in Fig. 3.8. Secondly, each of the nine subfigures a, b, c,..., i is constituted
by three parts, namely Parts I, II and III at the upper-left, lower-left and right of the subfigures.
Parts I and II characterize the evaluation of the route-table contents, while Part III that of the K-bit
vector probabilities. More specifically, the pheromone density update of Step 3 is explicitly indicated
by the height of the grey bars, which is carried out during each ACO iteration and it is depicted in
Fig. 3.10(a)~(i)(I). This illustration may be viewed as a further evolved 3D version of the route-table
in Fig. 3.6. Furthermore, the numbers represented with an accuracy of two decimal points on top of
each bar represents the symbol probability calculated in Step 4 of Fig. 3.9. The search-pool generated
in Step 5 is illustrated by the different routes seen in Fig. 3.10(a)~(i) Part (II), where the thickest
line indicates the most likely route. In order to illustrate the search-pool’s convergence to the ML
solution from different perspectives, Fig. 3.10(a)~(i) Part (III) portrays the K-bit vector probabilities
calculated from the numbers quantifying the symbol probabilities and seen on top of each bar in
Fig. 3.10(a)~(i) Part (I) as well as from the search-pool characterized in Fig. 3.10(a)~(i) Part (II).
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As seen from Fig. 3.10(a) Part (III), the K-bit vector probability peaks of the surface plotted on
the complex plane are rather similar and they are scattered across the multi-user constellation space
at the beginning of the iterations, and no local peak dramatically exceeds the others. The centroids
of the peaks are the same K-user constellation points as those seen in Fig. 3.7 during the 4th chip
interval. However, as the search process continues, more dominant global peaks have emerged from
the second ACO iteration onwards. More specifically, observe in the Fig. 3.10(a)~(i) Part (III) that
for example v(l“}) during the 2nd iteration, V(fg) during the 3rd iteration, V(fg) and vgg during the 4th
iteration, v(2°3) during the 5th iteration, v(2°3) in the 6th iteration, Vé}f and Vé“’l) during the 7th iteration,
Vgl) and V%) during the 8th iteration and Vgl) during the 9th iteration tend to have prominent peaks.

Since the symbol probability of v; = +1 is 0.00, as shown in Fig. 3.10(a) Part (I), all the sixteen
K = 5-bit vectors associated with v; = +1 have zero probability of being included in the search-pool.
Therefore, only the remaining sixteen specific K = 5-bit vectors beginning with v; = —1 are depicted
in Fig. 3.10(a)~(i)(III).

We will continue exemplifying the search process of the ACO-based MUD algorithm for our K = 5-
user scenario, highlighting the properties associated with each of the (2 x K) cells constituting the
(2 x K)-element route-table seen in Fig. 3.6..

1. Calculate the symbol-value LLF - Step 1

Before the ACO-based search for the optimal K-bit ML vector commences, some preliminary
calculations have to be carried out in order to initialize the intrinsic affinity associated with each of
the 2K cells constituting the route-table. The intrinsic affinity is a ‘single-user quantity’, which is
extracted without considering the existence of co-channel users. Firstly, the symbol-LLF [(v = +1)
associated with the (2, k)th cell of Fig. 3.6 and [(vy = —1) of the (1, k)th cell of Fig. 3.6 is derived for
our BPSK modulation as the real part of the MF output {y} for the legitimate inputs vil) = +1 and
vél) = —1, respectively. More explicitly, the likelihood of the two legitimate symbol values of +1 and
—1 being transmitted by the kth user is quantified by the symbol-LLF value associated with vy = +1
and vy = —1, which is denoted as [(vy = +1) and [(vy = +1) or simply as [y and [;;. Alternatively,
[(vp = £1) = f(£1,R{yx}) may be written as a function of two independent variables, which are
R{yr} and v, respectively. For a given user k, the real part of the MF output R{yx} is independent
of the value v taken by the symbol 9. Hence for a given user k, the symbol-LLF [ 4+ solely depends
on the trial value ¥ being +1 or —1. The calculation of the symbol LLF [, for i =1,2, k=1,..., K
is represented by Step 1 in the flow chart of Fig. 3.9.

2. Calculate the intrinsic affinity - Step 2

Secondly, based on the symbol LLF associated with each cell (i,k) for i = 1,2, k=1,2,..., K of
the route-table, the intrinsic affinity 7;; may be readily obtained, which reflects the difference between
the two symbol LLF values of the two cells in the same column. In other words, during the difference
between the two intrinsic affinities 15 and g of cells (1, 7) and (2, j) constituting the same column &
is a monotonically increasing function of the MF output’s real part for user k, denoted as R{yy}. This
process is represented by Step 2 of Fig. 3.9. Additionally, the intrinsic affinity 7;; associated with the
(i,k)th cell fori =1,2, k =1,2,...,5 of our K = 5-user example is also illustrated by the height of
the bars seen in Fig. 3.13(a).

3. Set the initial pheromone - Step 3
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Thirdly, the pheromone deposit 7, associated with the (i, k)th cell may be initialized as 7;; = 0.01
fori=1,2and k= 1,2,..., K, which is then updated during Step 3 of Fig. 3.9. In other words, the
initial pheromone densities associated with all the (2 x K) cells during the 1st iteration are set to 0.01,

again as illustrated by the height of the corresponding bars in Fig. 3.10(a) Part (I).
4. Calculate the symbol-value LLF - Step 4

Each ACO-based iterative search process commences with calculating the symbol-probability Py
of each legitimate value ¥ of either +1 or —1 being transmitted by user k, for £ = 1,2,..., K, as
indicated by Step 4 of Fig. 3.9. More explicitly, P;; is calculated as a ratio of the product of the
pheromone density and the intrinsic affinity of the cell (1,k) and (2, k) cell within the kth column.
The value of Py is exemplified by the decimal numbers seen on top of the bars in Part (I) throughout
Figs. 3.10 (a)~(i).

5. Generate the search-pool - Step 5

The search-pool is populated on the basis of the symbol-probabilities P;;,. More explicitly, the
formation of each of the K columns in the search-pool X obeys the probability P and P, which
takes place during Step 5 of Fig. 3.9. As exemplified for our K = 5-user scenario in Part (II) during
the 1st iteration of Fig. 3.10(a), given Pij3 = 0.41, Py3 = 0.59, 41% of the vectors in the search-pool
will have their 3rd symbol set to —1, and the remaining 59% of the vectors will have +1. Since the
total number of vectors in the search-pool is determined by the number of ants given by = = 10,
the rounded probabilities suggest that four routes should include the cell (1, 3), and six routes should
include the cell (2,3). This is reflected in Fig. 3.10(a) Part (II).

6. Termination condition - Step 6

The optimization procedure of the ACO-based MUD designed for finding the globally optimal K-
symbol vector will terminate at the n.th iteration, if either all the ants produce the same K-symbol
vector during their passage through the route-table of Fig. 3.6, or all the = number of affordable
ACO-based search iterations have been carried out, i.e. all ants traversed through the route-table and

hence we have n, = =. Then the MUD’s output Vv is given by the globally optimal K = 5-bit vector.
7. Calculate the vector-value LLF - Step 7

If the termination condition has not been fulfilled, the search procedure will continue to Step 7 of
Fig. 3.9. In order for the search-pool to incorporate K-bit vectors associated with higher LLF's in the
next iteration, the pheromone density has to be updated according to the LLF values of all the K-bit
vectors in the current search-pool. The reason for the LLF being chosen as the metric to evaluate the
merit of each K-bit vector included in the search-pool is, because the LLF is the objective function
employed by the ML MUD.

8. Update the pheromone - Step 3

The pheromone level will be updated according to the LLFs of all the K-bit vectors generated
during the current search iteration in conjunction with the current level of pheromone as well as the
LLF of the most ‘meritorious’ K-bit vector generated so far, as indicated by Step 3 of Fig. 3.9. The
LLF of each of the { K-bit vectors constituting the search-pool will be used to update the pheromone
level associated with all the K cells representing the K symbol-values constituting the vector. As
shown in Fig. 3.10(b)~(i) Part (I), the pheromone level quantified by the bars seen at the top left
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corner of the illustration representing each iteration is updated based on the specific fraction of the
pheromone quantified by bars in the previous subfigure, also taking into account the LLFs of the
previous iteration’s search-pool as visualized by the line-width seen in the different routes of the
previous iteration’s corresponding Part (II) illustration. This is achieved with the aid of the extra
amount of pheromone proportional to the LLF of the ‘elite’ vector as highlighted by the light-grey of
the previous iteration’s corresponding Part (II) subfigure.

From the above process of flow-chart of Fig. 3.9, we may draw the following conclusions.

1. Firstly, the calculation of both the intrinsic affinity and of the symbol probability as well as the
construction of the search-pool may be deemed to be independent operations. In MUD parlance,

the three may be deemed to be carried in a single-user mode.

2. Secondly, the pheromone level associated with each bit constituting a specific K-symbol vector

in the search-pool is determined by the likelihood of this specific vector being transmitted.

3. Based on the observations 1 and 2 above, the ACO-aided MUD algorithm invokes the MF algo-
rithm to initialize all the parameter values of the ACO-based search process and then gradually
updates them with the aid of the additional information provided by all the remaining (K — 1)

users.

3.4 Detailed Description of the ACO-based MUD Algorithm

In this section, all the key variables characterizing the ACO-based MUD algorithm listed in Table 3.5
will be defined and further detailed.

3.4.1 Logarithmic Likelihood Function of the Symbols

For A BPSK system, the LLF [;; of the symbol-value associated with cell (i, k) is simply determined
by the real part of the MF output R{yx} of the kth user and the trial symbol-value +1. Given the
uplink model of the multi-user system seen in Fig. 3.4 and that the DS CDMA spreading sequences
have a length of Vg, the signal vector r received during the Ny chip intervals of the spreading sequence
is quantified by Eq. (3.1). The LLF [ (0 = £1) = [(£1) of a symbol-value of either +1 or —1 being
transmitted by the kth user under the simplest K-user DS-CDMA UL model may be expressed as

o (£1) = £2R{yx} — Ry
= +2R{yx} — hi ci crhy
= +2R{y} — |hal?, k=1,..., K. (3.9)
Since a unique mapping was specified in Fig. 3.6 between the pair of cells constituting the kth column

of the route-table and the pair of legitimate BPSK symbol-values that may be transmitted by the kth

user, we have

i=1& Iy =L(-1)
1=2%< Iy = [k(—i-l), (3.10)

noting that under certain circumstances the symbol LLF may become negative.
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Figure 3.10: Part (I) The grey and white bars quantify the pheromone deposit, while the three-digit numbers
quantify the symbol-probability associated with each cell. More specifically, the grey bars highlight the ‘most-
favourable’ routes encompassing the specific cells having the higher pheromone deposit between each pair of

constituent columns;
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Part (Il

(d) 4th search iteration ' 0

Part (1)

Part (Il

(f) 6th search iteration 0

Part (II) The lines mark the routes representative of all K-bit vector constituting the search-pool, which is
visualized by appropriately connecting the top of the pheromone-concentration-related bars of the route-table.
The elite-route is highlighted by the grey stripe having a width of o = §;

3.4.2 Intrinsic Affinity
3.4.2.1 Intrinsic Affinity Definition

The intrinsic affinity 7;; associated with the (i, k)th cell is determined by the two symbol LLF values

l1x and [ associated with the pair of cells constituting the kth column of the route-table, as shown
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(h) 8th search iteration 0
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(i) 9th search iteration 0

Part (III) The crosses indicate the K-bit vectors in the search-pool, while the 3D surfaces represent the prob-
ability of each K-bit vector. The peaks of the 3D surfaces tend to be centered around the received signal
constellation points of Fig. 3.7, which was recorded during the 4th chip interval. There are nine Part IIT illus-
trations corresponding to the 1st, 2nd, ..., 9th ACO-search iterations. The system conditions as well as the
ACO-based MUD algorithm’s parameters are listed in Table 3.1 and Table 3.4, respectively.
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Variable Notation Property of Size Determined by Determining
Ntk — Pj(:;)
ik < bk ) _
Intrinsic m, Nik each cell of n n=12,...,2
affinity nj(£1), nex  route-table o g
Egs. (3.11) (3.12) Eq. (3.26)
Step 2 Step 4
) ()
(n) (n) T n (n 7, p
T Bacheellof ) Tl o
Pheromone T Ty bl (n)
(m) route-table - 7. Eqs. (3.20)~(3.23 Eq. (3.26
e S Fas (320)~(323) a. (326)
Step 6 Step 4
n (n) (n) (n) (n)
P® P( ) P — N+k,T P — X
Symbol by, " Bacheel PO =
probability 11)(1?("7 ofroute-table 2 x K Eq. (3.26) Fig. 3.15
h Step 4 Step 5
x( — P xim s(xﬁ,’i))
x(™) x£f$>, x(™)
search-pool X, X(m) (x K Fig. 3.15 Eq.(3.18)
Step b Step 6
Lk, — R{yn},i,h ik — Mk
Symbol L Ge, leg, Each cell of x(1)
LLF l(£1) route-table K X ¢ Eq. (3.9) Eq.(3.11)(3.12)
Step 1 Step 2
£(x™) ey — ey - 7
K-bit 2(x™ each vector 1x¢ %{y},x%),H,C E(x*")) — 7™
Vector (n) ’ of search
LLE Lloem?) pool g ) Eq. (3.18)  Eq.(3.11)(3.12)
Ix1 Step 6 Step 3

Table 3.5: Properties of the ACO-based MUD algorithm.

in Table 3.5. An intermediate variable d;; associated with each cell is introduced, when determining

the intrinsic affinity from the symbol LLF as follows:
dir = 1 + exp(—lix), (3.11)

which simply maps the symbol LLF domain of —co to +oo to the positive domain spanning the interval
[1,400). However, the intermediate variable d;; monotonically decreases with the value of [;;. By
contrast, as suggested by the terminology, the intrinsic affinity 7n;; associated with the (i, k)th cell
monotonically increases with the LLF of the symbol transmitted. The intrinsic affinity 7;; associated
with the (7, k)th cell may be defined as the sum of the LLF-dependent intermediate variables dy; and
dor, normalized by d;i, yielding:

_ dyg + dog,

e 12
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Just like the symbol LLF defined in Eq. (3.9) and the mapping between the row index i and the symbol-
value +1 or —1 associated with a certain cell, as formulated in Eq. (3.10) in terms of the symbol LLF,
the subscript ¢ associated with the intrinsic affinity 7;; or the corresponding intermediate variable d

may also be alternatively represented with the aid of the symbol-value of the (i, k)th cell, as follows:

i=1% diy=dp(—1) =d_p, mp=ne(—1) k

n—

i=2% doy =dp(+1) = dyg, nor = ne(+1)

Eq.(3.12) may alternatively be expressed with the aid of Eq. (3.13) as

dip+d_g
dtg
dz
diy’

Ntk =
=1+ (3.14)

Therefore, the intrinsic affinity 7, associated with the (i, k)th cell increases monotonically with the

LLF value [;; of the corresponding transmitted symbol-value.

2 2
c o.E
g 2 oS
= c®
© & <
% 1 [=]®)
3) 20
2= )%}
£ 0 =£
b o
= £
.7
N
v
N

Figure 3.13: (a) Intrinsic affinity 7, of the (i, k)th cell constituting the route-table for i = 1,2, k =1,2,...,5.
(b) Weighted intrinsic affinity 775C of the (7, k)th cell constituting the route-table for i = 1,2, k = 1,2,...,5.
The weighting factor g is a parameter of the ACO-based MUD algorithm and the value of 3 in this example is
B = 6, as is listed in conjunction with the values of other ACO-based MUD algorithm parameters in Table. 3.4.

3.4.2.2 Intrinsic Affinity Properties

Based on Eq. (3.11) and Eq. (3.12), the following conclusions may be drawn regarding the intrinsic
affinity values of the route-table.
1. Thresholding the MF’s Output

Let us now define the threshold T; used as the intrinsic-affinity threshold to decide, which of the
two legitimate BPSK symbol candidates is more likely to have been transmitted by the kth user, based
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on the real part of the MF solution ${yy}.

dog,dyg € [1,+00)
_dyptdog
 dyk

Al 2L =diyp 2dgp=n_p =2

ES” € (17+OO)

ifl gy <lipg=dip <d_p=n_p <2
And - (£1) = £2R{yp} — ||
g = Lk, given R{yr} <0
Lk < lyg, given R{yx} > 0.
And . d_p < dyg,given R{yr} <0
d_k > dig, given R{yr} > 0.
And . n_p =2 >mn4 > 1, given R{yx} <0
1 <n_g <2< nyp, given f{yx} > 0. (3.15)

Therefore, the value of the intrinsic affinity associated with the 1st cell belonging to a specific column
of the route-table may immediately reflect the polarity of the MF output of the corresponding user.
More explicitly, if the intrinsic affinity associated with a certain cell is higher than 7T; = 2, then the
MF solution of the user considered will become the corresponding symbol-value represented by the

cell.

This can also be demonstrated by the intrinsic affinity table of the K = 5-user example shown in
Fig. 3.13(a). As suggested by Table 3.1, the MF solutions for the K = 5 users are —1, +1, +1, —1,
—1, respectively. As a result, in Fig. 3.13(a), we portrayed the intrinsic affinity associated with the
cells (1,1), (2,2), (2,3), (1,4) and (1,5) of the route-table of Fig. 3.6(a), which is higher than 2, while

the intrinsic affinity associated with the remaining K =5 cells is smaller than 2.

2. Dynamic Range of the Intrinsic Affinity

In this section we will demonstrate that the dynamic range of the intrinsic affinity seen on top of
each cell in Fig. 3.13 is [2,+00), when we consider a specific BPSK symbol corresponding to the MF
solution. This is a monotonically increasing quantity with an absolute value given by the MF output’s
real part. We will also show that by contrast, the dynamic range of the intrinsic affinity associated
with the specific cell, which is the opposite of the MF solution is restricted to (1,2), and its value is
monotonically decreasing from 2 to 1 upon increasing the absolute value of the real part of the MF’s

output.

To elaborate a little further, below we will demonstrate the above-mentioned trends by expanding

the expression of 74y as a function of the independent variable R{y;} given by:

1 + C- eiz%{yk}

C ek =14 14 c-eF2R{y}’
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14 c-eT2R{ur}
IRy T = e T
lim = +00, lim = 2;
Rgd—oo T Rgt—0 T
1 + C- e_zm{yk}
and m € (0,1) = N—k € (1,2)
IRy T = ekl
lim _r =1, lim _E = 2;
Rpd—oo Rge)—0
1 + C - e+2§R{yk}
When %{yk} <0, m S (0, 1) = N4k € (1,2)
IRy T = el
lim =1, lim = 2;
Ryt oo Rgnti—0 T
1 + C- 6_2%{yk}
and m S (1,+OO) = N—k S (2,+OO)
SR T = ok !
lim _r = +o00, lim k=2 3.16
Ryt oo Rgti—0 " (3.16)
Alternatively, Eq. (3.16) can be consolidated in conjunction with v € {£1} as follows:
lim n;(0) = 400
Ry} —oc given o = sgn{R{y;}}
lim n;(v) =2
[R{yx}|—0
lim n;j(v) =1
I?R{ylff}l—wo s given o = —sgn{R{y}}. (3.17)
im (V) =
R} —0

3. Conclusions Regarding the Intrinsic Affinity

Eq. (3.17) reflects the following characteristics of the intrinsic affinity associated with the pair of

cells constituting a specific column of the route-table and their relationship with the MF output:

1. If the intrinsic affinity associated with one of the two cells constituting a column, is higher than
T; = 2, then the other one must be smaller than T; = 2.

2. The farther the intrinsic affinity value 1 is from T; = 2 in the range of [2 < 1 < 00), the closer

its dual pair is to 1 and vice-versa.

3. The higher the absolute value of the MF output related to the kth user, the higher the intrinsic
affinity associated with the cell representing the MF solution symbol-value sgn{%{yk}}, and

the closer the intrinsic affinity associated with the other cell to 1; By contrast, the smaller the

absolute value of the MF output of user k, the closer both intrinsic affinity values are to T; = 2.

The above-mentioned trends may be confirmed in the intrinsic affinity table recorded for our K = 5-

user example in Fig. 3.13 (a). As seen in Table 3.1, the absolute value of the MF output of the first
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user is —3.291, which is higher than that of the other four users’ MF outputs. As a result, the intrinsic
affinity n_1 associated with the cell of the 1st row and the 1st column is also substantially higher
than those of the other four cells representing the other four users’ MF solution. The corresponding 7
values evaluated from Eq. (3.14) become ‘25226’ and ‘2.07, ‘2.06’, ‘2.08” as well as ‘2.02’, respectively.

3.4.3 Log-Likelihood Function of the K-bit vectors

The LLF value of an arbitrary K-bit vector v being transmitted under the simplest DS-CDMA UL
model supporting K users as defined by Fig. 3.4 and Eq. (3.1), may be expressed as:

£(v) 2 2R{vy} —vHRY, (3.18)

where we have R = HYCTCH. Eq. (3.18) also quantifies the merit of each legitimate K-bit vector,
similarly to the objective function of the ML algorithm used for finding the ML solution. The difference
between the ACO-based MUD algorithm and the ML algorithm of Section 2.4.4 is that the latter
evaluates the K-bit vector LLF given in Eq. (3.18) for v 2 times, namely one for each of the
legitimate K-bit vector in the full set V) in order to capture the ML solution. By contrast, given
that ngf) denotes the mth K-bit vector in the search-pool X (™ having ¢ vectors during the nth search
iteration, Eq. (3.18) is evaluated for m = 1,2,...,( and n = 1,2,...,Z, i.e. (¢ -ZE) times, where
we typically have ¢ < 2%. Since typically there are identical K-bit vectors in the search-space, we
denote the set containing all the unique vector-values during the nth iteration by X(™) and the size of
the corresponding set as #X(™ < ¢. Since X denotes the set containing all the unique K-bit vectors
captured throughout the optimization process carried out within a specific symbol-duration, we arrive
at X < (=. In practice we are likely to have §X < ¢ - Z. More quantitatively, observe in Fig. 3.8 for
our K = 5-user example, that we have X = 13 and ¢ - = = 10 x 10 = 100.

When considering a more practical example, given K = 32 as well as ( = 10 and = = 10, the
objective function is evaluated at the most ¢ - = = 100 times, which is much less than the potentially
excessive complexity of evaluating the objective function 232 times, as required by the ML MUD

algorithm.

3.4.4 Pheromone Update

Let us now continue by considering the pheromone update block of Fig. 3.9. As observed in the
foraging behaviour of the ants in nature, every ant in the ACO-aided MUD will leave a certain
amount of pheromone along the route it follows. The more ants pursue a particular route, the more
pheromone will be assigned to the route. Analogously to the ants in nature, which use the distance
as their ‘route-quality’ criterion, the quality of the route in our algorithm is quantified in terms of its
LLF.

3.4.4.1 Pheromone Definition

Except for the 1st iteration, the pheromone associated with each cell of the route-table is constituted
by three components. The first component is inherited from the pheromone associated with each cell

of the route-table during the previous iteration after taking into account also the associated pheromone
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evaporation rate. The second component is given by the pheromone generated by the ( artificial ants
along the routes followed by them. The same amount of pheromone is added to each of the K cells
constituting the route. The amount of pheromone deposited is equivalent to the LLF of the K-bit
vector represented by the route, plus an iteration-specific offset t(™). More specifically, the offset ¢ of
the nth iteration is a non-negative scalar added to the pheromone generated by each of the { artificial

ants to ensure that all the pheromone values are non-negative. Accordingly, we may set:

; ; ()
) — 0 if 12;%1%( {S(Xm )} >0 (3.19)
— mi (n) ; ; (n)
lrgnwlllic {S(xm )} if 121%1% {S(xm )} < 0.

The third component is an extra ‘elite contribution’ added to the cells constituting the ‘elite’ route,
which had the highest LLF during all previous search iterations, which was marked by the grey stripe
in Fig. 3.10. The amount of the extra ‘elite’ pheromone is equivalent to the sum of the vector LLF
values related to the ‘elite’ route plus the offset ¢ multiplied by a positive weighting factor. Below,

we will elaborate on the above-mentioned three pheromone components.

1. Pheromone evaporation

In order to avoid that the pheromone level associated with a cell changes dramatically, the
pheromone of each cell of the route-table accumulated throughout the previous iterations is remem-
bered. However, over-emphasizing the effect of the accumulated pheromone should also be avoided.
Hence only a fraction of the previously accumulated pheromone will be retained, mimicking the precess
of pheromone evaporation [129,133-135]. The fraction of pheromone evaporated is controlled by the
evaporation rate p, which is an important parameter of the ACO-based MUD algorithm, that may
be fixed, regardless of the channel conditions. We opted for using p = 0.5. Hence, during the nth
ACO-based search iteration, given the accumulated pheromone () the pheromone associated with

the 2K cells constituting the route-table is set to p - 7(™ for the next iteration.

2. Pheromone associated with each route

Based on the above discussions, the amount of pheromone assigned to each cell constituting a
specific route is set to the LLF of the K-bit vector. More explicitly, the amount of pheromone

assigned to a particular route pursued by the mth ant during the nth iteration is formulated as

m ™m

T = [s(xg’;)) + t<">] cx(™), (3.20)
where xS,Z’ ) represents the specific K-symbol vector corresponding to the route produced by the mth
ant during the nth iteration and S(ngf)) denotes the vector-LLF related to the K-symbol vector-

value. Furthermore, gﬁ,’;) is the (2 x K)-element matrix hosting binary values and representing the

route pursued by the mth ant having the vector-value X%L ) in the route-table, where element ‘1’ implies
that the corresponding cell is part of the route, while ‘0’ means that the corresponding cell is not part
of the route.. For instance, if we consider our K = 5-bit vector produced by the mth ant given by
x) = [—1, 41,41, —1,+1]7 = v{} as shown in Fig. 3.10(b) Part (II), then the route representing the
K = 5-bit vector will be
xM = [-1,41,41, -1, +1)7 = xM = Loo o . (3.21)
01 101
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3. Extra pheromone for the elite route

(n)

Furthermore, an extra amount of pheromone quantified by o - £(x; ') is assigned to the route
corresponding to the most likely K-symbol vector 5(5;") found so far, where o represents the weighting
factor of the pheromone assigned to a meritorious K-symbol vector. Hence, the ‘extra’ pheromone

associated with the elite route may be quantified as

=0 [2( )y 4 ¢ln >] x"), (3.22)
where x&n) represents the ‘elite’ vector-value having the highest LLF and hence deemed to be the
most likely transmitted vector among all the K-symbol vectors generated throughout the previous n
ACO-based search iterations. Still referring to Eq. 3.22, 3&") is the (2 x K)-element matrix having a
logical ’1’ in the positions representing the route corresponding to the K-symbol vector x&n). In our
K = 5-user example of Fig. 3.10 the elite route was highlighted with the grey stripe having a width o

times thicker than the line representing a single route, where we have o = 8, as listed in Table 3.4.

Finally, the (2 x K)-element pheromone matrix generated for the (n 4+ 1)st iteration is formulated
s [129]

T(n—i—l —pT _|_ Z (" _|_7-* , (3.23)

(n)

where the ordinary pheromone 7,” associated with the mth route m = 1,2,...,( and the extra

pheromone 7'5‘") associated with the elite route are quantified in Eq. (3.20) and Eq. (3.22), respectively.

3.4.4.2 Pheromone properties

1. The role of the elite vector’s extra pheromone

As seen in Eq. (3.23), the pheromone update is constituted by three components, where the weights
of the three components are adjustable. The weight of the ‘elite’ vector is typically set to be higher,
such as 0 = 8 in order to emphasize the significance of the elite-vector-value. The value of the (2 x K)-
element pheromone matrix 7("t1) quantifying the total amount of pheromone associated with each
cell during the (n+ 1)st iteration is also substantially dependent on the incremental pheromone matrix
7'5‘"), which in turn is strongly dependent on the elite vector-value x&n) of Eq. 3.22 encountered during

the nth iteration and on the o - S(XS‘H) factor.

This property can be observed throughout the search process of our K = 5-user example. All
the K-symbol vectors in the search-pool generated during the 1st iteration are represented by the
corresponding lines in Fig. 3.10 (a) Part (II). Nine different K-symbol vectors were generated during
the 1st iteration and vgg is seen to be the ‘most popular’ vector, since it was selected by two of the

¢ = 10 ants, while all the other eight vectors were selected by a single ant. Moreover, as observed in

Table 3.2 V(5) is the elite vector having the highest LLF of 2.973, among the nine different vectors v(17) ,

v(fg, V(252), V(;Z, V(;E)), Vé?, V(255), v;?, v3) found in the search-pool during the 1st iteration. Observe in the

3rd row and 9th column of Table 3.2 that the amount of the pheromone added to the five cells of the

route representing V(157), which is 2.97, is less than that added to the five cells of the route representing

véso), which is 2 x S(V;so)) = 2-2.60 = 5.20, as observed in line 8 and column 9 of Table 3.2. Moreover,
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the extra pheromone quantified by 8 x Q(v(f’?)) = 23.784 is substantially more than that added to the
five-cells representing any of the non-elite vectors of Table 3.2. Therefore, since a high pheromone level
is dedicated to the five cells of the route representing the elite vector, the incremental pheromone added
to the five cells of the route representing the elite vector-value in the next iteration will significantly
exceed the incremental pheromone deposited in the other five cells. As the pheromone level associated
with each cell during the 1st iteration was set to an identical value of ‘0.01°, the pheromone associated
with each cell during the 2nd iteration essentially becomes equivalent to the incremental pheromone
added to each cell.

The K-symbol vector, which is represented by the route associated with the K highest-pheromone
cells in each of the K columns of the route-table termed as the highest-pheromone vector. The
highest-pheromone vector of each iteration is marked by a grey stripe in Fig. 3.10(a)~(i) Part (I).
As exemplified by Fig. 3.10 (b) Part (I), the highest-pheromone vector encountered during the 2nd
iteration is V(f?) = [-1,41,+1,+1,+1], which was the elite K-symbol vector during the 1st iteration.

2. Convergence of the highest-pheromone-route to the elite route

3.3
3.2
3.1

- -+ —-glite vector

vector—LLF
N
[{o]

2g highest-pheromon
; vector
2.7/ _ .. chosen by 1
: most ants
2.66 1
25 ; ; ‘ : ; : :

1 2 3 4 5 6 7 8 9
search iteration index

Figure 3.14: Curve I: LLF of the elite K-bit vector. Curve II: LLF of the highest-pheromone vector of the
specific iteration considered; Curve III, LLF of the vector in the search-pool, which was chosen by the largest

fraction of ants during each ACO-based search iteration of the given five-user example.

However, since the pheromone level of the current iteration has to take into account the pheromone
level retained from the previous iteration, the highest-pheromone route of a specific iteration may not
be the same as the elite vector in the search-pool generated during the previous iteration. This
pheromone level may be observed in Fig. 3.14, where the piecewise linear Curve I represents the elite
vector having the highest vector-LLF throughout all the previous iterations according to its definition.
By contrast, Curve II represents the highest-pheromone vector of each specific iteration, which only
reaches the vector-LLF of the elite-vector at iteration six, while Curve III represents the vector chosen
by the largest fraction of ants during a certain iteration. As seen from Fig. 3.14, curve II does not
overlap with curve I during every iteration. Curve II follows the trend of curve I two iterations later.
This phenomenon can be alternatively observed in Fig. 3.10(a)~(i) Part (I) and Fig. 3.10(a)~(i)
Part (II). The grey cells representing the K-bit vector having the highest pheromone level throughout
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the 1st to the 9th iteration in Part (I) of Fig. 3.10(a)~(i), are alternatively characterized by curve II in
Fig. 3.14. On the other hand, the route highlighted with grey colors in Fig. 3.10(a)~(i)(II) represents
the elite route corresponding to the vector having the highest LLF during each of the nine iterations,
which is equivalently characterized by the piecewise-linear curve I in Fig. 3.14. As observed from
Fig. 3.10(a)~(i), the grey cells in Part (I) are not always equivalent to the route highlighted with grey

colors in Part (II), as reinforced by the difference seen between Curve I and Curve II in Fig. 3.14.

To elaborate a little bit further, there appears to be a two-iteration delay between Curves II and
I. In other words, the K-bit vector having the highest pheromone during a certain iteration becomes
the same as the elite K-bit vector was two iterations ago, as shown by Curve II. This latency is
caused by the un-evaporated pheromone that remained in the constituent cells of the vectors, which
are different from the elite vector. Hence, as a mixture of the highly weighted pheromone deposited
in the constituent cells of the elite vector and the residual pheromone passed on from the previous
iteration, the K-bit vector having the highest pheromone level during a certain iteration might not
be the elite vector during the same iteration. Therefore, one or two further iterations may be needed
for sufficient pheromone to evaporate, so that the elite vector may indeed have the highest amount of

pheromone.

3.4.5 Symbol Probability
3.4.5.1 Definition of Symbol Probability

The probability associated with a certain cell of the route-table quantifies the likelihood of the corre-
sponding symbol-value being transmitted, which is re-estimated during each ACO-based search iter-
ation due to the update of the pheromone level associated with each cell constituting the route-table.
The two probabilities associated with the two cells constituting a certain column of the route-table
should always sum to unity, regardless of the probability associated with each cell. The bits associated
with the pair of cells constituting the kth column for k = 1,2,..., K jointly quantify the ACO-based
MUD’s estimate of the bits transmitted by the kth user. Naturally the sum of the two probabilities of
the pair of legitimate bits transmitted by the kth user should be one, for £k = 1,2,..., K. Therefore,
given the merit of each cell quantified during the nth ACO-based search iteration as mgz), fori=1,2
and k =1,2,..., K, the probability PJYL) (or PJ(:,?) of the bit +1 (or —1) being transmitted by the kth

user is defined as the ratio of

(n)
ik (n) (n)°

= ik (3.24)
my My,

Furthermore, the merit ml(-,?) of each cell constituting the route-table is jointly determined by the

(n)

intrinsic affinity 7;; and the pheromone 7'“?

components 7;; and TZ-(,? ) may be adjusted with the aid of the exponents o and 3 that are non-negative

associated with it. The relative importance of the two

scalars, yielding ni and (TZ-(: ))a. Then the merit of the (4, k)th cell during the nth iteration is quantified
by the product

miy) = (7))o, (3.25)
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Upon substituting the merit mgz) from Eq. (3.25) into Eq. (3.24), the bit probability associated with
the (7, k)th cell during the nth ACO-based search iteration may be quantified as

(n)yo B
ik _(n)ya B (n)yo B '
(7)™ e+ (o)™ 10y,
for the row index ¢ = 1,2, column index k = 1,2, ..., K and iteration indexn =1,2,...,=.

3.4.5.2 Properties of the Symbol Probability

The probabilities seen on top of the bars in Part (II) of Fig. 3.10(a)~(i) quantify the likelihood of
the legitimate symbols {41, —1} being transmitted by the K = 5 users. As illustrated in Part (II) of
Fig. 3.10(a)~(i) during each of the nine iterations, the sum of the two probabilities associated with
the complementary cells constituting the same column is always unity. During each iteration, based
on the 2 x5 = 10 bit probabilities seen in Part (II), the probabilities of any of the thirty-two legitimate
K = 5-symbol vector may be readily calculated as the product of the K = 5-bit probabilities seen on
top of the five cells. Naturally, the sum of the thirty-two vector probabilities is also unity. Additionally,
the probabilities associated with the two legitimate bit values of the £ = 1st user is 1 and 0, as shown
in Fig. 3.10(a) Part (I). Then the probabilities of all the sixteen K = 5-bit vectors having a 1st bit
of v1 = +1 are zero, since the product of 0 - Py -P;3 -P;4 - P;5 is zero, regardless of the values of Py,
i=1,2and k =2,...,5, as also observed from Table 3.2. By contrast, the joint total probability of
all the other sixteen vectors having v; = —1 is one. As a result, Part (III) of each of Fig. 3.10(a)~(i)
only portrays the legitimate received signals corresponding to the sixteen K = 5-bit vectors having
probabilities larger than zero. The sixteen vectors of Part (III) in Fig. 3.10(a)~(i) constitute the
first-half of the ranked list of vectors in Table 3.8 having LLFs larger than zero.

1. Inconsistency between the pheromone-level and the bit probability

The bit probability associated with each cell is jointly determined by the pheromone-level and the
intrinsic affinity associated with that cell. As seen from the ten bit-probabilities written on top of the
bars during the 1st iteration illustrated in Fig. 3.10(a) Part (I), when the pheromone associated with
each cell is as low as Ti(kl) = 0.01, the probability Pj; associated with the (i, k)th cell is proportional
to the ratio of the weighted intrinsic affinity nl.ﬁk and the sum of the two weighted intrinsic affinities

nik associated with the pair of cells constituting the kth column, as illustrated in Fig. 3.13(b).

The weighting factor of the intrinsic affinity and of the pheromone level of our example was set to
G =06 and a =0.9. As a result, the dynamic range of niﬁk and (Ti(l? ))O‘ is about 0 ~ 70, as illustrated
in Fig. 3.13(b) and in Fig. (3.10)(a)~(i) Part (II). Thus, the influence of the intrinsic affinity and of

the pheromone level may be deemed comparable.

As aresult, although the pheromone-level associated with the route-table is biased towards the elite
vector, as discussed in the last few paragraphs of Section 3.4.4.2, the bit-probabilities which directly
determine the K-bit vectors in the search-pool during each iteration are not always consistent with
the pheromone-level. As exemplified by Fig. 3.10(d) Part(I), although the pheromone-level associated
with the two cells constituting the 3rd column of the route-table are approximately 7{43) = 53 and
7{43) = 38, the bit-probabilities associated with the same cells are p(_4§ = 0.49 and p(_% = 0.51. This

is a consequence of the substantial influence of the intrinsic affinities, as illustrated in Fig. 3.13,
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where the two cells have the weighted intrinsic affinities of 7%5 = 1.94% = 51.97 and 7%, = 2.06° =
76.20, respectively. This inconsistency between the ‘highest-pheromone’ K-bit vector and the ‘highest-
probability’ K-bit vector may also be observed during the 6th and the 7th iteration of our five-user
example characterized in Fig. 3.10(f) and (g). As illustrated in Fig. 3.10(f) Part (I) during the 6th
iteration, the pheromone-level associated with the (—1,4) cell is lower than that of the cell (+1,4),
whilst the bit-probability of P(™ (v, = —1) = 0.56 is higher than the 0.44 probability of the other cell.
Additionally, as illustrated in Fig. 3.10(g) Part (I), the pheromone-level associated with the (—1,4)
cell is lower than that of the cell (+1,4), albeit the bit probability of P(" (v, = —1) = 0.50 is nearly
equivalent to that of the other cell.

The influence of the intrinsic affinities - which is linked to the MF outputs’ real part - on calculating
the bit-probability delays the convergence of the vectors in the search-pools to the elite vector, as will
be detailed in Section 3.4.6.2 after highlighting the algorithm’s operation as well as the properties of

search-pool.

3.4.6 Creating the search-pool
3.4.6.1 Methodology

The surfaces plotted in Part (IIT) during each of the nine iterations in Fig. 3.10(a)~(i) characterize
the probabilities of all the sixteen vectors having a first bit of —1, as listed in Fig. 3.8 during each
of the nine iterations. The probabilities of all the legitimate K-bit vectors being transmitted may
be calculated as the product of the K individual bit-probabilities. However, we would like to avoid
calculating all the 2% vector probabilities, since we aim for reducing the exponentially increasing

complexity imposed by the ML algorithm.

The search-pool is defined as a (¢ x K)-element matrix, where ¢ is the number of K-bit vectors
generated during each search-iteration, as illustrated in Fig. 3.15. To be consistent with the size of

the (K x 1)-bit transmit signal column vector v, each vector is also treated as a column in the matrix.

-1 0.58
route-table2 x K
+1 0.42—_|
The position of the
two +1 is random,
. 7 the only restriction is
_ the number of +1 in
+1 the specific column.
¢ rows -1 search pool XT: ( x K
+1 X: K x¢(
-1 (C(=5)
K columns

Figure 3.15: Example of the kth column constituting the search-pool according to the two symbol-probabilities

associated with the two cells constituting the kth column of the route-table, for k = 2 and { = 5.

The ¢ vectors in the search-pool are generated on a bit-by-bit basis. In other words, the generation
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of the ¢ bits for the kth symbols of all the { vectors in the search-pool we only consider the two
probabilities associated with the two cells constituting the kth column of the route-table. Additionally,
the generation of the kth column of the search-pool X7 is not affected either by the two probabilities
in any of the other (K — 1) columns or by the bits constituting the other (K — 1) columns of the

(¢ x K)-element search-pool matrix X7

The probability associated with a cell of the search table should match the ratio of the number
of ants choosing the cell divided by the total number of ants (. More quantitatively, given the two
probabilities Py and the total number of ants ¢, [ - P_x| number of ants will choose —1 for the kth
symbol, where the notation of |z] represents the integer nearest to the decimal number x. This is
exemplified in Fig. 3.15 in conjunction with ¢ = 5, P_y = 0.58, P19 = 0.42. Hence [5-0.42] = |2.1] =2
number of ‘4+1’ bits will appear in the 2nd column of the search-pool X7

Given the (2 x K)-bit probabilities associated with each cell constituting the route-table, as shown
in Fig. 3.10(a)~(i) Part (I), the ¢ vectors constituting the search-pool shown in Fig. 3.10(a)~(i)
Part (II) are represented by ( number of routes. The shape of each unique route is described by a
vector and the width of the route seen in Fig. 3.10(a)~(i) Part (II) quantifies the number of vectors
having the same vector elements. Hence the number of routes passing through a certain cell (£k),
associated with k = 1,...,5 in Fig. 3.10(a)~(i) Part (II) should be equal to |{ - Py], which is the
integer nearest to ¢ multiplied by the probability associated with the specific cell, as indicated by the
decimal numbers seen on top of the bars in Fig. 3.10(a)~(i) Part (I). For example, we have P_3 = 0.68
and Py3 = 0.32 in Fig. 3.10(h) Part (I), given ¢ = 10 in our K = 5-user example. Hence the number
of ‘artificial ants’ passing through the (—1,3) cell of Fig. 3.10(h) Part (II) is the integer nearest to
(10 % 0.68), yielding 7. The width of the two bold lines seen in Fig. 3.10(h) Part (II) are 4 and 3 units,
respectively, corresponding to the 4 observations of V(;l) and 3 observations of V(2°3) in the search-pool
that are illustrated by crosses seen on top of the legitimate received signals in Fig. 3.10(h) Part (III).
The number of routes including the (41, 3) cell is the integer nearest to (10 x 0.32), yielding 3.

3.4.6.2 Properties of the search-pool

1. Inconsistency between the ‘prediction’ and actual K-bit vector probability

A unique set encompassing the 2 vector probabilities associated with the 2 legitimate K -symbol
vectors may be obtained from P encompassing all the 2- K symbol probabilities associated with each
cell of the (2 x K)-element route-table during the nth iteration. Before the search-pool is generated for
a specific iteration, these vector probabilities may be obtained beforehand. Hence these theoretically
calculated probabilities may be referred to as ‘predicted’ vector probabilities. More specifically, given
V&) = T[i1, 09, - - -, Uk, the predicted vector probability associated with the trial vector may be readily

expressed as
K
PO =TT P™ (i), (3.27)
k=1

where the bit-probability P (1)) may be picked from the matrix P,

Another K-bit vector-probability associated with each K-bit vector during each iteration may

be termed as the actual vector-probability, which can only be determined after all the { vectors
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constituting the search-pool were generated. Then the actual vector probability P (v()) of a trial
vector v(%) during the nth iteration is defined as the ratio of the number of vectors in the search-pool

taking value v*) and of the total number of vectors ¢ in the search-pool.

The ‘predicted’ vector probability Pp(”) (V) of a legitimate trial vector v\*) may deviate from the

actual vector probability P(™ (vU9) for two reasons, as detailed below.

1. A large number of possible search-pool vectors may be generated according to a given bit-

probability matrix based on the random positions of the ( bits in each column of the search-pool.

To elaborate a little further, the number of logical —1 or +1 values appearing in a certain column
of the search-pool may be simply determined on the basis of their probability. The specific row indexes
within the column do not have to be stipulated. As a result, given Pj(;,? and the number of ants (, the
number of {-bit-columns containing C(_r;) number of ‘—1’ values and having the remaining CE:;C) number

of symbols as ‘41’ may be expressed as

(n) |
Cg,k _ ( (Cn)) _ (n)C—(n) (3.28)
Gk Cop ¢ — )
where we have C(_TZ) =(- Pf’;). Then the number of possible K-column search-pool vectors is given by
(n)
P which is the product of the number of entries given by Eq.(3.28), yielding Hszl Cg’k . Therefore,

(n)
the search-pool generated during the nth iteration is only a specific manifestation of all the Hszl Cg”“

possible candidates.

An example of two different manifestations of the search-pool generated according to the same
probability matrix is shown in Fig. 3.16, where we have K = 2 and ¢ = 4. The (2 x 2) route-table and
the associated bit-probability of each cell is seen at the left of Fig. 3.16(a). Furthermore, the vector-
probabilities of all the four vectors calculated from the four bit-probabilities by applying Eq. (3.27) are
seen at the right of Fig. 3.16(a). The two different (4 x 2)-element search-pools seen in Fig. 3.16(b) (I)
and Fig. 3.16(b) (II) are both generated according to the bit-probabilities shown in Fig. 3.16(a).
However, the actual probabilities of the four vectors in the search-pool shown in Fig. 3.16(b) (I) are
significantly different from the predicted probabilities calculated from the route-table shown at the
left-hand side of Fig. 3.16(a). On the other hand, the actual probabilities of the four vectors in the
search-pool of Fig. 3.16(b) (II) are identical to the predicted values shown in Fig. 3.16(a).

2. The ‘predicted’ probability of a trial vector may also deviate from the actual vector probability,
because the size of the search-pool may be insufficiently large for the sample to match the predicted

probabilities.

The deviation of the search-pool content from its prediction may be observed in Fig. 3.8 and in
Fig. 3.10(a) ~(i) Part (III) in the K = 5-user example as well. Both the bars plotted in Fig. 3.8 as well
as the surfaces plotted in Fig. 3.10(a)~(i)(III) quantify the ‘predicted’ probabilities associated with
the sixteen vectors whose predicted probabilities of occurrence in the search-pool are non-zero. The
simulation results provided for our K = 5-user example in Fig. 3.8 and in Fig. 3.10(a) ~(i) Part (III)
were selected so that the actual probability of each vector in the search-pool during each iteration
approaches its predicted probability as closely as possible. This is highlighted in Fig. 3.17, illustrating
the match between the ‘predicted’ and the actual probabilities associated with the ML solution in the

search-pool of the specific simulation scenario previously portrayed in Fig. 3.10. Since the number of
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Predicted of probabilities
associated with all vectors
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Figure 3.16: Example of two search-pool manifestations according to the same bit-probabilities associated with
the route-table (a). As a result, the proportions of the four legitimate vectors constituting the two different

search-pools seen in (b) T and (b) II are different.
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Figure 3.17: The ‘predicted’ and the actual probability of the ML solution being in the search-pool, which
is calculated by consecutively multiplying the relevant symbol-probabilities retrieved from the matrix P(™ as
well as the actual probabilities of the ML solution being part of the ( = 10 vectors constituting the search-pool
during each ACO-based search iteration for the system parameters given in Table 3.1.

trials is not sufficiently high, given that only { = 10 vectors are in the search-pool, the actual relative

frequency of a certain vector in the search-pool does not always accurately match its predicted value.

For example, when the ‘predicted’ vector probabilities of Vg, V(158) and V;ss) are all higher than that
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associated with V(157), and the predicted number of ants associated with these vectors determined by
|C- Pp(l)(vg)], |C- Pp(l)(v(fg)] and |C- Pp(l)(v%))] is one, then none of vy, viy and v5 is selected for
inclusion in the search-pool of the 1st iteration, given that the size of the search-pool is equivalent to

the number of ants (.

2. search-pool diversity for avoiding early convergence

Having a sufficiently diverse population for the sake of avoiding premature convergence of the
vectors in the search-pool during the nth iteration is determined by the bit-probability matrix P,

since the ¢ vectors constituting the search-pool are generated with the aid of P,

More specifically, if the difference between the predicted and actual probabilities is small, then

there will be more ‘diverse’,i.e. dissimilar K-bit vectors among the { vectors in the search-pool.

As shown during the 1st iteration of our five-user example in Fig. 3.10(a) Part (I), the bit-
probabilities seen on top of the cells ranging from the 2nd to the 5th column are all relatively close to
0.5, which results in a relatively high degree of vector-diversity i.e. dissimilarity in the search-pool. As
illustrated by both Fig. 3.8 as well as Fig. 3.10(a) Part (II) and Fig. 3.10(a) Part (III), nine different
vectors emerge among the { = 10 vectors of the search-pool during the 1st iteration. By contrast,

observe in the search-pool during the 2nd iteration that a certain tendency to converge to V(1°7) is

visible, since now three vectors in the search-pool assume the value of V(157) in Fig. 3.10(b) Part (III).
As a result, the number of different K-bit vectors found in the search-pool during the 2nd iteration
is reduced from nine to seven. Furthermore, since the four different bit-probabilities of the two cells
constituting the other four columns are gradually increased, the number of different K-bit vectors
appearing in the search-pool is further reduced from seven to six during the 3rd, 4th, 5th iteration
and finally to five during the 7th, 8th and 9th iteration, as readily observed from Fig. 3.10(b)~(i)
Part (II) and Fig. 3.10(b)~(i) Part (III). The above-mentioned observation is further augmented by

Fig. 3.18.

Sl ~ ®

in the search pool

number of different K—-bit vectors
o1

42 3 4 5 6 7 8 9

search iteration index

Figure 3.18: Number of different K-bit vectors among the ¢ = 10 vectors in the search-pool during each
ACO-based search iteration for the system parameters of Table 3.1.

When the difference of the symbol-probabilities associated with the two cells constituting the same

column is increased, more and more ants will choose the same route representing the most likely K-bit
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vector. Thus a gradual convergence is observed.

Throughout the search process illustrated in Fig. 3.10, the search-pool has been converging towards
the MF solution of V(Q%) during the 1st iteration, towards v(157) during the 2nd iteration, v(f’g) during the
3rd iteration, v(f’g) and vg during the 4th iteration, vg during the 5th iteration, the 6th iteration, and
finally returning to the ML solution V(;l) during the 7th, the 8th and the 9th iteration. The change
in the center of convergence versus the search-pool iteration index is the stepwise linear Curve III in
Fig. 3.14.

3. Convergence of the search-pool to the elite K-bit vector

As discussed in Section 3.4.4.2, the convergence or appearance to the elite K-bit vector is slower
than the initial emergence of the elite vector. However, the convergence of the search-pool to the
elite K-bit vector is even slower than that of the pheromone-level. This is simply owing to the joint
consideration of the pheromone and the intrinsic affinity, when the bit-probabilities are evaluated,

which in turn are used to generate the ( vectors constituting the search-pool.

When comparing the stepwise linear Curves II and III in Fig. 3.14, the above-mentioned slower
convergence of the search-pool to the ML solution compared to that of the pheromone does not become

conspicuous before the 6th iteration, as seen in Fig. 3.10(b)(c)(e) Part (I).

As observed in Fig. 3.10(d) Part (I), the highest-‘pheromone’ vector is vgg =[-1, +1, -1, —1, +1],
but since the difference between the pheromone-level associated with the two cells of the 3rd column

is not so significant, the pheromone-related convergence process from v(157) =[-1, +1, +1, +1, +1] to

vgg was completed during the 4th iteration. Therefore, the bit-probabilities associated with the pair
of cells in the 3rd column is predominantly determined by the intrinsic affinities of 776_3 = 53.97 and
773_3 = 76.2, as shown in Fig. 3.13(b), which exhibit a more substantial difference than the pheromone
densities. There is a similar reason behind the inconsistency observed between the pheromone-level
and the bit-probability associated with the pair of cells constituting the 4th column during the 6th
and 7th iteration, as shown in Fig. 3.10(f) Part (I) and Fig. 3.10(g) Part (I), respectively. Therefore,
when the pheromone-level of a certain K-bit vector is not particularly high, the convergence of the
search-pool population to the highest-pheromone vector will be further slowed down by taking into

account the intrinsic affinity, which determines the bit-probabilities.

Hence, the speed of the pheromone-based convergence to the elite K-bit vector can be adjusted by
appropriately tuning the parameters p and o of Eq. (3.23) and Eq. (3.22), which control the effect of
the pheromone and the weight of the elite vector’s incremental pheromone, respectively. Apart from
p and o in Eq. (3.23) and Eq. (3.22), the speed of the search-pool population’s convergence may also
be adjusted by tuning the parameters « and (3, which quantify the weight of the pheromone and the
intrinsic affinity, respectively. More specifically, increasing the value of p, 3 or decreasing the value of
o, «, results in reducing the speed of convergence of the search-pool’s population to the elite vector.
By contrast, decreasing the value or p, 8 or increasing the value of o, « results in increasing the

convergence speed of the search-pool’s population to the elite K-bit vector.
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3.5 Summary of the ACO-based MUD Algorithm

3.5.1 Global view of the ACO-based MUD algorithm

Based on the search process exemplified in Fig. 3.10 and on the combined effects of all the parameters,

the following conclusions may be drawn regarding the ACO-based MUD algorithm.

1. Observe in Table 3.1 in conjunction with Fig. 3.13(a) that the closer the real part of the MF
output R{yx} to 0, the lower the influence of the corresponding MF solution of sgn(R{yx}) becomes.
As a result, the two intrinsic affinities of n4; are close to two and the two symbol probabilities of
P(l)(vk = +1) are close to 0.5 during the 1st iteration. Therefore the ¢ vectors in the search-pool
become more dissimilar or diverse during the 1st iteration. Hence we have an increased chance for the

vectors different from the MF solution to emerge in the search-pool during the 1st iteration.

2. The K-bit vectors, whose LLFs are scattered around the MF-solution’s LLF value will be

favoured for inclusion in the search-pool during the 1st iteration, as observed from Fig. 3.5.

3. The specific K-bit vector having the highest LLF will be chosen as the elite vector during a
search iteration, and the pheromone-level will be increased along the elite-route representing the elite
K-bit vector during both the current and the next iteration. Then the LLF's of all the K-bit vectors
appearing in the search-pool during the next iteration will be clustered around the LLF's of the elite
K-bit vector.

4. Recall from Fig. 3.14 that owing to the influence of the existent pheromone-level and due to
the contribution of the intrinsic affinity, the convergence of the search-pool’s population to the elite

K-bit vector is typically delayed by a few iterations to the fist emergence of the elite K-bit vector.

5. The delayed convergence of the search-pool population to the elite K-bit vector allows the
emergence of new vectors, whose LLF's are centered around the LLF of the elite vector, which may in

fact have superior LLF.

6. The above steps 4 and 5 are repeated, until the globally optimal K-bit vector was found or the

affordable complexity was exhausted.

7. Finally, all the ants will converge to the globally optimal route corresponding to the ML solution.

3.5.2 Effect of the ACO-MUD parameters

e Throughout the entire search process carried by the ACO-based MUD algorithm, as exemplified
in Fig. 3.5(a), the search-pool’s population gradually evolves from a group of diverse or dissimilar
K-bit vectors centered around the MF solution to the K-bit ML solution.

e The search-pool’s vectors are centered around the elite K-bit vector having the highest LLF

among all the vectors captured by the search-pool so far.

e The direction of the search-pool’s evolution is controlled by the pheromone, where the pheromone
is proportional to sum or average of the LLFs of all the vectors captured during the most recent
iteration. The direction of evolution is particularly influenced by the amount of incremental

pheromone, leading to the elite K-bit vector.
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e The speed of search-pool’s population evolution is jointly controlled by «, 3, ¢ and p, which are
the weight of the pheromone, the weight of the intrinsic affinity, the weight of the elite vector

and the pheromone evaporation rate, respectively.

e Since the search-pool evolution process considered endeavors to host a population centered
around the elite vector, once the globally optimal K-bit vector is captured, no new elite vector
will be found during the remaining iterations, as illustrated by the subplots ranging from ‘iter 4’
to ‘iter 8 in both Fig. 3.5(a) and (b). Hence, the globally optimal K-bit vector will be deemed

to be the elite K-bit vector throughout the remaining search iterations.

e Asaresult, the pheromone-level of the globally optimum ML solution will be repeatedly increased
allowing the entire search-pool to gradually converge to the globally optimal solution again, as

inferred from the subplots ranging from ‘iter 4’ to ‘iter 8 in Fig. 3.5(b).

Below, we will continue our discussions regarding the effects of each parameter listed in Table 3.4 in

more detail.

1. A high g in Eq. (3.26) will speed up the search-pool population’s evolution driven by the

pheromone-level;

2. A high o in Eq. (3.22) will expedite the convergence of the search-pool’s evolution towards the
elite K-bit vector;

3. Increasing a of Eq. (3.26) will result in a consistently high influence of the initial search-pool
population, which is determined by the MF output’s real part, hence reducing the speed of its

convergence, as driven by the pheromone-level.

4. A high p in Eq. (3.23) will further slow down the convergence of the search-pool population’s
evolution to the elite vector by reducing the convergence rate of the pheromone to the elite K-bit

vector through emphasizing the influence of the existent pheromone-level.

5. However, the appropriate choice of § and p in Egs. (3.26) and (3.23) will prevent the search-
pool’s population from pre-maturely converging to a sub-optimal elite K-bit vector before the

globally optimum ML solution is captured.
6. A high ¢ value results in a large search-pool, which may result in an increased complexity.

7. However, too small a ¢ value may reduce the chance of the search-pool to capture a new elite
K-bit vector having a superior LLF in comparison to the current elite vector-LLF; or it way

further slow down the search-pool’s convergence rate.

8. Finally, the number of iterations = should also be appropriately selected, so that the globally
optimal ML solution may be captured, before the affordable number of = search iterations was

exhausted and without imposing an unnecessarily high complexity.

The above conclusions and performance trends have also been summarized in Table 3.6.
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Pheromone search-pool
Complexity | Par.
Parameter implication Convergence | Convergence
value
Rapid | Slow | Rapid | Slow | High | Low
Evaporation rate P l T 1 T T 1 0.5
Weight for the elite ant o T l T T 8
Weight of pheromone « T 1 i} T 0.9
Weight of intrinsic affinity [ i} T T 1 6
Number of ants ¢ T 1 T 1 10
Number of iterations = T 1 10

Table 3.6: Effect of each parameters of the ACO-based MUD algorithm on the behaviour of the optimization
process, where ‘High’ and ‘Low’ indicates the effect of a particular parameter in a specific row on the system’s

complexity.

3.5.3 ACO versus ML algorithm

We will predict the attainable BER performance as well as the complexity imposed by the ACO-
based MUD algorithm compared to that of the ML MUD algorithm in the context of our K = 5-user

example.

1. Near-ML BER performance

1. Provided that all the parameters have been set appropriately, namely as discussed in Sec-
tion 3.5.2, the ML solution will be finally captured by the search process of the ant-colony-based

MUD optimization algorithm, which emerges from the MF solution, as summarized in Section 3.5.1.

2. Therefore, the BER of the system employing the ACO-based MUD algorithm should not be
inferior to that employing the ML MUD algorithm.

This is verified by our five-user example as illustrated in Fig. 3.5, Fig. 3.8 and Fig. 3.10 and will
be further demonstrated in Chapters 4 and 5, when the ACO-based MUD algorithm is applied in
a Multi-Functional Antenna Array (MFAA)-assisted MC DS-CDMA system and in an STBC-aided
cooperative DS-CDMA system.

2. Reduced Complexity

1. The complexity imposed by the ACO-based MUD algorithm is predominantly due to the
calculation of the LLFs of all the K-bit vectors captured in the search-pool throughout the search

process.

Hence the complexity varies from symbol-duration to symbol duration. More specifically, on one
hand the complexity depends on the parameters of the algorithm, such as the search-pool size (, the
maximum number of affordable search iterations =, etc as indicated in Table 3.6. On the other hand,
the complexity is also related to the CIR of each symbol transmitted by the users supported by the

system as well as on the AWGN level encountered during a specific symbol duration.
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An extreme scenario to consider is, when the CIR and the AWGN during a certain symbol duration
leads to high MF output real parts for all the users. Then the high intrinsic affinities associated with
the all cells resembling the MF solution will result in symbol probabilities for all these cells, which
hence results in having identical K-bit vectors in the search-pool during the 1st iteration, which is the

MF solution. In this scenario the LLF only has to be evaluated once.

This does not prevent the system from achieving a near-ML BER, as detailed below. The associated
high MF output real part also implies having a high influence for the MF solution, which indeed has
a sufficiently high probability to be the ML solution.

2. The complexity of the exhaustive search imposed by the ML MUD is constant, regardless

whether the MF solution is or is not the globally optimal solution.

Similarly, regardless of the channel conditions, the vector-LLFs have to be evaluated 2% times
for every symbol duration, when searching for the globally optimal solution. Naturally, when the

complexity imposed may become un-affordable.

3. By contrast, the search carried out by the ACO-based MUD algorithm is focussed on the
vectors having high vector-LLFs, instead of the exhaustive search carried out by the ML-based MUD
algorithm, as illustrated in Fig. 3.5.

Secondly, as discussed above, the complexity of the ACO-based MUD is also determined by the
Hamming or Euclidean distance between the MF and the ML solution. When the MF solution is also
the globally optimum solution with a high probability, the complexity imposed by the ACO-based
MUD algorithm may be further reduced.

4. Therefore, the complexity imposed by the ACO-based MUD algorithm is expected to be sub-
stantially lower than that of the ML algorithm, especially when the number of users supported by the
system is high.

This was exemplified by our detailed K = 5-user example. Although the MF solution was far from
the ML solution, the ACO-based search process required the LLF values of only 13 K-bit vectors in
order to capture the globally optimum ML solution, as observed in Fig. 3.5, Fig. 3.8 or Fig. 3.10. By
contrast, the LLF's of all the thirty-two legitimate vectors have to be calculated for the ML MUD in
order to find the ML solution.

These facts will be further demonstrated in Chapter 4 and Chapter 5, when the ACO-based MUD
algorithm will be applied in a MFAA assisted MC DS-CDMA system and in a STBC aided cooperative
DS-CDMA system, respectively.

3.5.4 ACO versus Genetic Algorithm Aided MUD

Below we will provide a brief comparison between the ACO-baesd MUD and the GA-based MUD,
both of which are population-based optimization algorithms developed from the biological instincts
of ants and from the generic principles of evolution. They both endeavor to find the globally optimal

solution at a significantly lower complexity than the ML algorithm.

The flow-chart of the GA-based MUD algorithm is illustrated Fig. 3.19. In a K-user system, the
ACO-based MUD algorithm differs from the GA-based MUD algorithm in two important aspects.
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Figure 3.19: Flow chart of the GA-based MUD algorithm.

1. Most manipulations in the GA-based MUD algorithm operate on the entire K-symbol vector as
a whole. By contrast, most of the operations in the ACO-based MUD algorithm are carried out
on a bit-by-bit basis.

2. The bit-based processes in the GA-aided MUD algorithm are typically guided random pro-
cesses, while the bit-by-bit operations of the ACO-based MUD algorithm are driven by the
bit-probabilities.
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Below we will elaborate on the above two points in more detail.

3.5.4.1 Bit-by-bit versus vector-based operation

1. ACO-based MUD algorithm

In terms of the ACO-based MUD algorithm, the (2 x K )-element route-table converts the 2X legit-
imate vectors to 2K legitimate bits, which allows most of the functions of the optimization algorithm

to be realized on a bit-by-bit basis.

For instance, the driving force of the convergence, namely the increased amount of pheromone as
well as the factor preventing premature convergence, namely the intrinsic affinity and the retention of
a fraction of the existing pheromone, constitute properties associated with each of the 2K legitimate
bits.

Naturally, the bit-by-bit based functions do not prevent the ACO-based MUD algorithm from
employing the information obtained on a K-bit vector basis. For example, the objective function
allows us to take into account the effect of co-channel users, as indicated by Step 7 of Fig. 3.9.
However, this information is ultimately exploited to update the properties of each bit of a K-bit

vector, as represented by the ‘pheromone update’ process of ‘Step 3’ in Fig. 3.9.

In conclusion, as specified in Section 3.3, the initial search-pool of the ACO-based MUD algorithm
is generated with the aid of the MF outputs. The ACO MUD exploits the fitness of the entire K-bit
vector to update its constituent bit probabilities, since each of the 2K bits of the route-table is shared
by 26—1 K-bit vectors.

2. GA-based MUD algorithm
By contrast, since there is no ‘route-table’ in the GA-based MUD algorithm, the beneficial bit-by-bit
operations of the ACO-based MUD cannot be exploited.

Indeed, diverse algorithms may be employed by the GA-aided MUD’s initialization block of Step
1 in Fig. 3.19 so that the initial K-bit vectors are not generated randomly. For example, the MF can
be used as the basis of toggling all the K bits in the interest of finding improved ‘individuals’ for the

initial pool.

The individual steps of the GA-aided MUD were detailed in [93].

3. Advantages of bit-by-bit ACO operations

The advantages of the bit-by-bit operations are briefly summarized below:

1. The exploitation of the bit-probabilities will avoid unintelligent random manipulations, hence
avoiding the generation of low-probability K-bit vectors, which allows us to reduce the complex-

ity imposed.

2. The ACO MUD was an intricate control over each of the legitimate bits of the K-bit vector, as
will be detailed in Chapter 6.
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A further aspect worth of mentioning is the two-way conversion between bit-based processing and
vector-based processing achieved by the ACO-based MUD algorithm. On one hand, the ‘pheromone
update’ process portrayed in Step 3 of Fig. 3.9 converts the K-bit vectors to bit-based quantities. On
the other hand, the ‘search-pool generation’ process represented by Step 5 in Fig. 3.9 converts the

bit-based manipulations to vector-based operations to be carried out in Step 6 and Step 7 of Fig. 3.9.

3.5.4.2 Random versus Probabilistic Search

There is no direct provision in the GA-based MUD algorithm for evaluating the bit-probabilities. In
other words, the probability of each of the 2K bits is inaccessible in the GA-based MUD algorithm.
To circumvent this problem, the concept of the so-called population-based soft GA MUD of [94]
was conceived. Nonetheless, bit-based operations, such as the cross-over and mutation of the K-bit
vectors may be employed by the GA-based MUD algorithm in order to support the ‘evolution’ of
the GA’s K-bit individuals as detailed in Table. 3.7. By contrast, the ‘evolution’ of the search-pool’s
evolution carried out in the ACO-based MUD algorithm is directed by the bit-probability quantifying

the normalized merit of the relevant symbol.

Compared to the ACO-based MUD, the optimization process implemented by the GA-based MUD
is not guided by the bit-probabilities, it is rather more randomly oriented. Hence the GA-based MUD

may require a larger population size for finding the globally optimum ML solution.

For example, in the GA-based MUD the bits of the candidate vector are randomly mutated. By
contrast, the probability of each bit in the ACO-aided MUD is jointly determined by the MF output’s
real part as well as by the LLF's of all the vectors in the search-pool encompassing that specific symbol-
value. In other words, if the probability of a certain symbol being ‘4+1’ (or ‘—1’) is close to one, no
operations will be wasted on considering any K-bit vectors having ‘—1’ (or ‘+1’) in that particular

bit-position.

As exemplified by our K = 5-user example, when the probability of the MF solution’s 1st symbol
being identical to the ML solution’s 1st symbol is high, as reflected by the high intrinsic affinity
associated with the (1, 1) cell illustrated in Fig. 3.13(a), the probability of the ¢ ants choosing ‘—1’ for
the 1st symbol during the first iteration is close to 1.0, as observed from Fig. 3.10(a) Part (I). Hence,
no K-bit vectors having the 1st symbol of ‘+1’ will be included in the search-pool during the first
iteration, resulting in no pheromone being added to the (2,1) cell. Hence no vectors having the 1st
symbol being ‘41’ is included in the search-pool during the second, or in fact during all the remaining
iterations. The influence of the first bit may be verified with the aid of Table 3.2, where the LLFs of
all the sixteen K-bit vectors having the first symbol as ‘4+1’ are negative and hence they are inferior

to the other sixteen vectors.

Hence, the rationale of generating K-bit vectors according to the probabilities quantified by the
MF outputs’ real parts and the vectors LLFs that have been included in the previous search-pool
prevents the system from calculating the LLFs of vectors having a low probability of becoming the

globally optimal ML solution.

Based on the above discussions, the main differences and similarities between the GA-based MUD
and the ACO-based MUD are listed in Table 3.7.
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fitness value

FUNCTION GA ACO
initialization generating search-pool
vector-basis symbol-by-symbol basis
Initialization | ( a priori probability ) ( MF outputs )
Step 1 stepl -2—-3—-4—5
(Step 3: trivial pheromone)
selection | incremental pheromone
vector-basis symbol-by-symbol basis
( fitness value ) ( fitness value )
Step 4 Step 3
Ccross over calculating probability
Evolution symbol-basis symbol-by-symbol basis
( random ) ( fitness value+MF )
Step 5 Step 4
mutation generating search-pool
symbol-basis symbol-by-symbol basis
( random ) | ( symbol-value probability )
Step 6 Step 5
evaluation calculating LLF
Evaluation

vector-value

vector-value

Avoiding
pre-mature

convergency

step 7 step 7

selection pheromone update

Use of vector-basis symbol-by-symbol basis
fitness value ( fitness value ) ( fitness value )
Step 4 Step 3

mutation intrinsic affinity

symbol-basis

( random )

symbol-by-symbol basis
( MF outputs )

Step 6

Step 3

existing pheromone

symbol-by-symbol basis

( fitness value )

Step 3

Table 3.7: Comparison between processes of ACO-based and GA-based MUD algorithm in realizing the key
functions constituting the MUD optimization process. The content inside ‘( )’ are the property or variable
determining the above manipulation. The index of step in the GA column refers to the numbered blocks in
GA’s flow-chart in Fig. 3.19, while that in the ACO collumn refers to the numbered blocks in flow-chart of ACO
algortihm in Fig. 3.9. And the ‘fitness value’ is the real scalar obtained by substituting the variable representing

the candidate solution with the vector-value under consideration in the objective function.
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3.6 Summary

The ACO-based MUD algorithm has been detailed in this chapter. The (2 x K)-element route-table
represents the K-bit MUD problem as a graph-based search problem. The evaluation of the 2K
legitimate vectors has been transformed to that of the 2K legitimate bits with the aid of the route-
table. This is achieved by exploiting the incremental pheromone which assists the evaluation of the
search-pool from the MF solution to the ML solution. At the same time, the intrinsic affinity as well
as the relatively slow evaporation of the existing pheromone level prevent the optimization procedure

from premature convergence to locally optimal solutions.

The total size of the search space is quantified by the product of the number of ants ( and the
number of iterations =, rather than by 2%. As opposed to the GA-based MUD algorithm, most of the
functions of the ACO-based search process are manipulated on a bit-by-bit basis, which reduces the

complezity imposed and allows the LLRs associated with each bit/symbol to be exploited.



Chapter 4

ACO-Aided Detection for
Multi-Functional Antenna Arrays

Orthogonal Frequency Division Multiplexing (OFDM) [164-167] employs U orthogonal subcarriers
to transmit U parallel data streams in order to achieve a high transmission rate. As a benefit of
the reduced data-rate of each subchannel facilitated enabled by the serial-to-parallel conversion of
the high-rate serial data-stream, accurate synchronization of the OFDM system may be more readily
achieved. Moreover, by inserting a guard interval between each OFDM symbol, the channel-induced
Inter-Symbol Interference (ISI) and Inter-Channel Interference (ICI) may be mitigated. The principle
of Code-Division Multiple-Access (CDMA) and OFDM signalling may be amalgamated, which leads
to the concept of Multi Carrier CDMA (MC-CDMA) which attracted substantial research interest in
the field of wireless communications [9,10,167-174].

In contrast to the Single-Input Single-Output (SISO) system employed in Chapter 3, in this chapter
we consider a Single-Input Multiple-Output (SIMO) UL system, which employs antenna arrays at
the BS’s receiver. Smart antennas have attracted intensive investigations owing to its capability of
enhancing the attainable system performance with the aid of their multiplexing gain, beamforming
gain and or diversity gain [18,19, 21, 23,24, 27, 28, 30, 31, 33, 175-180]. To elaborate a little further,
beamforming techniques rely on \/2-spaced elements and are capable of creating angularly selective

beams.

By contrast, the family of spatial diversity schemes includes Space-Time Block Codes (STBC) [181],
Space-Time Spreading (STS) [182], Space-Time Trellis Codes (STTCs) [183], Linear Dispersion Codes
(LDC) [184] and their differentially encoded, non-coherently detected counterparts [185]. In contrast
to beamforming schemes, spatial diversity schemes require the independent fading of each channel, so

that the maximum attainable diversity gain may indeed be achieved.

The stylized Multi-Functional Antenna Array (MFAA) concept of Fig. 4.1 combines the above-
mentioned beamforming and spatial diversity techniques. This is achieved by arranging for the an-
tennas to have multiple \/2-spaced elements for creating beamformings and these beamformer arrays
may then be replicated at distances of 5 — 10\ in order to achieve a spatial diversity gain provided by

independently fading channels.

To elaborate a little further, beamforming constitutes an ‘angularly selective’ filtering technique [32,
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Figure 4.1: Multi-Functional Antenna-Array (MFAA) employing N, receive antenna arrays, each having L

A/2-spaced elements.

33], where the direction of the transmitter’s DownLink (DL) beam may be automatically adjusted to
the direction of the desired user by appropriately updating the array weights. The same techniques

are applicable to receiver beamforming at the BS in the UL.

Unlike in [186-188], where orthogonal Walsh-Hadamad (WH) codes were employed as the Time-
Domain (TD) spreading sequences for downlink transmission, in this chapter, non-orthogonal codes
are employed, which typically result in Multi-User Interference (MUI). The mitigation of the MUI
requires the employment of Multi-User Detection (MUD) [93,189]. The optimal Maximum Likelihood
(ML) MUD carries out an exhaustive search for all the legitimate combinations of the transmitted
symbols of all the users. Naturally, this technique has a complexity that increases exponentially with
the number of users, as well as with the number of bits per symbol, which motivates the development
of reduced-complexity near-optimal ACO-based MUDs for the MFAA assisted MC DS-CDMA UL.

The novelty of this chapter is that the ACO-based MUD is then further developed for employ-
ment in the MFAA assisted MC DS-CDMA UL, which supports both receiver diversity and receiver
beamforming. Again, we will demonstrate that similarly to the single-carrier CDMA system of Chap-
ter 3 and regardless of the number of subcarriers or of the specific MFAA configuration, the MD
DS-CDMA system employing the proposed ACO-based MUD is capable of supporting K = 32 users
with the aid of 31-chip Gold codes used as the TD spreading sequence. This is achieved without any
significant performance degradation compared to the corresponding single-user benchmark system. As
a further benefit, similarly to the single-carrier CDMA system of Chapter 3, the number of FLOPS
imposed by the proposed ACO-based MUD is a factor of 10® lower than that of the ML MUD. We also
demonstrate that at a given increase of the complexity, the MFAA will allow the ACO-based MUD to
achieve a higher SNR gain than the corresponding Single-Input Single-Output (SISO) MC DS-CDMA
system [131].

The rest of this chapter is organized as follows. Different types of MC DS-CDMA transmission
schemes will be briefly introduced in Section 4.1. Additionally, the MFAA assisted receiver as well as
the objective function considered are also highlighted in Section 4.1. In Section 4.2, the ACO-based
MUD algorithm of Chapter 3 is developed further for application in the MFAA assisted MC DS-CDMA
system considered. Then, both the achievable BER performance and the complexity imposed will be

analyzed in Section 4.3. Finally, we will conclude our discourse in Section 4.4.
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4.1 System Description

The system model employed in this chapter is derived from the Single-Input Single-Output (SISO)
DS-CDMA UL depicted in Fig. 2.4, where a single receiver antenna is installed at the BS. By contrast,
in the system structure proposed in this chapter, an antenna array comprising N, beamformers each
having L antenna elements is installed at the BS to receive the superimposed signals of the K UL
users, as seen in Fig. 4.1. Apart from the MFAA used, the ‘CDMA spreading’ block of Fig. 4.1 is also
different. More explicitly, a single-carrier DS CDMA scheme was used in the ‘CDMA spreading’ block
of Fig. 2.4, while a MC DS-CDMA spreading scheme was incorporated in the ‘CDMA spreading’ block
of Fig. 4.2.

Single Antenna
Antenna Array
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Figure 4.2: Block diagram of the multiuser MFAA-aided MC DS-CDMA UL considered in Chapter 4, which
evolved from the Single-Input Single-Output (SISO) MU UL system’s transceiver block diagram depicted
Fig. 2.4. The mere difference between this architecture and that of Fig. 2.4 is that MFAAs are employed .
The specific structure of the transmitter’s ‘CDMA spreading’ block and that of the receiver’s ‘Hard-Output
Detector’ will be detailed in Fig. 4.4 and Fig. 4.7, respectively.

The family of multi-carrier systems emerged from the classic concept of OFDM [17], which found
its way into diverse wireless systems. Just to mention a few, Wireless Local Area Networks (WLAN)
specified by the IEEE 802.11 standards [190], the Digital Studio Broadcast (DAB) [191] and Digital
Video Broadcast (DVB) [192] systems, as well as the WIMAX [14] and the Third-Generation Part-
nership Project’s Long-Term Evolution (3GPP-LTE) [15] advocate OFDM. However, the performance
of OFDM may readily be improved with the aid of spreading techniques. More specifically, Direct
Sequence (DS) spreading known from classic single-carrier DS-CDMA is capable of mitigating the
effects of Time-Domain (TD) fading, as detailed in [93], which occurs in time-selective fading scenar-
ios. By contrast, in frequency-selective fading scenarios Frequency-Domain (FD) spreading may be
invoked [17], which spreads each subcarrier’s signal across all the subcarriers. Multiple users are then
supported by superimposing the FD spreading codes on top of each other instead of overlaying them
in the TD, as in MC DS-CDMA. Thirdly, the multi-carrier signal may also be spread in the Spatial
Domain (SD) to multiple transmit antennas, as in Space-Time Spreading (STS) schemes [93]. The
most flexible schemes emerge, however, when TD-, FD- and SD- spreading are employed jointly in

form of 3D spreading, which is capable of mitigating the effects of fading in all three domains. A
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Figure 4.3: CDMA spreading schematic for the kth user’s transmitter, when FD-spreading across N subcarriers
are activated in the the MC DS-CDMA system considered.

further benefit of 3D spreading is that a potentially reduced complexity is achieved, which becomes
plausible with the aid of the following simple example. When aiming for supporting say K = 512 users
employing TD- or FD- spreading and a ML MUD would require the evaluation of 2°!2 potential 512-bit
MU vectors, which is clearly unrealistic. By contrast, we may invoke a TD Spreading Factor (SF)
TDgr = 8, a FDgp = 8 and TDgr = 8, which requires the evaluation of 28 4+ 28 + 28 = 3. 256 decision
vectors. Alternatively, when considering a matched filter, instead of requiring 512 multiplications for

the correlation receiver, only 3 - 8 = 24 multiplications are imposed.

The schematic of multicarrier CDMA using F-domain spreading [5,193-195] is depicted in Fig. 4.3,
where each data symbol is copied to Ng subcarriers using a Ng-chip spreading code. Then the ngth

parallel substream seen in Fig. 4.3 modulates the subcarrier frequency f,, for ng =1,2,..., Ns.

The CDMA spreading scheme of Fig. 4.3 can also be employed by each individual transmitter of
a multi-user system [196]. Hence, each user is assigned a unique user-specific Ns-chip FD spreading
code. The signal transmitted by different users may then be separated at the receiver by exploiting the
knowledge of the users’ unique spreading code. When using synchronous downlink transmissions and
orthogonal WH codes, a near-single-user performance may be achieved over AWGN channels. However,
the orthogonality of WH codes for transmission over dispersive channels is destroyed. Fortunately the
MUI and ISI may be mitigated with the aid of MUDs, such as the ACO-aided MUD of Chapter 3.

The maximum FD diversity gain may be achieved, if each individual subcarrier experiences inde-
pendent fading. Naturally, this may only be achieved, if the subcarriers’ frequency separation exceeds

the coherence bandwidth of the channel [193], which potentially requires a high system bandwidth.

In contrast to the above-mentioned FD-spread MC CDMA systems, in the TD-spread family the
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original data stream is first serial-to-parallel converted to U parallel substreams, as seen in Fig. 4.4,
which results in a new extended symbol duration, having a length of U times the orgininal input data
symbol length. Then each substream is spread using a specific DS spreading code in the TD, so that
each symbol is mapped to and transmitted over Ng chip intervals constituting the U-fold extended
symbol duration. Then each chip modulates a unique subcarrier specified by the index of the data
stream. Hence we may argue that in TD-spread MC CDMA each subcarrier’s signal is similar to that

of a conventional single-carrier DS-CDMA scheme [9].

In our Multi-Functional Antenna-Array (MFAA) assisted MC DS-CDMA system of Fig. 4.2 each
physical link between the K UL users and a single element of the receiver’s MFAA is a SISO TD-spread
MC DS-CDMA UL system.

4.1.1 Transmitter Model

Symbol duration
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Figure 4.4: The kth user’s ‘CDMA spreading’ block seen in Fig. 4.2, when a total of U - V' subcarriers are
employed in the MC DS-CDMA-IT scheme considered.

In this subsection, the generalized MC DS-CDMA system of Fig. 4.4 [11,12] is reviewed. At the
transmitter side of each UL user, the binary data stream by having a bit duration of T3, is BPSK modu-
lated and then DS-spread as shown in Fig. 4.2. The ‘CDMA spreading’ block of Fig. 4.2 carries out the
spreading of the signal both in the TD and FD. To expound further, the TD spreading is achieved by
multiplying the original signal with a Ng-chip quasi-orthogonal code cg, which is specifically assigned
to the kth user. The FD spreading is achieved by mapping each branch of the power-normalized signal
to V subcarriers having a frequency separation of f. = 1/T¢, where T, is the chip duration. In its

simplest form the latter mapping to V subcarriers may represent copying, i.e. replicating each signal
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V times. Alternatively, this can be carried out with the aid of a FD-spreading operation, which allows

us to avoid the V-fold effective throughput reduction of the V-fold subcarrier repetition.

The class of orthogonal multicarrier DS-CDMA systems - which was referred to as the family of
multicarrier DS-CDMA-II systems by the authors of [93] have been studied in great depth in [9,197—
199]. The orthogonal multicarrier DS-CDMA transmitter of Fig. 4.4 spreads the serial-to-parallel
converted data streams using a spreading code cg in the TD so that the resultant spectrum of each

subcarrier remains orthogonal in the FD, while maintaining the minimum frequency separation [9,198].

The spectrum of the multicarrier DS-CDMA-II signal is shown in Fig. 4.5, where the sinc-function-
shaped FD sprectral lobes appear as a consequence of using a rectangular TD window at the modulator.
Again, in the multicarrier DS-CDMA-II system the subcarrier frequencies are chosen to be orthogonal

to each other with the minimum frequency separation of f. = 1/T¢.

More specifically, a total of UV subcarriers are arranged according to the following matrix:

| fu fiz - fw ]
fo = f:21 ffz f2:U (4.1)
| fvr fve o fvo

By defining the basis frequency fy as indicated in Fig. 4.5, we may introduce the single subcarrier

subscript of
i=(u—-1)U+w. (4.2)
Then the (v,u)th frequency element of the matrix represented by Eq. (4.1) can be specified as:

fi=fou=fo+i/Tc = fo+ (u—1D)U/T, +v/T.. (4.3)

In Eq. (4.1) the subcarriers {fiy, fou, --+, fru} within the uth column are the V' subcarriers
carrying the same baseband BPSK signal vy, (t), i.e. the uth branch of the kth user, as observed in
Fig. 4.4. As seen in Fig. 4.5, the FD separation of A = f(, 1), — fuu between two adjacent subcarriers
used for transmitting the same signal vy, is equivalent to Af = Uf. = U/T,. Hence, the specific
arrangement of the frequencies related to the UV subcarriers ensures that the subcarrier frequencies
used for transmitting the same signal are as far as possible from each other in the FD to ensure their

independent fading, in order to achieve the maximum frequency diversity gain.

Then, the TD DS spread signal of the uth sub-stream, v = 1,2,...,U, will be mapped to a group
of V parallel subcarrier frequencies { fi, fou,-- -, fvu}. More specifically, the uth branch of the kth

user’s signal vy, transmitted over the vth subcarrier may be expressed as

Sk,vu(t) =1/ %Uku(t)ck(t) COS(27vaut + ¢k,vu)7 (4'4)

where B, was originally defined as the power of each bit, more specifically, the power of each BPSK
modulated symbol vg,, k =1,2,..., K and w=1,2,...,U. 1/V represents the power-scaling factor,
which evenly spreads the power of the signal over each of the V' subcarriers. Furthermore, ¢y, ., rep-

resents the phase angles introduced by the carrier modulation process. Finally, the signal transmitted
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Figure 4.5: The U - V orthogonal subcarriers modulated by each of the K’ MC DS-CDMA users.
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Figure 4.6: Illustration of BeamForming (BF) technique when the signals transmitted from the kth user are
received by the n,th antenna array encompassing L elements.

by the kth user’s single antenna is the superposition of the UV signals mapped to the UV subcarriers.

Therefore, the transmitted signal of user £ may be expressed as

U v
sE(t) = Z Z \/ %Uku(t)ck(t) cos(27 fout + Pk vu)- (4.5)

u=1v=1

4.1.2 Channel Model

We assume that at the Base-Station (BS) there are N, receiver antenna arrays, as shown in Fig. 4.5
and Fig. 4.6, which are located sufficiently far apart so that the corresponding received MC DS-CDMA
signals experience independent fading, when they reach the different antenna arrays. Each of the N,
antenna arrays consists of L elements separated by a distance of d, which is usually half a wavelength.
As observed from Fig. 4.6, the L CIR taps experienced by the signal transmitted from the same user
to the L elements of each of the IV, antenna arrays are correlated with each other. Therefore, we
will first outline the channel model for the waves arriving from each user to the first of the L array
elements of a given antenna array. Then the remaining (L — 1) CIR taps related to the other (L — 1)
array elements, ranging from the 2nd to the Lth, will be derived according to their relationship with

the CIR corresponding to the 1st element.

We commence our discourse by introducing the frequency-selective channel model considered,

where the transmitted signal is received over () independent slowly-varying flat fading channels. More
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specifically, the complex low-pass equivalent representation of the CIR experienced by subcarrier vu

of user k£ may be expressed as:

Q
hid () = 3 il 8t = mig) exp { il (46)

q=1

where ¢ is the index of the CIR taps, §(-) is the Dirac function, ak ou q, T,Z)k ou q and 734 are the random

CIR tap amplitudes, phase and delays, respectively.

If the symbol rate is high, resulting in frequency selective fading, then serial-to-parallel conversion
of the original data stream to a number of reduced-rate substreams may be needed, in order to increase
the chip duration and hence to avoid frequency selective fading. The system model of Fig. 4.4 includes
a S/P converter, which converts the original symbol stream vy, of user k to U substreams, each of which

is transmitted over a U-times longer symbol duration of Ty = UT},.

Based on the system model proposed in this chapter, we assume the absence of ISI, hence we
have Q = 1 in Eq. (4.6). Hence, flat-fading is encountered by each subcarrier signal. Therefore, the
above-mentioned frequency selective channel model of Eq. (4.6) describing the CIR between the kth
user and the 1st array element of the n,th antenna array on subcarrier vu may be simplified to a

flat-fading channel model, yielding

B () = afls) ot — m) exp { gy} (47)

According to Fig. 4.6, the phase difference between the Ith element and the 1st element associated
with a given antenna array is

A = D ) = o (g — 1)% sing"), 1=1,....L, (4.8)
(nr)

where 0, is the average Direction-Of-Arrival (DOA) from the kth user to the n,th antenna array. In
this study, the distribution of the users’ DOAs at the base station is determined using the Geometrically
Based Single Bounce Circular Model (GBSBCM) [200], where the average DOA is the DOA of the
line-of-sight (LOS) path. Slow DOA evolution was assumed for each user and hence the users’ DOAs

may judiciously be assumed to remain fixed during each received data-burst.

For simplicity, we assume that there is no angular spread. Then the Spatio-Temporal Channel
Impulse Response (ST-CIR) h( Tk) encountered by the signal transmitted from the kth user over the

uvth subcarrier to the lth array element of the n,th antenna can be expressed as
nrl Nr . d . ny
hl(c,vu)( t) = h](<: Uu)( t) exp {jQﬂ'X(l -1) Sun@](C )}

= " V5(t — ) exp { [¢,§";u (1 - 1)%% sin 9,&"”} } , (4.9)

forn,=1,...,N;l=1,...,L;u=1,2,...,U;v=1,2,...,V;and k = 1,2,..., K. Since both the
Rayleigh distributed envelope a( ) of the CIR as well as the phase z/J(n’ of the CIR spanning from
the kth user to the 1st array element of the n,th antenna array may be deemed constant for the array
elements belonging to the same antenna array, upon substituting oz,(C and 1/) o Y for a( kou and ¢,(€n;u,

as well as 7, = 0 into Eq. (4.9), we arrive at

n n d . mn
hlg;lu) al,(C ;u exp { [wk o (1= 1)27TX sin 9,2 r)} } . (4.10)
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Figure 4.7: Detailed structure of the ‘Hard-Output Detector’ of the system depicted in Fig. 4.2, where N,
antenna arrays each comprising L elements were installed at the BS in order to provide both a diversity gain

as well as beamforming gain.

4.1.3 Receiver Model

We assume that K synchronous MC DS-CDMA users are supported by the system. Then the signal

received at the Ith array element of the n,th antenna array at the BS may be expressed as:

K VvV U
D) = 33D st () + ()

k=1v=1u=1
K VvV U 2Pb l l

D> 22\ “2 v (t) cos (27rfvu + go,i’f;}) + D), (4.11)
k=1v=1u=1

where we have

oD — gD ) g yon S g _onp o (4.12)
Pk U k,ou k,ou k vulk .

A
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Figure 4.8: Detailed schematic of the ‘MC DS-CDMA despreading u’ block in Fig. 4.7 processing the signal

received from the [th element of antenna n,.

and the random phase of w,gn;i + (- 1)27Tg sin 9,(€nr) imposed on the subcarrier frequency fy,,, was
introduced by the channel spanning from the kth user to the Ith array element of the n,th antenna
array. As suggested by Eq. 4.8, the phase Q/Jkiji) introduced by the CIR correponding to the vuth
subcarrier frequency spanning from the kth user to the [th array element of the n,th antenna array is
constituted by the sum of that introduced by the CIR of the kth user impinging on the 1st element
of the n,th array plus the phase difference between the 1st and the Ith array element. Finally, n(t) is
the AWGN having a zero mean and a double-sided power spectral density of Ny/2.

According to Fig. 4.7, regardless of the antenna array index n, and of the array element index I,
the received signal (") (t) will be first input to the U MC DS-CDMA blocks corresponding to the U
groups of subcarrier frequencies { fiy, fou, - -+ fvu}, v =1,2,...,U, as seen in the matrix of Eq. (4.1).
The detailed structure of the uth MC DS-CDMA despreading block is depicted in Fig. 4.8.

The despreading scheme of Fig. 4.8 is quite similar to the receiver arrangement shown in Fig. 4(c)
of [196] and to Fig. 3 of [201]. However, the main difference between Fig. 4.8 and the latter two figures
lies in whether or not the TD-despreading is carried out simultaneously with the FD-despreading.
More explicitly, in Fig. 3 of [201], the TD spreading sequence ¢; is multiplied with the signal before
the signal is integrated from 0 to Tg,. Hence, the output of each integrator block shown in Fig. 3
of [201] is identical to the MF output in both the TD and FD.

By contrast, the TD despreading was not incorporated into the MC DS-CDMA despreading scheme
shown in Fig. 4.8, because we aimed for expressing the signal received by the [th array element of the
n,th antenna array on a subcarrier-by-subcarrier basis to ensure that the corresponding mathematical
formulation shown in Eq. (2.25) remained valid, which was derived for a DS-CDMA system using TD

fomulation spreading.

As shown in Fig. 4.8, the input signal (") (t) of the uth MC DS-CDMA spreading block is firstly
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multiplied with a group of cosine waveforms associated with the group of subcarrier frequencies { f1,
fous -+ fvu}- Then the resultant signals of the V' branches are passed through the integrators having
a time-constant of the chip-duration, where we have ng = 1, 2, ..., Ng in Fig. 4.8. Below, we assume
that the reference subcarrier is v = 1 and v = 1. Then the output r,g";i)(t) of the integrator operating
during the ngth chip interval related to the vuth subcarrier frequency and processing the signal of the

(ny,l)th antenna element may be expressed as:

nsTe
0= oo )

STC

nsT v

Te 2D il g
Sy S P ety cos(n ot + D) cos(am i + )
nsTe=Te 1 y=1 u=1

nsTe
/ o)1 )cos(zwfutJrcp;ﬁ 11)>dt (4.13)
nsTe—T¢

As demonstrated in Fig. 4.5, the frequency of each subcarrier employed by the MC DS-CDMA class

IT transmit scheme is orthogonal to each other, yielding:

nsTc
/ cos (27Tf2t + gp(nr )> cos (27Tf]t + gp("r )>dt =0, for i # j, (4.14)
ngTc—Tc

where f; or f; associated with 4, j € [1, UV] provide an alternative representation of f,, with u € [1,U]
and v € [1,V], where the relationship between these two representations was defined in Egs. (4.2)
and 4.3. Additionally, when we have i = j, i.e. when we consider the same subcarrier frequency f;,
we have

nsTe

S C n n 1

/ cos <27rfit + ¢! {l)) cos (27r fit+ o ))dt = (4.15)
nsTe—Te ’

Therefore, Eq. (4.13) may be simplified to

n B Ny nsTe n Ny
7’%1’7?5 (t) =4/ Vb ,(“m wk ou v 1Ckn, + / nl rl)(t) cos (27Tf11t + 4,0,(6’1?>dt, (4.16)

k=1 ngTc—Tc
where we have h,(fn;z = a,(fn;i) 1%3 The second term of Eq. (4.16), namely [ Sjj:c T n((t) cos (277 firit+
(n

©p, 11)> dt may be considered as the Fourier transform of the TD AWGN variable n("!)(t), a zero mean

and a variance of 02 = Ny/2-T.. When T is normalized to one, the variance of [ nSTTC T n(D (t) cos (27T fut+

1&11)>dt becomes o2 = Npy/2.

Hence, Eq. 4.16 can be alternatively represented with the aid of discrete numbers as:
(nr Pb (nel) (nel)
"Lns Z Chny g, 17 Vk1 + 11 (4.17)

where nglrl) = fyZSTT;_TC n(m D (t) cos (27Tf11t + CP,(g 11))dt is a Gaussian distributed complex random

variable having a mean of zero and a variance of 02 = Ny/2. If we normalize the power of the signal
to P, = 1 and introduce the notation of £ = 1/1/V, Eq. (4.17) may be simplified as:

rl) el
Yll Ng _g Z ckns k 11 Ukl + ngyll,n)s . (418)
k=1
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4.1.4 Objective Function

Recall from Eq. (4.18) that rﬁlr,ll)s describes the signal received during the ngth chip interval on the
(u,v) = (1,1)th subcarrier. Then we may explicitly describe all the Ny signals received from the

ng = 1st to the ng = Ngth chip interval on subcarrier (u,v) = (1,1) as follows:

nyl nyl nyl nyl nyl

7”51,1) = cn hg,n)vn + c21 hén)vm + -+ ¢kl hfm{vm + ngm)
nyl nyl nrl nyl nyl

e = e MTu +oem WTen £ 4 ke highoke 4 niyy (4.19)
nyl nyl nyl nyl nyl

7"517135 = Clehg,n)Un + C2Nsh;711)v21 + -+ CKNshgg,liUKl + ngu\),s

The set of equations in Eq. (4.19) is similar to the signals received in the SISO MU system of Chapter 2
during the Ny chip itervals, which was quantified in Eq. (2.25). Alternatively, we may express Eq. (4.19)

in a matrix-form as:

™) = ccH v, + 0, (4.20)
which can be expanded as:

[ () ] i TT 5t 1T T i

rgrf’l) C11 C21 s CK1 hgril) 0 tee 0 V11 ngrlL,l)

rl vl N/

iy Cla €2 CK2 0 Ay 0 V21 n{isy

=< +
rl vl "/
i Tﬁ,z\)rs | | an. cn, - ckn, | |0 o - hg?,z% JLvkr | | ”Yf}\)/ |

(4.21)

More generally, when we refer to an arbitrary subcarrier index of (u,v) instead of (1,1), we will have

vt = eCH v, +n{h, (4.22)
which can be expanded as:
T‘i(zr’ll) C11 C21 s CK1 hE}Zill) 0 tee 0 Vi ngzr’ll)
vl ol ol
7“1()272) C12 C9292 s CK?2 0 hz(JZQ) te 0 Vo Tl?(j;g)
=& . . . . o . N : ,
i Tiﬁf?fs | | an, N, ccr k. | |0 U hiﬁf% I Lvee || ”ﬁf%s |
(4.23)
where we have
C =lci,co,...,CK] (4.24)
S rl rl rl
;" = diag { [n0)nbud o nl ]|} (4.25)
Vo = [V1u, V2us - -+ Vi) T (4.26)
il il 01T
n&’;if” = ["1(1271)= 1(1272)7---7"1()2,1%3] (4.27)

Egs. (4.22) and (4.23) are similar to the matrix equations describing the received signal with the
aid of C, H, v and n in Egs. (2.27) and (2.28).
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If the subscript v sweeps across the range spanning from 1 to V, with an increment of 1, the
number of equations characterizing the Ng-chip intervals received on subcarrier v = 1 in Eq. (4.19)
will increase from Ng to V Ng, describing all the Ng-chip signals over all the V' subcarriers. Similarly,

the matrix formulation of Eq. (4.20) may also be extended to v = 2,3,...,V, yielding:
(" = e H D 4 n(m), (4.28)

where we have the (V Ny x 1)-element received signal vector formulated as

o) T
rgl )
(nel)
I
rgnrl) _ 2% 7 (4.29)
nel
| r§/1 :

the (V Ny x VK)-element TD-spreading code matrix expressed as

=(nel) _ 0o C --- 0
o R (4.30)

Furthermore, the (VK x V K)-element CIR matrix Hgnrl) is given by

i Hg’{rl) 0 0
aed | O H&”'” o | (4.31)
0 o - HY
the (VK x 1)-element matrix \7§nrl) is expressed as
_ . -
am = | (4.32)
[ V1]
and finally the (V Ny x 1)-element AWGN vector is formulated as:
ni?
n{"! = éf). (4.33)
_ alf?

We can further generalize Eq. (4.28) so that it can represent the Ng-chip receiver outputs vy, voy, - . .,

Vi of the K users on subcarriers { f14, fou, -, fvu}, yielding

rgnrl) — gégnrl)Hgnrl)vgnrl) + ng"rl)’ (434)
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where we have
Ena
p(ml) — o (4.35)
_ e
Then the (VK x VK)-element CIR matrix H{" s given by
H{) o
o =Y 0
' (4.36)
0 0 e
the (VK x 1)-element matrix v D is expressed as:
_ . -
g = | (4.37)
| Vu ]
and finally the (V Ny x 1)-element AWGN vector is formulated as:
B
n(ml) = ngjl) (4.38)
ugy?

Then, the N.LV number of FD-despread baseband signal inputs of the ACO-MUD u seen in Fig. 4.7,

which provides the HO detection results for v,, = [v1y, v2y, - -

where the (N, LV Ny x 1)-element despread received signal vector is expressed as

(11)
r{12)
r, =

I'Q(LNrL)

r, = géHuvu + 1Ny,

., Vi)t can be represented by:

(4.39)

(4.40)

Still referring to Eq. (4.39) the (N, LV Ny x N, LV K)-element TD spreading code matrix is given by:

Q)

¢ g

0o Cud

0
0

C("rl)

(4.41)
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the (N, LVK x N,LV K)-element CIR matrix H,, is described by:

H"Y o ... o0
0 Hq(}2) . 0
H, — ' o ' , (4.42)
0 0 £ I

the (N;LV K X 1)-element matrix ¥, is formulated as:

i vq(}l)

(12)
Vu
‘7’U4 = . 9 (4.43)

VELNrL)

and finally, the (N, LV Ng x 1)-element AWGN vector is expressed in the form of:

[ a0

(12)
Iy,
n,=| - | (4.44)

n(uNrL)

Hence, N, LV Ng number of baseband received signals are required by the ACO-based MUD in order
to detect the K-symbol vector v,.

Briefly returning to Eq. (4.39), n, is a (V N; L Ng)-element complex-valued Gaussian variable having

Q(VNrLNs QI(VNrLNS

a mean of My = ) and a variance of ¥ = o ). Therefore, given a certain K-symbol
vector v, 1, is a (V N, LNg)-element complex Gaussian variable having a mean of My = ¢ CH,v and

a variance of ¢ = 21V N where the (V N, LK )-element vector v is given as:

()
or ()
— A%

VAR . (4.45)

)

The corresponding D = V N, LK-dimensional complex Gaussian PDF given in Eq. (2.67) is repeated

here for convenience:

1 exp [—i(r — Mp)22  (r — My)]
pr) =5 det(Xv) ’

(4.46)

in conjunction with
M, = ¢CH, vV,
Zt = O'I%I(VNrLNS),

D = VN,LN,. (4.47)
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Upon substituting the relevant parameters with their specific definitions given in Eq. (4.47), we arrive

at the conditional PDF of the received signal, given that v(*) was transmitted:

. 1 1 o - .
p(ry|v) = TVNEN: dot(o2) exp <—§(ru — ¢CH,V)22(021) " (r,, — §CHuv)>

1 1 =ryr F\H A -1 = =
= TVNIN: (5 2) VNN o (T) exp <—§(ru —¢(CH,V) 0_,211 (ry — §CHuV)>

1 1 o .
= D) VNN ] exp <_U_r21(ru —¢(CH, V)" I(r, — §CHuV)>
1 1 _ N
= —— oo exp [ ——(r, — ECH,V) (r, — §CHu\'/)>
e (<o

1 1 .
= (ro?) VNN exp <—0_—121Hru - §CHuvH2> , (4.48)

which is valid in the system context described by Eq. (2.25).

In Eq. (4.48) the Euclidean distance component is the dominant part, which changes with the value
of v. Additionally, according to Eq. (4.39), Eq. (4.48) may be alternatively presented as the sum of
the Euclidean distances between the received signals r™! and the transmitted signal v appropriately

VU

processed by & CHS)Z’Z) and associated with each array element on each subcarrier frequency over all
the N, L array elements and V subcarrier frequencies. By defining the received signal vector ri?;”, we

have

Ny L

\%
lew = ECHYP = > Y > |Iel? — ¢CHED|%. (4.49)

ny=11=1 v=1

By defining the Euclidean distance associated with the CIR matrix Hg,?fl) and the received signal vector
rS,?;” as @573”(\‘/), each of the superimposed Euclidean distance components included in Eq. (4.49)
can be expanded according to Eq. (2.78), yielding

O () = el el — [2eR{F Ty (0} - EVHRY], (4.50)

v

where the correlation matrix Rgff}l) of the spreading code matrix C rotated by the channel-matrix

Hgffl) is given by:
R =BV T CcHY, (4.51)

and the MF output yz(,"url) of the superimposed baseband signal of all the K users associated with each

subcarrier vu is given by

yli! = HiPCTH. (4.52)

It may be observed from Eq. (4.50) that the value (r%’l)HrS)Zrl)) does not change with the trial vector-

value v, regardless of the array element index n,, [ or of the subcarrier frequency v.

Hence, the maximization of the conditional probability given in Eq. (4.48) - which quantifies the
probability of receiving r,, as given by Eq. (4.39) for the MFAA assisted MC DS-CDMA UL considered,
provided that v was transmitted over the full set V&) - is equivalent to the minimization of the sum of

Euclidean distances given in Eq. (4.50) over all the V' subcarrier frequencies related to the uth branch,
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and over all the N, L array elements. Furthermore, this may be shown to be equivalent to maximizing

the sum of the LLFs that were originally defined by Eq. (2.80), which is repeated here for convenience
el (v) = 28Ry [0} - VIREDY, (4.53)

over all the V subcarriers and N, L antenna array elements, yielding:

RN

nr—l =1 v=1
- 503U (2R ) - EIRES). (4.54)
ny=11l=1 v=1

Hence, the detector’s output vector given by the ML, MUD algorithm using the objective function of
Eq. (4.54) may be quantified as:

N L V
V = arg max 2id (3
e, 2 2 2 B
N L V
= arg max 2R v y () % HR(”Y) 4.55
gOEV(K)n;”;v:l(f {(viylul} —¢ ) (4.55)

4.2 ACO Based MUD Algorithm

As seen in Fig. 4.7, each of the U substream’s input to the ACO-based MUD generates a (K x 1)-
element vector, say v, for the K-user transmit signal vector of the uth substream bit, say v,. As
detailed in Section 4.1.3, the signals transmitted on the different subcarriers are orthogonal to each
other. Hence, no Inter-Carrier-Interference (ICI) will be imposed by the subcarriers on each other after
FD-despreading. As the U parallel signals transmitted by the same user are differentiated by their
subcarrier frequencies, the U number of ACO-based MUDs seen in Fig. 4.7 may operate in parallel

without interfering with each other.

The flow-chart as well as the variables used by the ACO-based MUD algorithm have been detailed
in Sections 3.3 and 3.4.

Since the signals belonging to the U branches are considered separately, the main task of each ACO-
based MUD seen in Fig. 4.7 remains the mitigation of the MUT introduced by the non-orthogonal TD
spreading codes, which is similar to the main task of the ACO-based MUD in the context of the SISO
DS-CDMA system detailed in Chapter 3. Hence, the route table employed by the ACO-based MUD
algorithm in the context of the MFAA assisted MC DS-CDMA system remains a (2 x K)-element

matrix, as illustrated in Table 4.1.

As observed in Table 4.1, each of the K columns has two rows corresponding to the two legitimate
symbol-value and the globally optimal solution provided by the uth ACO-based MUD seen in Fig. 4.7
is the K-symbol vector V,, which can be represented by a unique route passing through a single cell

in each column.
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1 k K

1| v=-1 Vg = —1 Uiy = —1

2 | vy, =+1 Vg = +1 Viy = +1

Table 4.1: The (2 x K)-element route-table employed by the uth ACO-based MUD shown in Fig. 4.7 for the
MFAA assisted MC DS-CDMA UL supporting K users with the aid of UV subcarriers, where U signals are

transmitted in parallel by each user during each symbol interval.

4.2.1 Log-Likelihood Function of the K-User Vector

Recall from Chapter 3 that the ACO based MUD algorithm is a meta-heuristic learning algorithm
that evolves its search pool from the initial setting towards finding the globally optimal solution. As
observed from Table 3.5, apart from the internal communication between each component of the ACO
based MUD algorithm, it also has to communicate with its environment, both in order to initialize its
search pool as well as to calculate the fitness value of all the K-symbol vectors constituting the search
pool, so that convergence may be achieved by generating gradually increased fitness values during
future iterations. More concretely, the variables characterizing the algorithm and the environment
in terms of the CIR and received signals, for example, are related to each other with the aid of the
symbol LLFs and vector LLF's, as observed in Table 3.5.

Each K-bit vector captured by the searching pool is characterized by a certain fitness value, also
known as the vector-LLF, as observed from Table 3.5, which is calculated by substituting the symbol

v in the objective function for the K-bit vector considered.

As for the ML algorithm, the vector-LLF may be quantified by Eq. (4.53), which characterizes the
likelihood of a certain vector v, being transmitted during a specific symbol interval of the MFAA-
assisted MC DS-CDMA system having N, L antenna array elements and V subcarriers. However, the
symbol-LLF given in Eq. (4.54) has to be appropriately scaled, before it can be incorporated in the
ACO-based search process quantifying the merit of incorporating a specific K-symbol vector in the

search pool.

As observed in Eq. (4.54), the original signal vy, v = 1,2,..., U and k = 1,2, ..., K, is transmitted
at a normalized power of 1/V on each of the V' subcarriers, since the transmitted symbol has to obey
the power constraint stipulated by Zi‘,/zl & = 1. However, as a benefit of invoking a sophisticated
MFAA at the BS’s receivers, the power of the signal is increased at the price of increasing the receiver’s
complexity, as we will detail in Section 4.3. In other words, in contrast to the transmitter, no power-
constraint is imposed at the receiver. Therefore, the K-bit vector-LLF is actually increased by a factor
of N;L. We note that this factor will affect all the 2% LLFs associated with the K-bit vectors in an
identical manner and hence may be neglected during their comparison. More quantitatively, recall
from Eq. (3.18) that the fitness value that will be used for updating the pheromone associated with

each cell in the route-table is given by:

Ny L

|4
— )

nr=1 =1 v=1
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N L V

(26R{e ¥} — RGOV (4.56)

nr—l =1 v=1

where the objective function £,(V) was quantified in Eq. (4.54).

4.2.2 Log-Likelihood Function of the Symbols

Similarly to Section 3.4.1, the symbol-LLF is defined as [, ;; = [, —; = [(vj, = —1) for i = 1; and
ly,ij = lu+; = (vju = +1) for i = 2, which is extracted from the K-bit vector-LLF of Eq. (4.54). More
quantitatively, given Eq. (4.54), the symbol-LLF [, +; associated with the (1,7)th and (2, j)th cell in
the route-table of Table 4.1 of the uth ACO-based MUD of Fig. 4.7 may be quantified as:

lusj = 222(2@%&1 vt - € £ 1RO 41

nr—ll 1 v=1
= ZI;ZI(M%{ o} — SQRfZ’é]) (4.57)

()

v, ]

(nel)

vu,jj
is the jth diagonal element of Rf)zr ) 5 in Eq. (4.51). The K diagonal elements of Rz(,u D represent the

where y is the jth element of the vector y( D iy Eq. (4.52) representing the MF output and R,

auto-correlation coefficients of each of the K users’ spreading-code matrix C. More particularly, the

jth diagonal element of Rgﬁrl) can be calculated by:

(nel) (nrl)H T nrl)

R — phH T it ‘h] el (4.58)
regardless of v = 1,2,...,V, n, = 1,2,... N, [ = 1,2,...,L and v = 1,2,...,U. Furthermore,
the MF output yf)?fj) of the jth user observed for a spemﬁc subcarrier in conjunction with a specific
antenna array element may be formulated as:

T r H T T
yi()z,]) - h’grz)u) C] rg}Z )7 (459)

which is the HO coherent detection result generated in Fig. 4.9 without mitigating the MUI imposed

by the other (K — 1) users. Upon substituting y( r) and Rfm ])J from Eq. (4.58) and (4.59), into the

symbol-LLF associated with £1 when v;, is consniered at the vuth subcarrier in conjunction with the

(ny,l)th antenna array element may alternatively be quantified as:

(el

vu :I:] (460)

ng j,ou

= +2eR{ym Y — g2 (h("f

Therefore, the superimposed scalar quantifying the symbol-LLFs related to the symbol transmitted
by the jth user on the uth branch may be alternatively quantified as:

U s+ = Er: Z Z (i%%{ygy] } 52 ‘h] VU

ny=1 [=1 v=1

) (4.61)

The CIR tap Rl of Eq. (4.60) in the symbol-LLF expression associated with a single MFAA element

3,0u

on a single subcarrier obeys the average power constraint of

“ ()

j,ou

-1 (4.62)
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Hence, the mean of the superimposed symbol-LLFs averaged over all the V' subcarriers is equivalent to
the mean of the symbol-LLF obtained for the single-carrier DS-CDMA system in Eq. (3.9), yielding:

1%
Z vu :I:] - [:I:]] L, (463)
where [1; was formulated in Eq. (3.9) as
[ = +2R{y;} — |hy|>. (4.64)

As for the single-carrier DS-CDMA system of Chapter 3, the symbol-LLF of Eq. (4.61) will be mapped

to the intermediate variable d4; with the aid of Eq. (3.11), which is repeated here for convenience as:
du+j =1+ exp(—ly+5)- (4.65)

Then the intrinsic affinity 74; may be formulated as:

d .
Nu,+5 = 1+ ﬁv

1+ exp(—lu )

— 14+
1+ exp(—ly+5)

u=1,...,Uj=1,... K, (4.66)

where the index w =1,...,U was introduced. Recall from Eq (4.63), that the mean value of symbol-

LLF is 1. However, by summing the symbol-LLF's of Zv 1 Lo, 2 ;» each associated with a single MFAA

element over all the N, L elements, as demonstrated in Eq. (4.61), the mean given in Eq. (4.63) will
be multiplied by a factor of N.L. Therefore, the resultant value has to be normalized by a factor of
1/(N;L), so that it fits the context of Eq. (4.66), yielding:

N, L V

ACO
u,dj T

(2em{u ]} - ol

) (4.67)

nr—l =1 v=1

Below we W111 consider an example for N, = 3 and L = 4, assuming that we have S‘E{yf)?fj } =0.5/VV
and ‘h] o

sVomh o g

v=1 ‘vu,—j

=1forv=1,2,...,V. Then, according to Eq. (4.60) we arrive at ZU 1 [fzrlj 0 and

Let us first consider a SISO MC DS-CDMA system, where only a single antenna is installed at
both the BS and the MSs.. Then, we have [, +; = 21‘1/:1 lyu+j = 0 and [, _; = 21‘;/:1 lyu,—j = —2.
According to Eq. (4.66), we have

1+ exp(—ly,—;)
w,+7 1 + :
Mg 1+ exp(—ly+j)
1+exp(2) .
=14 ——F-=5.19 4.68
1 + exp(0) (4.68)
and
1+ exp(—ly+j)
Nu,—j = 1
1+ exp(—ly,—j)
1 +exp(0) .
=1+ ————= =1.24. 4.69
T o) (4.69)
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These intrinsic affinity values are similar to the values obtained in the context of the DS-CDMA
system in Section 3.4.2, provided that the CIR and the noise encountered on each subcarrier is the
same as that encountered in the single-carrier DS-CDMA system, since the signal transmitted by each
subcarrier is normalized by a factor of \/1/V.

However, for MFAAs associated with N, = 3 each having L = 4 array elements at the BS, the

un-normalized symbol-LLF associated with the same symbol becomes

3 4 Vv
lutj = ()
u,+j vu,+j
J
nr:l =1 v=1

—3x4x0=0 (4.70)

and

=3x4x(-2)=-24. (4.71)

According to Eq. (4.66), we have
14 exp(—lu,—;)

T+ = 1+ exp(—ly +5)
L eph) g 39 41010 = 1.32 x 101 (4.72)
1 + exp(0)
and
o 1+ exp(—ly,+5)
=g = 1+ exp(—ly,— )
1 +exp(0) . 11 -
TP - 4755 x 1071 = 1. 4.
ey - LT x 10 (4.73)

As demonstrated in Sections 3.4.2.2 and 3.5.4, if the difference between the two intrinsic affinities
associated with the two legitimate values of the same symbol is substantial, the search pool will
pre-maturely converge to the MF solution during the first ACO-based search iteration, rather than

exploring a diverse range of solutions.

Hence, to avoid the above-mentioned premature convergence, the symbol-LLF will be normalized
by a factor of 1/(N;L), as shown in Eq. (4.67). Upon employing Eq. (4.67), the appropriate symbol-
LLF that will be used by the ACO-based MUD algorithm in the MFAA assisted MC DS-CDMA UL

associated with N, = 3 and L = 4 becomes

= 3x4x0=0 (4.74)

and

= 3x4x(=2)=-2. (4.75)
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Then, upon substituting the [, +; values calculated in Eqs. (4.74) and (4.75) into Eq. (4.67), we arrive
at the same symbol-LLFs as those obtained in Section 3.4.1 for the SC-DS-CDMA system.

Having determined the symbol-LLFs and the vector-LLFs, let us now characterize the achievable

system performance.

4.3 Performance Analysis

In this section, we continue by quantifying the attainable frequency- and spatial diversity gain as well

as the beamforming gain provided by the system.

4.3.1 SINR Enhancement

Based on Eq. (3.2) the TD MF output of the Uth branch may be written as:

Yu—£§r:ZZR Vu+§r:ZZHnr CTn ("rl)

nr_ll 1 v=1 nr—ll 1 v=1
_§ZZZR vu—i—ZZZn . (4.76)
ny=1 =1 v=1 ny=1[=1 v=1

The correlation matrix of the received signal asscociated with a single subcarrier and a single antenna
array element may be formulated as:

nyl nel)* ;5 (nel
‘hl VU P1 hg vu) hg vu) Pt h’g vu) hg(,UQ)L
h(”r) h("rl) h h(”r) h(”rl)
Rgz,rl) _ 2, Ui'L 10u ‘ 2 vu 2,vu ""Kjvu ’ (477)
2

where p;; represents the cross-correlation coefficient between the codes ¢; and c¢;. Then, apart from

the AWGN components, the desired signal plus the interfering signal may be expressed as:

2 -
‘hgflii) Vg + thg vu) hgn;u) oy 4 - A n hgn;u) hg?ﬂ,i
2
h(nrl) Voy + h( rl)* h(nr ) A h(nr ) h(nr )
}—,1(}?; ) — ‘ 2,vu' 2 P1219 U ' 1 vu 2,vu ' Kvu . (478)
' + : + :
nel nel)* 5 (nel ol o (mud
I ‘h.(r(,m)L UKu"‘lehg{’m)L hg,vu)vlu+' . '+p(K—1)Kh.(r<,m)L hg(—)l,vuv(K—l)u |
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Based on Eq. (4.76), the resultant correlation matrix incorporated in the final form of the MF output

provided for ¥, becomes

L Vv

nr—l =1 v=1 nr—l = 1 v 1
L VvV
(rl) P12 h2 vu 1 vu h’2 vu
Rvu = ny=1 =1 v=1 nry=1[=1 v=1

leZZZhKvu 1vu pQKZZZhKvu énzju

ny=1 (=1 v=1 nr—lllvl

P1K Zr: Z Z hgn;u Kvu

nr—ll 1v 1

P1K Zr: Zzh;nzju Kvu

ne=1 1=1 v—1 : (4.79)

ZZZ\ Ko

ny=1 =1 v=1

Then the MF output yi, for the uth symbol transmitted by the kth user can be formulated as:

yk“_fzzz‘hkvu U“—’_g Z pjkzzzhkvu jvu Vju

ny=1 [=1 v=1 j=1,5#k ny=1 =1 v=1

+ Z ZZ”W : (4.80)

ny=1 =1 v=1

Given that the mean E[h( )] of the random variable constituted by the CIR tap and the mean

k,ou
E [ﬁ,i";zz | of the noise component are both zero, regardless of the indices n,, I, k, v or u, the power of

the desired signal in Eq. (4.80) may be represented as

vir (€ 3035

vku)
ny=1 (=1 v=1

| (6 Z BT b

ny=1[=1 v=1

o[e £ her])

2
Uku) : (4.81)

Since the CIR taps and the transmitted signal are independent of each other, Eq.(4.81) may be further

(G

ny=1[=1 v=1

streamlined as

2
<Z ZZW@ vku) = NIV (4.82)

ny=1 [=1 v=1

When we have n, # n, or v # v, the CIR taps related to the dlfferent MFAA element or to different

subcarriers are mutually indepedent, hence ‘h,(:;u and ‘h

ko | are uncorrelated random variables,
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yielding:
b U kvu ‘hkvu /U]%‘u:|
— ||nlf| 2 sl ] 2 ]
=lx1x1=1. (4.83)

By contrast, when we have n, = i, and v = 0, regardless whether [ = [ or [ # [, the corresponding
two CIRs of the same MFAA n, and of the same subcarrier vu are perfectly correlated, regardless of
the index of the array element [. More specifically, as it may be inferred from Eq. (4.10), given that
h,in;i represents the CIR spanning from the kth user to the 1st element of the n,th MFAA on the vuth
subcarrier, the CIR spanning from the same user to the same MFAA on the same subcarrier to the

lth array element may be expressed as:

h,(gn;i) = a,(:;u exp { [Q/Jk on (1= 1)277% sin Glgnr)} }

= b, exp (7o), (4.84)
where we have
hi, = aflmexp { i | (4.85)
and
5 = (- 1)%% sin 6", (4.86)

Therefore in the process of evaluating the power of the desired signal given by the first term of

Y S
]

ny=1 (=1 v=1
1,0 sl
=E ||y, . exp(idr) ‘ ‘hk o exp(jdl-)‘ }

Ugy, in Eq. (4.80), we have

2 ‘ p,(e)

=E ||n{™)

k,ou

‘ p"

} =1. (4.87)

kvu

Similarly, when the power of the interfering signal in Eq. (4.80) is evaluated, for n, = n, and v = ©

we have

E _h(nrl)*h(nrl)h(nrl)*h(nrl) 2

joou VkouCkou Yjou ju]

=F h(nr) pime) plme)x exp [(6 — 6;)] plrs )] E [v2» ]

7,0u kou'"kou 7,0u

=F h§ vu) kvi exp [j(0; — ;)] hg"vru)]
B | |ne) [ D nmed e (55, m]
= [[uf [ exp 26— )]

~

70U

5| B 1 “h(”f) ] E [exp [52(8 — 6))]]

=lx1x1=1. (4.88)
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Otherwise, when we have either n, # n, or v # 0, the two CIR taps associated either with differ-
ent MFAA elements, or with different subcarriers, or alternatively with different users are mutually

independent, yielding

E [h( AT ’} —E [h(“r”*} E [h("f”] . (4.89)

kou k0w k,ou k,ou
As a result, when we have either n, # n, or v # ¥ and when the power of the interfering component

imposed by the jth user, j =1,2,..., K and j # k is calculated, the following relationship holds:
E [h("r ) h(”r )h("rl)*h(_”rl),UZ :|

7,00 kou ' "kyou Tgvu YJu

-F [h( Uk } E [h(nr )] {h("’l) ] [h(ml)} [02,]

j,bu ko kv jou ju

=0x0x0x0x1=0. (4.90)

Then, the variance of the interfering component & Z]K:L#k pjk, namely ZT]X ) Zle 21‘;/21 h]g";lu)*
h%fu) vjy of Eq. (4.80) may be written as:

2
K

2 (nr nr
er|( 3 a3 Y YR,
j=1,j#k ny=1 =1 v=1
K L L N;

Y A S S A
J=1j#k =1 =1 ny=1v=1
K N;

L L
DS 5 55 35 DD DI ST e ST
j=1,j#k I=1 =1 nr=1v=1 n,=1,nr#n, 0=1,07#v
K
Z p?kszerVxl
i=Lj#k

K
> L X Nex (Ne = 1) x V x (V= 1) x 0
j=1,j#k

K
= > phLP x Ny x V. (4.91)
j=1j#k
Finally, since the noise processes encountered at different array elements or at different subcarriers

are mutually independent, the variance of the AWGN component in Eq. (4.80) can be expressed as:

o (S xSm) |- S Sy e[y -n e

ny=1 =1 v=1 ny=1[=1 v=1

From the above analysis we can draw the following conclusions related to the MF output in the MFAA
assisted MC DS-CDMA UL:

1. The spatial- and frequency-diversity gain achieved by the independently fading of CIRs of the
different antenna arrays and of the orthogonal frequencies carrying the same signal will both

increase the power of the desired signal, hence mitigating the effects of the interference.

2. On the other hand, the beamforming gain achieved by the \/2-spaced elements of each array
will enhance both the power of the desired signal as well as that of the interference, while leaving

the power of the noise unaffected.
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Figure 4.9: BER versus SNR performance of the ACO based MUD in the SISO MC DS-CDMA UL, over un-
correlated Rayleigh channels when Ny = 31-chip Gold sequences are employed and K = 32 users are supported.
All system parameters were summarized in Table 4.2 and the system’s schematic was portrayed in Fig. 4.2. The
effective throughput is one Bbp/Hz.

3. Hence, both the beamforming gain as well as the frequency- and the spatial-diversity gain will
enhance the attainable SNR. However, only the frequency-and spatial-diversty gains will increase
the SINR, while the beamforming array gain will only mitigate the MUI, if it arrives from an

angle, which is sufficiently different from that of the desired signal.

4.3.2 Simulation Results

Fig. 4.9 shows the BER versus SNR performance of the MRC-based correlation detector, of the ML
MUD and of the ACO-based MUD. Again, the number of subcarriers was varied across a wide range,
spanning the interval of V = 1,...,128. Both the uplink MC DS-CDMA system employing the MRC-
based correlation detector and the ACO-based MUD are capable of supporting K = 32 users, while
imposing a low to moderate complexity. By contrast, the MC DS-CDMA system employing the ML
MUD has an excessive complexity for K = 32 users, which is on the order of O(23%). Fig. 4.10 shows
the complexity imposed versus the number of users supported at SNR = 10dB for the MRC-based
correlation detector, for the ML, MUD and for the ACO-based MUD along with a different number of

subcarriers, varying from V =1,...,128.

As seen in Fig. 4.9, the ACO-based MUD is capable of approaching the BER performance of the
ML MUD, regardless of the number of subcarriers. On the other hand, as shown in Fig. 4.10, regardless
of the number of subcarriers, the complexity of the ACO-based MUD - which was evaluated in terms
of the number of FLoating Operation Per Second (FLOPS) - is similarly low to that of the MRC-MF
and it is only a fraction of that of the ML MUD, especially when the number of users supported is
high. For example, for K = 32, the complexity of the ACO-based MUD is deemed to be a factor of
108 lower than that of the MLD.

Throughout our simulations we assumed that the TD spreading sequences were the Ng = 31-
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Figure 4.10: Complexity (FLOPS/bit) per user per bit evaluated in terms of the number of FLoating Point
Operations (FLOPS) versus the number of users supported in the uplink of the MC DS-CDMA system considered
using V' = 1,2,4,10,128 subcarriers and N. = 31-chip Gold codes for TD-spreading. All system parameters

were summarized in Table 4.2. The system’s schematic was portrayed in Fig. 4.2.

chip Gold codes and the parameters of the ACO MUD are listed in Table 4.3, while those of the
MC-DS-CDMA system in Table 4.2.

System

array

Modem BPSK
Multiple access mothod DS-CDMA
Spreading code Gold code
Spreading factor Ny =31
No. of transmit antennas 1
No. of receive antenna arrays N, =1,2,3,4
No. of elements per receive antenna L=1,23,4

No. of subcarriers

V=124,8,..,128

No. of users

K =32

Channnel

Uncorrelated Rayleigh fading

Table 4.2: Parameters for the MFAA assisted DS-CDMA UL.
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Figure 4.11: BER versus SNR performance of the ACO based MUD in the MFA A-assisted MC DS-CDMA
UL for transmitting over uncorrelated Rayleigh channels, when Ny = 31-chip Gold sequences are employed and
K = 32 users are supported. All system parameters were summarized in Table 4.2 and the system’s schematic

was portrayed in Fig. 4.2. The effective throughput was one Bbp/Hz.

Implication Value
Initial pheromone T=0.01
Evaporation rate p=05
Number of ants ¢=10
Number of iterations =2=10
Weight of pheromone a=0.9

Weight of intrinsic affinity 6=6
Weight for the elite ant o=28

Table 4.3: Parameters of the ACO-based MUD algorithm applied. All system parameters were summarized in
Table 4.2 and the system’s schematic was portrayed in Fig. 4.2.

The BER performance of the ACO-based MUD, of the MRC based MF and of the ML MUD of
the SISO MC DS-CDMA system are presented in Fig. 4.9, while the BER performance of the ACO-
based MUD employed in the MFAA-assisted MC DS-CDMA system can be observed in Fig. 4.11.
Additionally, the diversity gain ATp, beamforming gain AY 5 as well as the SNR gain AYg versus
the number of receive antennas employed in the MFA A-assisted MC DS-CDMA UL may be studied
in Fig. 4.12.

Firstly, as seen in Fig. 4.9, Fig. 4.11 and Fig. 4.13, the ACO-based MUD is capable of approaching
the BER performance of the ML MUD at a similarly low complexity as that of the MRC-MF, regardless
of the value of V', L or N,. For instance, when the number of users is K = 32, the complexity of the
ACO-based MUD may be deemed to be a factor of 10® lower than that of the ML MUD.
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Figure 4.12: The diversity gain ATp, the BF gain AT 4 and the SNR gain AYg versus the number of receiver
antennas in conjunction with different number of subcarriers V' and with L = 1 or 2 elements per antenna
array at a BER of 107*. Uncorrelated Rayleigh channels are considered, Ny, = 31-chip Gold sequences are
employed and K = 32 users are supported. All system parameters were summarized in Table 4.2 and the

system’s schematic was portrayed in Fig. 4.2. The effective throughput was one Bbp/Hz.
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Figure 4.13: Complexity versus the number of users for the ML MUD, the ACO based MUD and the MF
aided MFAA assisted MC DS-CDMA UL at SNR = 10dB, when Ng = 31-chip Gold sequences are employed.
All system parameters were summarized in Table 4.2 and the system’s schematic was portrayed in Fig. 4.2. The

effective throughput was one Bbp/Hz.

Secondly, the SNR gain of the MFAA-assisted MC DS-CDMA UL experienced at a certain BER
value is the sum of the diversity gain and the beamforming gain. More explicitly, the diversity gain
Tp is monotonically increasing with the diversity order of vq = V' x N;, while the beamforming gain
T is directly quantified as 101g(y,.) = 101g(N, x L). The BF gain AT 5 experienced at the BER of
10~ attained by the different MFA A-assisted MC DS-CDMA systems having the same diversity gain
as the single-user SISO DS-CDMA benchmark system has been recorded in Fig. 4.11.
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Thirdly, as seen in Fig. 4.13, the complexity of the ACO based MUD associated with a low
number of subcarriers, such as V = 2, but using the L = 2 and N, = 2 MFAA-assisted MC DS-CDMA
configuration is not as high as that in the SISO MC DS-CDMA system using N, = 1, L = 1 in
conjunction with a large number of subcarriers, such as V' = 128. However, Figs. 4.11 and 4.12 show
that the BER of the ACO based MUD in the former system improved more substantially than that

in the latter system, which may be explained as follows.

First of all, the BER performance of the ACO based MUD is determined by the SNR gain, which
is constituted by the sum of the diversity gain and the beamforming gain. On one hand, in the
SISO MC DS-CDMA system associated with NV, = 1 and L = 1, the increased number of subcarriers
V only provides a diversity gain, but no BF gain. However, as shown in Fig. 4.12, no significant
incremental diversity gain is observed upon increasing the diversity order beyond 4 = 5, which would
be equivalent to V' = 5 in a SISO MC DS-CDMA system, since the achievable diversity gain saturates,
when the diversity order is increased, leading to a near-Gaussian performance. By contrast, in the
MFA A-assisted MC DS-CDMA system, apart from the diversity gain contributed by increasing either
V or N;, an additional BF gain is achieved upon increasing either N, or L. Furthermore, in contrast
to the diversity gain, the attainable BF gain does not have a strict physical upper bound, as observed
in Fig. 4.12. Naturally, however, increasing V', N, and L will commensurately increase the complexity

imposed.

Therefore, at a given complexity, the BER performance of the ACO based MUD can be improved
more substantially in the context of the MFAA-assisted MC DS-CDMA system than in its SISO
counterpart, since the SNR gain achieved by employing an (L x N;)-element MFAA in a V-subcarrier
system is significantly higher than that attained by increasing the number of subcarriers V' by a factor
of (N; x L) in the context of the SISO MC DS-CDMA benchmark system.

4.4 Summary

In this chapter we demonstrated that MC DS-CDMA schemes relying on MFAA are capable of achiev-
ing BF gains, frequency-diversity as well as spatial-diversity at the same time. A sophisticated ACO-
based MUD was designed for the MFAA assisted MC DS-CDMA UL, which is capable of approaching
the optimum ML performance at a significantly reduced complexity, regardless of the number of
subcarriers, of the number of elements per antenna array or of the number of antenna arrays. Our
simulation results also demonstrate that increasing the number of receive antenna arrays and the
number of elements per antenna array in the MFAA aided MC DS-CDMA system will allow the ACO
based MUD to achieve a higher BER performance improvement than that attained upon increasing
the number of subcarriers in the SISO MC DS-CDMA benchmark system.

Finally, the attainable SNR gain as well as the complexity imposed by the ACO based MUD
algorithm in different SISO or MFAA assisted MC DS-CDMA systems are summarized in Table 4.4.
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System SNR gain | Complexity
(dB) (FLOPS)
SISO V=1,N=1,L=1 0| 3.75 x 10°
SC DS-CDMA
V=4 N,=1,L=1 20.4 1.5 x 10*
V=6N=1L=1 22.46 | 2.25 x 10*
ggsFiﬁxt—g\d V=2 N=21IL=1 23.4 | 1.5 x 10*
MC DS-CDMA | vV =2 N, =2, L =2 26.4 3 x 10*
V=2 N =3 L=2 30.24 4.5 x 10*
V=2 N=3L=3 32| 6.75 x 10*
V=2,N,=1,L=1 14.5 7.5 x 103
SISO V=4 N,=1,L=1 20.8 1.5 x 10*
MC DS-CDMA V=10,N,=1,L=1 24.0 | 5.25 x 10*
V=128, N,=1,L=1 26.0 4.8 x 10°

Table 4.4: SNR gain and complexity of different DS-CDMA systems with various parameters, when K = 32
users are supported with Gold codes having a length of Ny = 31 chips in combination with the ACO-based
MUD and a BER of 1 x 10~ is achieved. The parameters of the ACO-based MUD algorithm applied in all

systems were summarized in Table 4.2 and the system’s schematic was portrayed in Fig. 4.2.



Chapter 5

ACO Aided MUD for STBC-CDMA

5.1 Introduction

Space-Time Block Codes (STBC) [181,202] may be employed in wireless communication system to
transmit multiple replicas of a certain symbol over a number of antennas so that the reliability of
the signal-transmission can be improved with the aid of diversity gain. The fact that the wireless
channel is typically Rayleigh faded, may result in several received replicas which experience different
attenuations and phase rotations. This may be exploited to improve the probability of correctly
decoding the received signals. As a further benefit, STBC is capable of combining all the copies of

the received signal in an optimal way.

In this chapter, two transmit antennas are used by each Mobile Station (MS) to construct an STBC
for uplink (UL) transmissions. At the carrier frequency of 2GHz, the wavelength is 15cm and hence the
afforded antenna-separation at the shirt-pocket-sized MS is insufficient to ensure independent fading

of the two antennas’ signals.

However, assuming an antenna-separation of say 30 cm, i.e. two wavelengths at 2 GHz in a laptop
transmitter might provide sufficiently decorrelation for approaching our idealized assumption of having
independent fading. Alternatively, two single-antenna-aided mobiles may form a distributed G, space-
time code, which would have a near-perfect relay-link between them, provided that the cooperating
mobiles are sufficiently close to each other. Naturally, this requires the creation of two time - or
frequency - slots for the classic broadcast-phase and cooperation-phase of the mobiles, as detailed
in [203], hence potentially halving the total system’s throughput in exchange for the Go-STBC based

2nd-order diversity.

However, the BER performance of the ACO based MUD algorithm of [130,131] exhibits an error-
floor. Against this background, in this treatise, a novel ACO based MUD algorithm is proposed for

mitigating the error floor.

The outline of this chapter is as follows. The system’s architecture is detailed in Section 5.2,
while Section 5.3 briefly reviews the ACO-aided MUD algorithm of Chapter 5 applied in the STBC-
assisted DS-CDMA system. This is followed by the introduction of an improved ACO-aided MUD
algorithm invoked for the proposed system. Both ACO-based ST/MUDs algorithms are then employed

in the context of an R = 7-user system and the simulation results are interpreted in Section 5.4.
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Our simulation results detailed in Section 5.5 demonstrate the success of the proposed algorithm in
improving the ACO based MUD of [130,131], despite operating at a low complexity. Our conclusions

are provided in Section 5.6.

5.2 System Description

As seen in Fig. 5.1 in each user’s transmitter, the bit stream is firstly space-time block coded according
to the G principle [181]. The signals vg; and vk are input to the two Gy branches within the first
symbol duration, while during the second symbol interval, —v, and vy, are transmitted. The symbols
of both branches are spread using the same CDMA spreading code c¢; having a length of Ny chips,
which is assigned by the BS to the kth user. Then the signals are transmitted from the two antennas
via the independently faded non-dispersive Rayleigh channels hy; and hgo respectively, for all the
k = 1,2,...,K users. The real and imaginary parts of the complex-valued Gaussian distributed

fading envelope have a mean of zero and a variance of 1/2.

Finally, during each of the Ny chip intervals of the two symbol durations, the composite multiuser
signal is given by the sum of all the symbols transmitted from the 2K antennas of the K users via
the 2K channels plus the Additive White Gaussian Noise (AWGN). The AWGN encountered during
the first and the second symbol duration can be encapsulated in the (Ng x 1)-element vectors n; and
ny, respectively. Each element n;, , for i = 1,2 and ny = 1,2,..., Ny is an instantaneous value of
a complex-valued Gaussian random variable with a zero-mean and a variance of 202. Hereby, the
(Ng x 1)-element signal vectors rq and ry containing the signals received during the Ny chip intervals

in the first and the second symbol duration are quantified by

K

rp = 52 Ck [he,110k1 + I 21082] + 11, (5.1)
k=1
K

ry = 52 C [P 21051 — P 1105 + 12, (5.2)
k=1

where & = 1/4/2Ng is the energy of the signal transmitted from each antenna within every chip-

duration.

The transmitted signal vector vy = [’ukl,fum]T contains the original symbols vy, and vgo of the
kth user. In order to generate the received signal vector, firstly the (Ng x 1)-element signal vector ry
received during the second symbol duration is Hermitian transposed, yielding r = [r, r}’]T. Then the
estimated complex-valued Channel Impulse Response (CIR) taps associated with the two antennas
are used to construct the channel-matrix of

hkr P

H, = . (5.3)
hea  —hia

Thirdly, the (Ng x 1)-element AWGN vector ny encountered during the second symbol duration is also

Hermitian transposed to form n = [n? nZ/]7.
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Figure 5.1: Transceiver schematic of the STBC-assisted two-transmit antenna aided DS-CDMA UL supporting

(b) Receiver at the BS.

K users. The corresponding single-antenna system was shown in Fig. 3.4

Therefore, the (2Ng x 1)-element received signal vector r can be expressed as:

K

rszCkavk—l—n:{’CHv—kn,

k=1
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where we have
C =[Cy,Cy,...,Ck]| (5.5)
H:diag{Hl,Hg,...,HK} (56)
T
v = [V{,vg,...,v};] ) (5.7)
and
Ci O(Ns)
Cy = , (5.8)

where 0s) represents the (Ng x 1)-element null vector having all the Ny entries as zero.

5.3 Ant-Colony Optimization Aided Space-Time MUD

5.3.1 Traditional ACO Aided ST-MUD

The MUD’s goal is to identify the 2K-element ML data-vector of the K twin-antenna-aided users at

22K

the BS with a high probability, despite searching through only a small fraction of the -element

search-space.

5.3.1.1 Route Table

. (1) - . - . - -
T, j=1 j=2 j=3 j=4 j=2K—-1 j=2K
1 1 1 1 1 1
1 4+1 [ vin=0" | viz=0}" | var =0{" | ve2 =0v}" vg1 =" | vgo = v’
1 1 1 1 1 1
2 —1 | v =05 |vig =05 | var =05 | vay = v}’ vg1 =0y | vko = vy’

Table 5.1: The (2 x 2K)-element route-table of the multi-user STBC decoder employing the ACO principle
of [130,131], when the system supports K users and each MS is equipped with two transmit antennas. The

corresponding (2 x K)-element single-antenna based route-table was portrayed in Fig. 3.6.

The interpretations of the number of rows and columns associated with the (2 x 2K)-element route-
table are the same, as in the MC DS-CDMA system of [130]. More explicitly, the rows in Tab. 5.1
represent the legitimate BPSK modulated symbols +1 and —1, while the columns of the route-table
are the 2K -element twin-antenna symbols of the K users. In terms of ACO parlance, the two rows of
the table provide the two options for an artificial ant to consider during its passage through the set of
legitimate 2K -element data vectors. In Tab. 5.1, the legitimate symbols +1 and —1 are represented

(1)

by v;’ and vél), respectively.

The symbol V;m) is introduced in order to represent the ith legitimate BPSK symbol combination
in the full set containing all the M = 2" m-bit symbol combinations. The index ¢ is defined as the
decimal interpretation of the binary symbol vector plus one. The binary symbol vector is obtained by
assigning +1 to 0 and —1 to 1. The symbol-value in the jth column and ith row of the route-table is
denoted by v\, for j =1,...,2K and i = 1, 2.

7
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5.3.1.2 Cellular Likelihood

The cellular likelihood [(b;;) represents the likelihood that the BPSK symbol bj; was transmitted as
the jth element of the 2K-element vector, which corresponds to the jth row and the ith column of
the (2 x 2K )-element route-table adopted by the traditional hard-output ACO algorithm, which may
be formulated as [129]:

= 2R{&v}"y; } — oV RyjuY

7 0

i=12,...2K; i=1,2; (5.9)
where y; is the jth element of the (2K x 1)-element matched filter output vector y given by

y =HYCTr = ¢cH¥CTCHv + HCTn
=¢Rv +n. (5.10)

Furthermore, R in Eq.(5.9) is the (2K x 2K)-element correlation matrix of the composite spreading

and channel matrix CH, where we have

R =H”CTCH
X1 pr2Ai2 - pixkMik
p12 Aoy Yo - perAok
= . . , _ : (5.11)
| mrArk1 parAge - Yk ]

and 3, = (zle |hk,-|2)12, while Ay; = HIH, for k=1,...,K,j = 1,...,K and j # k. Finally, I,
represents a (2 x 2)-element identity matrix while the correlation coefficient py; between cj, and c; is

given by py; = cic;/Ns = 27]:7::1 ChnyCjns/Ns, for k=1,... /K,j=1,...,K and j # k.

Therefore, R;; in Eq.(5.9) is the jth diagonal element of R, whose value is S 2 |hxi|>.

5.3.1.3 Vector Likelihood

The likelihood of a particular (2K x 1)-element K-user twin-antenna vector vi**’ in the full set S©*)

22K

containing all the vectors is given by

S(VEZK)) — 2%{§V§2K)Ty} o §2V;2K)TRV§2K)’
i=1,2,...,2%K (5.12)

(2K)
%

nating the 2K passages chosen by that particular ant, yielding:

where v is the route followed by one of the ¢ ants in the route-table, which is formed by concate-

(2K) __ T
CI = [0 M )]

11 12 2K

Vi=1,...,2K :1; € {1,2}. (5.13)

\% (Y
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5.3.1.4 Traditional Algorithm of Determining N

Let us now briefly review the algorithm of determining the number of ants choosing each symbol
included in the traditional ACO-MUD detailed in Chapter 3. In the ACO-aided benchmarker ST-
MUD algorithm characterized by Alg. 1 of this section, both the probability matrix P and the integer
matrix IN have the same size as the (2 x 2K)-element route-table. Each element of the matrix N
represents the number of ants choosing the corresponding entry in the route-table. For each of the
2K columns in the route-table, the sum of the numbers of ants choosing the two entries should be
equivalent to the total number ¢ of artificial ants adopted by the algorithm, yielding Nj; + Nj2 = (,
forj=1,...,2K.

Firstly, Nj;, ants choose the specific route-table entry associated with the higher probability, where
Njj, is calculated as the rounded value of the product of (¢ x P]’Zl) Similarly, Nj;, represents the
number of ants, which choose the other route-table entry, namely that associated with the lower

probability, where we have Nj;, = ¢ — Nj;,.

The interpretations of the ‘sort’ function and ‘2’ function of Alg. 1 are provided in the Appendix.
The ACO algorithm portrayed above is then embedded into the STBC MUD and the achievable

Algorithm 1: Traditional Algorithm of Determining N

input : (2 x 2K)-element double precision matrix P

output: (2 x 2K )-element integer matrix N

for j=1,2,...,2K do
.= sort(Pj)
Z(P;,Pj)

Nji, = ¢ = Nji,

oL~

i

performance of the system considered is characterized in Fig. 5.4. As observed in Fig. 5.4, the BER
versus SNR curve of the system employing the ACO-aided hard-decision STBC MUD exhibits an
error-floor. Hence, in the next section we will propose a novel ACO-aided MUD algorithm, which
will enable the fully-loaded system supporting as many users as the number of chips in the spreading

sequence to approach the BER performance achieved by the single-user system.

5.3.2 Improved ACO aided ST-MUD

In this section, a novel ACO-based hard-output ST-MUD algorithm is proposed in order to provide
an improved BER performance at the cost of a moderate complexity increase. To elaborate a little
further, the proposed algorithm is different from the traditional ACO based MUD algorithm, as it
has been stated in Subsection 5.3.1 in three different aspects, which are the size of the route-table,
the formula derived for calculating the cellular likelihood of each cell and the algorithm used for
calculating the integer matrix N of Alg. 1. For the sake of completeness, we briefly describe the above
three aspects as well as the evaluation of the vector likelihood adopted by the proposed ACO based
MUD algorithm.
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5.3.2.1 Route Table

i v j=1 j=2 e j=K

vi = [vi1 vi2]" Vo = [v21 va2]” Vi = [vKk1 VK2]"
1[+1 +1] V] = v(f) Vo = v(f) e Vi = V(12)
2 [+1 —1] v = vy vy = vy v = vy
3[-1 +1] vy = v vy = vy Vi = vy
4[-1 —1] vy = vf) vy = vff) v =v{

Table 5.2: (4 x K)-element route-table of the MU STBC decoder employing the improved ACO algorithm,
when the system supports K users and each MS is equipped with two transmit antennas. An example of the

corresponding (2 x K )-element single-antenna based route-table was portrayed in Table 5.1.

The route-table in the proposed ACO based ST-MUD algorithm has (4 x K)-element, where we
have m = 2. More explicitly, the four entries of each column correspond to the (M = 2™ = 4)
legitimate (m = 2)-symbol combinations, as indicated in Tab. 5.2, which should be contrasted to

Table 5.1 and Fig. 3.6 of the conventional single-antenna-aided MUDs.

5.3.2.2 Cellular Likelihood
As shown in Subsection. 5.3.1, for m = 2 the submatrix R;zj), j =1,...,K is a diagonal matrix.

Therefore, the cellular likelihood ~[ji of the (7, j)th cell can be expressed as

(AxK) __ T _ (2) 22T @) (2
[jl- —23‘%{§vi Y; }—ﬁvi Rjjvi

= [E;;Z?K) + [E;;zK), 11,72 S {1, 2}
Vj=1,2,...,Kandi=1,234; (5.14)

subject to ¢; = (27 — 1), ¥; = 2j and v\” = [} v)|T.

5.3.2.3 Vector Likelihood

The formula quantifying the vector likelihood adopted by the improved ACO based ST-MUD algo-
rithm remains the same as in Eq. (5.12), which is adopted by the traditional ACO based ST-MUD
algorithm. The only difference lies in the formation of the (2K x 1)-element candidate vector v**’

that concatenates all the K number of 2-by-1 passages pursued by the same ant, yielding

v = v vy vt
Vi=1,...,K 1 € {1,2,3,4}. (5.15)

5.3.2.4 Improved Algorithm of Determining N

Both the probability matrix P and the integer matrix N have the same size as the (4 x K)-element

route-table. However, the technique of determining N shown in Alg. 1 of this section as part of
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the traditional ACO-MUD algorithm of Chapter 3 may become unable to provide an integer-valued
matrix N having reasonable entries for the improved ACO based ST-MUD algorithm. For example,
let us assume that the probabilities of choosing the four entries associated with the jth column,
j=1,2,...,K are given by the probability vector P; = [0.36,0.27,0.15,0.22], and { = 10 artificial
ants are used by the ACO aided ST-MUD algorithm. Then, we have Nj =(P; = [3.6,2.7,1.5,2.2].
According to the traditional way of determining IN in Alg. 1 as part of the traditional ACO-MUD
introduced in Chapter 3 the number of ants N; choosing the four entries in the jth column of the
route-table are determined as the rounded integers of ﬁj, yielding N; = [4,3,2,2], where the sum
of the four integer elements equals to 11 > ¢ = 10. In order to determine the 2™ integers in a
more beneficial manner, an improved algorithm of deriving N from P is proposed for the scenarios
associated with m >1, as detailed in the flow-chart of Alg. 2.

In order to illustrate the advantages of the new algorithm, the same probability vector P; =
[0.36,0.27,0.15,0.22] will be used as the input vector in the following example. Firstly, the value of
each element in N is directly given by the integer part of each element in the vector ﬁj, yielding
N; = [3,2,1,2]. Then, if the sum of all the four integer elements in the vector N; is less than ¢,
the jth loop of Alg. 1 has to be continued, since some of the ants have not as yet carried out their
decisions. More qualitatively, Z?:l Nj; ants have already made their decisions, but the remaining
(¢ —Z?:l Nji) ants have to make their impending choices among the four cells in the current column.
The decision is made according to the value of the decimal part of the four elements of ﬁj, which is
represented by the (4 x 1)-element vector NJ In the example, we have Nj =[0.6,0.7,0.5,0.2]

In order to carry out this decision, the four elements in Nj will be ranked in ascending order
according to their values. Secondly, the cell associated with the value having the highest rank will be
selected as the decision of an ant randomly chosen from the remaining (¢ —Z?Zl Nj;) ants, yielding
the vector with the updated values N; = [3,3,1,2]. Then the cells will be selected from the queue
constructed according to the rank of their associated value in NJ In the given example, the output
vector will then be further updated as N; = [4,3,1,2]. The selection process will not be curtailed,
until all the ¢ ants have made their unique decisions. As the sum of all the elements in N; in the
given example is equivalent to Z?:l Nj; = (=10, the process can be curtailed and the final output is
the vector N; = [4,3,1,2].

All in all, compared to the traditional ACO based MUD of Alg. 1, the improved MUD of Alg. 2
has not increased the number of cells contained by the route-table nor has it increased the complexity
of calculating the cellular likelihood. Additionally, the same formula was adopted by both algorithms

to calculate the vector likelihood.

Despite these identical properties, the improved ACO based MUD algorithm increases the number
of candidate vectors appearing in the search pool by reducing the difference between the probabilities
associated with each cell within a column, while still making them equally informative. Therefore
a better BER performance is expected at the price of a moderately increased complexity imposed
by calculating the vector likelihood associated with the increased number of vectors. The simulation
results quantifying the achievable BER performance as a function of the complexity imposed will be
detailed in Section 5.5.
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Algorithm 2: Improved Algorithm of Determining N

input : (4 x K)-element double precision matrix P

output: (4 x K)-element integer matrix N

for j=1,2,...,K do

Nj = Pj X C

N; = [N;]

if (¢~ X4, Nji) > 1 then
szﬁj—Nj

N =sort(N;)

i = (N}, N;)

1=0

while (¢ — Y} Nji) > 1 do

L I=1+1
Njiy = Nji, +1

5.4 Comparison of the Traditional and Improved ACO-Aided ST-
MUD

In this section, we will comparatively study the traditional ACO-MUD detailed in Chapter 3 and the
improved ACO-based HO ST/MUD techniques of Alg. 1 and Alg. 2 in multiuser-interference-infested

and AWGN contaminated STBC scenario. We stipulate the following preliminary assumptions:

1. We have K = 7 users transmitted in the STBC assisted DS-CDMA UL, with each user relying
on two transmit antennas and two symbols are transmitted after Go space-time coding within

two symbol durations.
2. The channel state matrix H and the received signal vector r are omitted here to save space.

3. All the 2K = 14 symbols transmitted by the K = 7 users within the block duration considered
arev=[+1+1-1-1+1-14+1+1+1+1 -1 -1 +1 —1].

4. ¢ = 20 ants are employed by both algorithms to obtain the ST/MUD’s HO results.

5. The symbol-value probability matrix, the search pool and the pheromone density associated with
each cell during the first three search iterations are given in Tables 5.7—5.14. This is because the
simulation results obtained during the first three iterations are sufficiently accurate to indicate
the difference between the improved and the traditional ACO based ST/MUDs of Alg. 1 and

Alg. 2. Hence they assist us in interpreting all the main characteristics of both algorithms.

6. Additionally, the scalars representing the symbol-values constituting the transmit signal vector
v are highlighted by using bold characters in Tables 5.7—5.14 to directly quantify the symbol
LLF l;;, the intermediate variable d;;, the intrinsic affinity 7;;, the symbol-value probability

PZ-(;L) and the pheromone density Tl-(jn), regardless of whether it is associated with the traditional

ACO-MUD of Chapter 3 or the improved ACO-based ST-MUD of Alg. 1 and Alg. 2 respectively.
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7. By contrast, the vector highlighted by using bold characters in Tables 5.7—5.14 encompassing the
search pool during every iteration is the ‘elite’ vector-value of search pool during that particular

search iteration.

8. Additionally, the transmitted signal vector is also listed at the bottom of all the six search pools
as seen in Tables 5.7—5.14.

9. The framed box distinguished with the aid of dotted lines and associated with a specific column
in Tables 5.5, 5.7, 5.9, 5.10, 5.12 and 5.13 represents the ‘erroneous’ indication of the properties.
More precisely, the row associated with the highest intrinsic affinity or the highest symbol-
probability or the highest pheromone level in a particular column distinguished by dotted frame

is not the row corresponding to the symbol that is actually transmitted.

10. By contrast, the framed box drawn in solid-line associated with a certain column in Tables 5.5,
5.7, 5.9, 5.10, 5.12 and 5.13 indicates that the previous ‘erroneous’ properties have been ‘cor-
rected’ so that the row associated with the highest intrinsic affinity, symbol-value probability or

pheromone is the row corresponding to the symbol that is actually transmitted.

Below we will compare the traditional ACO-MUD of Chapter 3 and the advanced ACO-based ST/MUD
with special emphasis on the symbol LLF [;; of Eq. (5.9) and Eq. (5.14), the intermediate variable d;;
of Eq. (3.11) and the intrinsic affinity n;; of Eq. (3.12), which keep the same value throughout the =

search iterations carried out within one STBC-block duration.

5.4.1 Algorithmic Components
5.4.1.1 Symbol LLF

Any LLF associated with a certain two-symbol vector in Table 5.3(a) employed by the improved
ACO-based ST/MUD algorithm is the sum of the LLF's associated with the two symbols constituting
the two-symbol STBC vector. More quantitatively, the relationship between the symbol LLFs of the
traditional and of the improved ACO-based ST/MUD algorithms can be represented by:

(AXK) ((2)\ _ ((2x2K) (, (2) (2x2K) (,(2)

G (vi?) = G0 (i) + 157 (i), (5.16)
or equivalently

(AxK) (- (2)) _ ((2x2K) ( (2) (2x2K) ((2)

G (Vi ) = [k,i (”z’l ) + [kE (%2 )= (5.17)
where [<22kx_2f ) (vg)) indicates the LLF associated with the 1st symbol in VZ(-Z), which is identical to the

alternative representation [;f;w) [vﬁ)] Similarly, [<22,€X2K) [vg)] and [;f;zK) [vl(;)] also indicate the same

entry in Tab. 5.3(b).

It is worth mentioning that this relationship would not be valid for arbitrary m-symbol vectors,
when we have m > 2. For example, when we have m = 4, the simple relationship shown in Eq. (5.17)
becomes invalid, yielding:

(000 (42 D) L (0300 (y2) 4 (0600 (@), (5.18)

k1ko 117 Vi 1 iz
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(a) Symbol LLF [;; of improved ACO (4 x K).

[ ]  -040 -1444 529 -0.35 -0.53 -1.80 0.37
[+1 —1]  -0.82 -6.76 230 -0.57 -0.40 -0.03 0.92
[ ] -145 423 -1054 023 -0.26 -1.84 -2.90
[ ] -1.87 345 295 000 -0.12 -0.08 -2.35

(b) Symbol LLF [;; of traditional ACO (2 x 2K).

k 1 2 3 4
ey
1 2 1 2 1 2 1 2

1 2004 -035 -7.85 -659 056 -585 -0.37 0.03
1 109 -0.78 235 1.09 -469 1.73 020 -0.20
N 5 6 7
(1)
v 1 2 1 2 1 2
+1 030 -023 -045 -1.35 1.14 -0.77
1 002 -0.10 -049 041 -2.13 -0.22

Table 5.3: Symbol LLF associated with each cell constituting the (4 x K)-element and (2 x 2K)-element
route-tables of the improved and of the traditional ACO based HO ST/MUD algorithms, when both of them
are applied to detect the 14 symbols of the twin-antenna-based K = 7-user example.

Since two replicas of the original symbols are transmitted by each user with the aid of a single user-
specific spreading code, for m = 2 no MUI will be imposed, when the LLF of the two-symbol STBC
vector of the user is calculated. More explicitly, the (2 x 2)-element R;zj) denoted by

R® — Riot1)o+1)  Rlot1)(0+2)
Wy

| Bot2)0+1)  Bo+2)(042) |

S il 0
0 i il |

0=2G-1), j=1,...,K, (5.19)

is a diagonal matrix, as mentioned previously in the context of Eq. (5.11). However, when we have

m > 2, the jth (m x m)-element diagonal matrix R;-;f) on the diagonal of the correlation matrix R
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(a) Intermedia variable d;; of improved ACO (4 x K).

-1 +1 0.19 0.01 0.00 056 044 0.14 0.05
-1 -1 0.13 0.97 0.06 050 047 0.48 0.09
sum 1.03 098 096 183 1.67 1.25 1.45

(b) Intermedia variable d;; of traditional ACO (2 x 2K).

(1)
Y 1 2 1 2 1 2 1 2

+1 049 041 0.00 0.00 0.64 0.00 041 0.51
-1 0.25 031 091 0.75 0.01 0.85 0.55 045
sum 0.74 0.73 091 075 0.65 0.85 096 0.96
k 5 6 7
@

1 2 1 2 1 2

+1 042 044 039 021 0.76 0.32

-1 049 048 0.38 060 0.11 044

sum 092 092 0.77 081 0.8 0.76

Table 5.4: Intermediate variable d;; translating the symbol LLF [;; to the intrinsic affinity 7;; associated
with each cell constituting the (4 x K)-element and (2 x 2K )-element route-tables of the improved and of the
traditional ACO based HO ST/MUD algorithms, when both of them are applied to detect the 14 symbols of
the K = 7T-user STBC example.

given by Eq. (5.11) is no longer a diagonal matrix. More quantitatively, we have

Riotyor1)  Rotnyo+2) = Rot1)(o+m)
R™ _ Rioto)o+1)  Rot2)(0+2) ° Riot2)(0+m)
23 . . .
| Botm)o+1)  Blotm)o+2) * L(otm)(o+m) |

o=m(i—1), j=1,....2K/m,  (5.20)

which includes N; non-zero interference terms R(o4p)(o+q) 7 0 When we have [p — ¢| > 1, which are

introduced owing to the non-zero correlation between each pair of non-orthogonal spreading codes.
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Additionally we have

N m? — 2m, if m is even, (5.21)
1 m? —2m —1, if m is odd. '

In order to ensure the ‘intrinsic affinity’ of all the cells in the route-table are positive values, hereby
introduced an intermediate variable to transform the symbol-LLFs, some of which may be negative,
to positive ‘intrinsic affinity’ values. The intermediate variable d;; of the (7, j)th cell of the route-table

is defined as

1

dyj=— -
J 1—|—eXp(—[ij)

(5.22)

More details regarding the properties of the intermediate variable will be provided in Section 3.4.2.1.
The intermediate variables associated with all the cells constituting both the (4 x K)-element route-
table of the advanced ACO algorithm as well as the (2 x 2K )-element route-table of the traditional
ACO algorithm are exemplified in Tables 5.4(a) and 5.4(b), respectively, which were extracted from

our simulations.

With the intermediate variables given in Table 5.4, the intrinsic affinity 7n;; associated with z =
1,2,3,4, j = 1,..., K for the advanced ACO algorithm and with z = 1,2 j = 1,...,2K for the

traditional ACO algorithm can be expressed as

Maj = ————, (5.23)

where we have

I=4 z=1,....4 j=12,...,K, when the advanced ACO is applied;
I1=2, z=1,2 j=1,2,...,2K, when the traditional ACO is applied.

(5.24)

5.4.1.2 Intrinsic Affinity

Based on the definition of Eq. (3.12) in Chapter 3, Tables 5.5(a) and 5.5(b) show all the intrinsic
affinities associated with all the cells constituting both the (4 x K')-element route-table of the advanced
ACO algorithm as well as of the (2 x 2K)-element route-table of the traditional ACO algorithm,
respectively. As detailed previously in Section 3.4.2.2, provided that the intrinsic affinity 7;; exceeds
a certain threshold, the symbol-value or two-symbol STBC vector represented by the (i,j)th cell

becomes identical to the MF solution.

More explicitly, as detailed in Section 3.4.2.2, the intrinsic affinity threshold associated with the
(2 x K)-element route-table is 2, which may be interpreted with the aid of Tab. 5.5(b), where the
intrinsic affinity associated with the MF solution of each column is seen to be larger than 2, while the

other intrinsic affinity value of the same column is lower than 2.
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(a) Intrinsic affinity 7;; of the improved ACO (4 x K).

k
\ 1 2 3 4 5 6 7
v®

[+1 +1] 1.64 1.00 1.01 :1.29  1.28 : 1.13 = 1.69
[+1 —1] 142  1.00 17.62 1.24  1.31 | 1.65 1.98
-1 +1] 1.23  1.01 1.00  1.44 @ 1.35 : 1.12 1.04
[-1 —1] 1.15 63.74 1.05  1.38 @ 1.39 :{ 1.62 1.06

(b) Intrinsic affinity 7;; of the traditional ACO (2 x 2K).

k 1 2 3 4
@
1 2 1 2 1 2 1 2

1 2.95 2.31 1.00 1.00 7073  1.00  1.74 213
1 151 1.76 234626 54594 1.0l 29816 2.35 1.89
N 5 6 7
(1)
v 1 2 1 2 1 2
+1 1.86 1193 203 134 814 1.71
1 216 : 2.08  1.97 393 1.14 240

Table 5.5: Intrinsic affinity n;; associated with each cell constituting the (4 x K )-element and (2 x 2K )-element
route-tables of the improved and of the traditional ACO based HO ST/MUD algorithms, when both of them
are applied to detect the 14 symbols of the K = 7 user STBC example.

Below we will derive the intrinsic affinity threshold associated with Eq. (5.23),when we have I = 4
in Eq. (5.24), yielding:

14 r=1,234. (5.25)

Siisdij
Recall that we have d;; € (0, 1), and the decision threshold is given by R{y;}=0 or R{y;}=[0 0], we
have
(17 = 2m{e Ty} - TR
Vji=1,2...,Kandi=1234; (5.26)

where the second term, namely fzvf)TR;.Qj)vf) = £2 212:1 |hj,|? is a constant for all values of i. Hence,
if the MF’s output vector for the jth user satisfies %{yf)}:[o 0]7, then we have [;;XK) = ¢2 222:1 |hj. |2,
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which is a constant regardless of the row index ¢. In this scenario, we have di; = dy; = d3; = ds;. As
a result, we can express the threshold value ;; of 7;;, which is given when we have %{yf)}:[o 07
Eq. (5.25), yielding

4
Zi,i;ﬁz dij
1

To summarize, the value domain of 7;; can be expressed as:

1 ) . .
nij € (1+ 3’ +oo) if vi¥ =[O0 03]

1 .
Nij € (1,1+ g) if ng) = [_{);YIIF _ @;\/IzF]

(5.28)

This can be further interpreted with the aid of Table 5.5(a), where the intrinsic affinity 7;; associated
with the cell representing VMF namely the MF solution corresponding to the jth user, is higher than

¥ is lower

(1 +1/3). By contrast, the intrinsic affinity 7;; associated with the cell representing —v'
than (141/3). The validity of this rule is demonstrated in every column of Table 5.5(a) corresponding
to the indices of all the K = 7 users. Moreover, the MF solution \7;-", related to each user and the
opposite solution —V;Y{F for j = 1,2,...,7 and the corresponding intrinsic affinities were extracted

from Table 5.5(a) and are summarized in Table 5.6.

gy ey (i) e -0 m(—viT)
L +1] 164 [-1 —1] 1.15
2 -1 —1] 63.74 +1 +1] 1.00
3 [+ 1] 17.62 1 +1] 1.00
4 [-1 +1] 17.62 [+1 —1] 1.24
5 [F1 =1 139 [+1 +1] 1.28
6 b= 165 [-1 +1] 1.12
7 [ 1] 198 [-1 +1] L o4

Table 5.6: Fourteen intrinsic affinities associated with the (2 x 7) cells extracted from Table 5.5(a). The
two intrinsic affinities seen in each row are vector elements given by the MF solution, and the opposite vector
elements, related to the jth user, for j =1,2,...,7.

Similarly to our discussions in Section 3.4.2.2, here (1 + 1/3) is the intrinsic affinity threshold,
and +1, +oo represent two the extremes of the value domain for 7;;. The closer the intrinsic affinity
associated with the MF solution 7;(v;"™) to +oc, the closer the MF solution to —1.

Since the threshold used for separating the decision intervals between the MF solution and its

opposite was reduced from 2 to (1 + 1/3), when our improved algorithm was applied instead of the
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traditional algorithm of Chapter 3, the values of the intrinsic affinities associated with the improved
ACO ST/MUD algorithm in Table 5.5(a) are typically lower and converge more rapidly upon invoking
iterative detection when compared to those employed by the traditional ACO ST/MUD algorithm
shown in Table 5.5(b). In other words, the difference between the two values within the same column
of Table 5.5(b) tends to be higher than the pairwise difference between any two from the four values

within a certain column of Table 5.5(a).

This observation also applies when the symbol probabilities associated with each cell of the (4 x 7)-
element route-table employed by the improved ACO algorithm and of the (2 x 14)-element route-table
employed by the traditional ACO algorithm are compared in Table 5.7(a) and Table 5.7(b).

5.4.1.3 Symbol Probabilities

Based on the intrinsic affinity of Tables 5.5(a) and 5.5(b), the symbol probability tables may be
calculated with the aid of Eq. (3.24) in Section 3.4.5.1 as follows:

(mhe 8
T, ..
Py = a( 9 : T?rz) o« 5 (5.29)
(r1;7)" iy + (7257)" - o
where we have n =1,2,..., N and
i=1,....4 j=12,....K, when the advanced ACO is applied; (5.30)

1=1,2 j=1,2,...,2K, when the traditional ACO is applied.

For the first iteration associated with n = 1, the initial pheromone values Ti(jl) = 0.01 and the intrinsic
affinity of 7;; seen in Table 5.5(a) are employed. Then the symbol probabilities associated with
the (4 x 7)-element route-table and (2 x 14)-element route-table employed by the improved and the
traditional ACO-based MUD algorithm can be seen in Table 5.7. More detailed interpretations related
to the symbol probabilities calculated for the traditional ACO-based MUD algorithm can be found in
Section 3.4.5.

Tables 5.7(a) and 5.7(b) record the calculated symbol probabilities associated with each legitimate
twin-symbol STBC vector and the resultant single symbol, when the improved ACO ST/MUD and
the traditional ACO ST/MUD are applied, respectively.

The four numbers seen in the jth column of Table 5.7(a) represent the scenario, where the twin-
symbol STBC vector having the highest probability among the four symbol probabilities constituting a
column is not identical to the ML solution, which was highlighted by the bold characters. For example,
the 4th, 5th and the 6th column of the ML solution is the 1st, 1st and the 4th row respectively, as
highlighted by bold characters in Table 5.7(a). However, the row indeces having the highest symbol
probabilities in the 4th, 5th and the 6th column of Table 5.7(a) are three, four and two respectively.
Similarly, the corresponding boxes associated with £ = 4,5 and 6 in Table 5.7(b) also suggests that
the cell having the highest probability is not the bold number associated with the specific symbol
which forms part of the ML solution.

This leads to a more diverse search pool content for the improved ACO-based MUD algorithm.

Hence, when the symbol-probability provides the wrong ‘guidance’ concerning a specific symbol-value
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(a) Symbol probability P,L-(jl) of the improved ACO (4 x K).

k
N 12 3 4 5 6 7
\%

[+1 +1] 0.58 0.00 0.00 0.19 :0.19 : 0.05 0.27
[+1 —1] 0.25 0.00 1.00  0.16 : 0.23 : 0.47 0.70
(-1 +1] 0.10 0.00 0.00 : 0.37 : 0.27 : 0.05 0.01
[~1 —1] 0.07 1.00 0.00  0.28 : 0.31 : 0.43 0.02

(b) Symbol probability P,L-(jl) of the traditional ACO (2 x 2K).

(1)
v 1 2 1 2 1 2 1 2

+1 098 0.84 0.00 0.00 1.00 0.00:0.14 : 0.67
-1 0.02 0.16 1.00 1.00 0.00 1.00: 0.86 : 0.33
k 5 6 7
ey
1 2 1 2 1 2
+1 0.29 : 0.39 : 0.54 : 0.00 1.00 0.12
-1 0.71 { 0.61 : 0.46 : 1.00 0.00 0.88

Table 5.7: Symbol probability Pi(jl) associated with each cell constituting the (4 x K)-element and (2 x 2K)-
element route-tables of the improved and of the traditional ACO based HO ST/MUD algorithms during the first
ACO-based search iteration, when both of them are applied to detect the 14 STBC symbols of the K = 7-user

example.

or a twin-symbol combination, since this is not actually part of the ML solution, then the probability
of the wrong bit-combination becoming incorporated in the ML solution will be higher during the
first iteration of the improved ACO-based ST/MUD algorithm, as compared to the same probability
estimated by the traditional ACO-based ST/MUD algorithm.

As seen from the (4 x K)-element route-table in Tab. 5.7(a), the probability for the twin-symbol
combinations v)™* = [+1 +1] and v}™ = [+1 +1] in the 4th and the 5th columns to be incorporated
in the ML-solution is Pl(i) = 0.19 and Pl(;) = 0.19. Correspondingly, the probabilities of the four
symbols constituting v} = [+1 +1] and v}"" = [+1 +1], which is represented by the cells (1,7), (1,8)
and (1,9) and (1,10) in the (2 x 2K)-element route-table of Table 5.7(b) is 0.14, 0.67, 0.29 and 0.39
respectively, leading to a joint probability of 0.14 x 0.67 = 0.0938 and 0.29 x 0.39 = 0.1131 for the
two twin-symbol combinations to be incorporated in the ML-solution. Observe that both of these are
lower than the probabilities of 0.19 and 0.19, as calculated by the improved ACO-based ST/MUD

algorithm.

In other words, the ML solution will have a lower probability to be included in the search pool
of the traditional ACO-based MUD algorithm of Table 5.7(b) than that in the improved ACO-based
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MUD algorithm of Table 5.7(a).

5.4.1.4 Search Pool

The search pool of the improved ACO-based MUD algorithm is shown in Table 5.8(a), which is
constructed on a twin-symbol by twin-symbol basis according to the rules outlined in Section 5.3.2.4.
By contrast, that obtained by the traditional ACO-based MUD algorithm is shown in Table 5.8(b),
which was created according to the rules highlighted in Section 5.3.1.4, as detailed in Section 3.4.6.1.

(a) Improved ACO (4 x K). (b) Traditional ACO (2 x 2K).

Row index LLF Row index LLF
0 31313 1 8.08 0110110110101 6.56
1 313330 477 0110110101101 835
0 312311 65 [00110111110101 624
0 31021 0 522 1110110011100 523
0 312331 777 0110110110101 6.56
M1 311211 48 [001 101111007101 653
0 313011 69 0111011111010 0 418
0 312111 6.85 mo110110111101 777
0 31213 0 6.68 Mo0o110111111101 746
M1 310111 52 0011011000110 1] 890
M1 311011 526 [©0011011000110 1] 890
0 31200 1 537 0110111010101 6.62
0 312331 777 0110110100101 6.95
3 313230 27 0110100100101 6.96
0 31103 0 708 mo110110111101 777
2 313211 48 [001 101101007101 695
1 31332 1] 460 1110101100101 4388
0 31013 1] 859 0110100110101 649
2 312210 382 0110110011101 832
0 310331 793 Mo0o110111011101 808
0 310031 924 0110100001101 924

Table 5.8: Search pools obtained by the improved and the traditional ACO based HO ST/MUD algorithms
during the first ACO-based search iteration , when both of them are applied to detect the 14 symbols of the
K = T-user example.

The rows highlighted in bold characters in Tables 5.8 (a) and (b) indicate the ‘elite’ K-bit vector
within the corresponding search pool having the highest LLF value. Additionally, the search pool
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obtained by both algorithms during the second and third ACO-based search iteration is illustrated in

Tables 5.11 and 5.14, respectively.

(a) Pheromone density 71'(]'2) of improved ACO (4 x K).

N 1 2 3 4 5 6 7
[+1 +1]  153.52 0.01 0.01 | 95.74 | 24.62 5.37 | 30.34
[+1 —1] 24.81 0.01 189.72 | 17.23 | 104.20 49.62 | 159.38
[—1 +1] 8.65 0.01 0.01 | 44.83 |  21.50 4.60 0.01
-1 —1] 2.75  189.72 0.01 | 31.93 | 39.41 | [130.14| 0.01

(b) Pheromone density 7'2-22) of traditional ACO (2 x 2K).

N 1 2 3 4
(1)
v 1 2 1 2 1 2 1 2

+1 210.86 196.57 0.01 0.01 210.86 0.01 18.33: 166.87
-1 0.01 14.30 210.86 210.86 0.01 210.86 :192.53 44.00
N 9 6 7
@
v 1 P 1 2 1 2
+1 117.22 129.60 68.93 0.01 210.86 9.42
-1 93.65 81.27 41.94 : 210.86 0.01 201.45

Table 5.9: Pheromone density Ti(j2) associated with each cell constituting the (4 x K)-element and (2 x 2K)-
element route-tables of the improved and of the traditional ACO based HO ST/MUD algorithms during the
first ACO-based search iteration, when both of them are applied to detect the 14 symbols of the K = 7-user

example considered.

5.4.1.5 Pheromone Density

The pheromone density update rule applied in both the traditional and in the improved ACO-based
MUD algorithm was the same, as discussed in Section 3.4.4.1. In order to provide further insights,
the pheromone density values associated with each cell constituting the (4 x 7)-element and (2 x 14)-
element route-table employed by the improved and the traditional ACO-based ST/MUD algorithm
during the first and second ACO-based search iteration are listed in Tables 5.9 and 5.12, respectively.
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(a) Symbol-value probability PL-(]?) of improved ACO (4 x K).

N1234567
A%

[+1 +1] 091 0.00 0.00 [0.37| 0.11 |0.00| 0.08
[+1 —1] 0.07 0.00 1.00 |0.06 | 0.48 |0.31| 0.92
(-1 +1] 0.01 0.00 0.00 |0.36 | 0.14  {0.00| 0.00
[-1 —1] 0.00 1.00 0.00 [0.20 | 0.28: [0.68] 0.00

(b) Symbol-value probability Pz-(f) of traditional ACO (2 x 2K).

(1)
v 1 2 1 2 1 2 1 2

+1 1.00 0.98 0.00 000 1.00 0.00 002 0.87
—1 0.00 0.02 1.00 1.00 0.00 1.00 0.98 0.13
N 5 6 7

(1)

v 1 9 1 2 1 2

+1 033 050 [0.38]0.00 1.00 0.01

—1 0.67 050 [0.62]1.00 0.00 0.99

Table 5.10: Symbol probability Pi(f) associated with each cell constituting the (4 x K)-element and (2 x 2K)-
element route-tables of both the improved and of the traditional ACO based HO ST/MUD algorithms during the
second ACO-based search iteration, when both of them are applied to detect the 14 symbols of the K = 7-user

example considered.

5.4.2 Global Discussions

In this subsection we will analyze the improved ACO ST/MUD algorithm’s capability of successfully
capturing the ML solution, at a fraction of the full-search complexity in comparison to that of the
traditional one. The properties discussed in this subsection are updated during each ACO-based search

iteration.

5.4.2.1 Correct Detection Probability Improvement

As an alternative interpretation, we may consider the search process carried out by the ACO-based
MUD algorithm reminiscent of the action of an FEC decoder, where the intrinsic affinity generated by
the MF output may be viewed as the soft-input and the ML solution as the hard-output. Hence, the
aim of the search process becomes that of correcting the ‘erroneous’ symbols, which are constituted
by the different symbols of the MF solution and the ML solution, as indicated by the dashed-line box

in the intrinsic affinity matrix of Table 5.5.
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(a) Improved ACO (4 x K). (b) Traditional ACO 2 x 2K.

Row index LLF Row index LLF
0313231 792 0110110100101 6.95
0313331 746 0110111010101 6.62
0312331 777 0110110101101 835
0310211 6.96 0110110100101 6.95
0310131 85 [00110110100101 695
0310331 793 0110110011101 832
0311130 6.77 mo110110111101 777
0310130 6.84 0110110100101 6.95
1312311 522 mo110110111101 777
0310131 859 0110110110101 6.56
0310131 859 0110110001101 890
0313131 8.08 0110110110101 6.56
0312331 777 0110110011101 832
0310011 737 mo110110111101 777
1312031 679 [00110111101101 792
0312111 6.85 0110110101101 835
0313131 8.08 0110110001101 890
0310111 68 0011011101010 1 662
0312311 6.56 mo110110111101 777
0312231 835 0110110001101 890
0310031 924 0110100001101 924

Table 5.11: Search pools obtained by the improved and by the traditional ACO based HO ST/MUD algorithms
during the second ACO-based search iteration, when both of them are applied to detect the 14 symbols of the

given k = 7 user example.

Tables 5.7(a), 5.10(a) and 5.13(a) summarized the symbol-probabilities during the first three
search iterations. The 4th, 5th and 6th twin-symbol combinations of Table 5.7(a) are erroneous
and the improved ACO-based ST/MUD is capable of ‘correcting’ two of them, when the first search
iteration is completed, as shown in Table 5.10. As compared to the symbol probabilities estimated by
the traditional ACO-based ST/MUD algorithm, which were portrayed in Tables 5.7(b), 5.10(b) and
5.13(b), two ‘erroneous’ bits remain uncorrected after the first and second iterations are finished.

More specifically, observe from Table 5.13(a) that the ‘erroneous’ bit represented by the ¥5 =

[+1 — 1] values of the 4th column as determined by Pz(gs) = 0.52 is different from the ML solution of

VM = [+1 +1], but only in the second position. Hence, we only have a single erroneous bit in the HO

vector, when the vector containing pure logical ones is generated according to the bit-probabilities. By
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(a) Pheromone density rl-(]-g) of improved ACO (4 x K).

N 1 2 3 4 5 6 7
A%

[+1 +1] 28284 000 000 [178.34]  26.47 2.69| 28.79
[+1 — 1] 24.42 0.00 312.95 | 15.39| 190.09 64.67| 284.17
[—1 +1] 4.32 0.00  0.00 | 7L73| = 33.98 2.30|  0.00
[—1 —1] 1.38 312,95  0.00 | 47.50| = 62.41 [243.30 0.00

(b) Pheromone density Tz-(f) of traditional ACO (2 x 2K).

(1)
v 1 2 1 2 1 2 1 2

+1 329.79 322.64 0.00 0.00 329.79 0.00 | 9.17 286.64
~1 0.00 7.15 32979 329.79 0.00 329.79 320.63  43.16
N 5 6 7
(1)
v 1 9 1 2 1 2
+1 186.34| [215.09 88.62 0.00 329.79 4.71
—1 143.45 114.70 | 241.17 329.79 0.00 325.09

Table 5.12: Pheromone density Ti(f) associated with each cell constituting the (4 x K)-element and (2 x 2K)-
element route-tables of the improved and the traditional ACO based HO ST/MUD algorithms during the second
ACO-based search iteration , when both of them are applied to detect the 14 symbols of the K = 7-user example.

contrast, the number of erroneous bits found at the output of the traditional ACO-based ST/MUD
algorithm is only the true value, when a single vector is allowed to be generated according to the

specific symbol-value probabilities, as observed from Table 5.13(b).

This argument exemplified the superiority of the improved ACO-based ST/MUD of Alg. 2 over
the traditional Alg. 1.

5.4.2.2 Symbol Probability Convergence versus Pheromone Convergency

As discussed with reference to Fig. 3.14 in Section 3.4.6.2, the bit-probability’s convergence to the
‘elite’ K -bit vector is typically delayed with respect to the pheromone’s convergence due to the delayed

effect of the intrinsic affinity.

As demonstrated in Table 5.12(b), the pheromone-level associated with the 1st symbol transmitted
by the 5th user suggests that a +1 was transmitted, when the second search iteration was completed.
However, the bit-probability of PJ%) = 0.34 < P%) = 0.66 shown in column 5-1 of Table 5.13(b)
suggests that a —1 is likely to have been transmitted by wvs; instead of 41, as suggested by the
pheromone level of TJ(FSQ) = 186.34 > 7{39) = 143.45, as illustrated by Table 5.12(b).
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(a) Symbol-value probability P,L-(jg) of improved ACO (4 x K).

N1234567
A%

[+1 +1] 0.95 0.00 0.00 [0.42| 0.08: |0.00| 0.05
[+1 —1] 0.04 0.00 1.00 [0.04| 052 |0.25| 0.95
(-1 +1] 0.00 0.00 0.00 |0.35| 0.13: {0.00| 0.00
[-1 —1] 0.00 1.00 0.00 [0.19| 0.27: [0.75] 0.00

(b) Symbol-value probability Pz-(j’) of traditional ACO (2 x 2K).

(1)
v 1 2 1 2 1 2 1 2

+1 1.00 0.99 0.00 000 1.00 0.00 0.01: 0.92
—1 0.00 0.01 1.00 1.00 0.00 1.00 0.99  0.08
N 5 6 7

(1)

v 1 9 1 2 1 2

+1 034 [053] [033]000 1.00 0.00

1 0.66 |0.47| [0.67] 1.00 0.00 1.00

Table 5.13: Symbol-value probability Pi(jg) associated with each cell constituting the (4 x K)-element and
(2 x 2K )-element route-tables of the improved and the traditional ACO based HO ST/MUD algorithms during
the third ACO-based search iteration , when both of them are applied to detect the 14 symbols of the K = 7-user

example.

However, this delayed relationship between a bit-probability and the corresponding pheromone-
level is not so pronounced in the improved ACO-based ST /MUD algorithm. This is demonstrated by
the simulation results recorded after the first search iteration was completed. The highest values of
Pl(i) = 0.37 and P4(§) = 0.68 within the 4th and 6th columns of Table 5.10(a) were generated by the
same twin-symbol combination of ¥4 = [+1 +1] and ¥4 = [-1 — 1], which have the highest amount
of pheromone given by Tl(i) = 95.74 and Tig) = 130.14, as observed in Table 5.9(a).

5.4.2.3 Diversity of the Decision Candidates in the Search Pool

A large variety of K-bit vectors appear in the initial search pool of Table 5.8(a), obtained by the
improved ACO-based ST/MUD algorithm during the first iteration, which was as high as 19 obtained
by the ¢ = 20 ants. A large diversity of the vectors potentially results in slow convergence, but allows
us to avoid settling on a locally optimal solution. Hence, it allows the consecutive search iterations to

locate the globally optimal solution.

By contrast, as shown in Table 5.8(b), the average LLFs of the K-bit vectors captured in the
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(a) Improved ACO (4 x K). (b) Traditional ACO 2 x 2K.

Row Index LLF Row Index LLF
0310231 859 mo110110111101 777
0310111 6.89 0110110100101 6.95
0312231 835 mo110110111101 777
0313131 8.08 0110110000101 725
0312131 832 0110110101101 835
1313131 640 0110110100101 6.95
0312111 6.85 0110110011101 832
0312131 832 0110110011101 832
0312331 777 0110110001101 890
0313031 855 0110110101101 835
0312331 777 mo110110111101 777
0310131 859 0110110100101 6.95
0313310 502 mo110110111101 777
0310111 6.89 0110110110101 6.56
0310331 793 0110110100101 6.95
0310111 6.89 0110111001101 855
0312231 835 0110110101101 835
0310331 793 0110111000101 6.90
0310031 924 mo110110111101 777
0312231 835 0110110011101 832
0310031 924 0110100001101 924

Table 5.14: Search pools obtained by the improved and the by traditional ACO based HO ST/MUD algorithms
during the third ACO-based search iteration , when both of them are applied to detect the 14 symbols of the

K = T-user example.

initial search pool of the traditional ACO-based ST/MUD algorithm tend to be significantly higher,
but less diverse during the first iteration, as compared to that of the improved ACO-based ST/MUD
algorithm. As a result, the lack of population diversity - which may be attributed to the less evenly
distributed intrinsic affinity for the traditional ACO-based ST/MUD algorithm - limits the ability of

the search pool to capture the globally optimal solution during the forthcoming iterations.

5.4.2.4 FError Correction Process

As mentioned in Section 5.4.2.1, the conversion of he MF solution to the ML solution of the search

pool may be regarded as an ’error correction’ procedure of gradually correcting the bits, which are
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K = 7-bit vector
represented

by row indices

Probability of vector-value

Iter 1 Iter 2 Iter 3

ML [00110100001101] 0.0035 0.0017 0.0011
00110110001101] 0.0217 0.0846  0.1089
00110110101101] 0.05632 0.1718 0.2113
00110110011101] 0.0340 0.0846  0.0965

MF [©00110110110101] 0.0976 0.1053  0.0923

Table 5.15: Probabilities of some of the high-LLF K-bit vector being captured for the search pool of the
traditional ACO-based ST/MUD algorithm during the first three search iterations in the K = 7 user example
considered.

Vector-value represented Probability of vector-value
by row indices

Iter 1  Iter 2 Iter 3

ML 03100 3 1] 0.0063 0.0235  0.0227
031013 1] 0.0076 0.1026  0.1478
031223 1] 0.0174 0.0291  0.0308
031023 1] 0.0090 0.0299  0.0370
031213 1] 0.0149 0.0998  0.1232
031313 1] 0.0112 0.0582  0.0669

MF 031231 1] 0.0219 0.0252  0.0213

Table 5.16: Probabilities of some of the high-LLF K = 7-bit vectors captured for the search pool of the
improved ACO-based ST/MUD algorithm during the first three search iterations in the K = 7 user example
considered in Section 5.4.

regarded as ‘errors’, because they are different for the MF solution and the ML solution, regardless
whether the traditional or the improved ACO-based ST/MUD algorithm is utilised.

The ’correction’ procedure is usually carried out in the following way. Let us assume that there are
N, number of different symbols between the MF solution and the ML solution. The ACO search process
always ‘corrects’ the pheromone-level, then the symbol-probabilities associated with the (N, — 1)

symbols, then ‘correct’ the same attributes associated with the last of the N, ‘erroneous’ symbols.

The above-mentioned ‘error correction’ process may become successful as long as the bit-probability
of the last bit is sufficiently high to motivate at least one ant to choose it, although it was decreased

during the process while the ACO algorithm corrected the other (N, — 1) symbols.

This can be verified by our K = 7-user example. During the third iteration, when all the (N.—1) =
(3 —1) ‘erroneous’ twin-symbol combinations of our N, = 3 scenario associated with the k£ = 4th and
k = 6th users have been corrected, as shown in the bit-LLF list of Table 5.13(a), the last ‘erroneous’
twin-symbol combination is that of the £ = 5th user. At that moment, the probability associated with
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AML = [+1 +1] is 0.08, which has a chance of being selected by ¢ x Pl(g’) =20 x 0.08 = 2 ants. As a
result the probabilities of P1(4) = 0.42 and P4(g) = (.75 associated with the other two combinations of
VML = [+1 +1] and ¥} = [-1 — 1], that are part of the ML-solution, but not of the MF-solution
have already found thelr way into the search pool. Hence the complete ML solution finally appears in

the search pool during the 3rd iteration, as shown in Table 5.13(a).

By contrast, as shown in Table 5.13(b) for the traditional ACO-based ST/MUD algorithm, we
have N, = 4, bits that are part of the ML solution, but not of the MF solution, which correspond to
the 1st symbol transmitted by user k = 4, the 1st and the 2nd symbols transmitted by user £ = 5, and
the 1st symbol transmitted by user k = 6. Hence, we have to ensure that the relevant probabilities
increase to a sufficiently high value, so that the lowest possible number of vectors contain 05" = +1,
Opy = 41,041 = —1 instead of the 0} = —1, 035 = —1,08]" = +1. Observe in Table 5.13(b) that the
probability associated with )" = +1 of the ML-solution has already become as low as Pl(i’) = 0.01.
This phenomenon is also shown from an alternatively perspective by Table 5.15, where the probability
of the ML solution appearing in the search pool during the third iteration has already been reduced
to a value as low as 0.0011, which suggests that the ML solution only has a marginal chance of being

incorporated.

In other words, when the speed of convergence to the other (No—1) symbols (or symbol-combinations)
which are part of the ML but not of the MF solution is slower than the pheromone-evaporation rate
associated with most recent symbols (or symbol-combinations) that were part of the ML solution,

then the ML solution may not find its way back into the search-pool again.

As shown in Table 5.16, the probability associated with the sub-optimal vector-values of [0 3 1
013 1] and [0 3121 3 1] increases throughout the first three iterations and finally the algorithm
‘corrects’ the last erroneous symbol with a probability of 0.1478 and 0.1232.

5.5 Simulation Results

Two system scenarios are considered in this section, both of which are STBC-assisted two transmit
antenna aided DS-CDMA systems. In one of the scenarios we employ m-sequence based DS-spreading
using a spreading factor of Ny = 7, while in the other scenario we use Gold code based spreading
associated with Ny = 31. For the sake of convenience, the fully-loaded DS-CDMA system supporting
K = 7 users and employing a set of m sequences having a length of Ny = 7 is referred to as the
m7K7 system and that supporting K = 32 users with the aid of a set of Gold codes having a length
of Ny = 31 is referred to as the G31K32 system.

5.5.1 Performance of the m-Sequence-based System

Apart from using a different number of artificial ants (, all the other parameters characterizing the
ACO algorithms are identical in the traditional and in the proposed ST-MUD algorithms, which are
listed in Table. 5.18.

The complexity imposed is quantified in terms of the number of FLoating point Operations Per
Second (FLOPS) within a STBC block duration, divided by the number of users K. Since both the
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Modem BPSK
Multiple access method DS-CDMA
Spreading code m-sequence
System Spreading factor Ng=1T7
No. of transmit antennas 1
No. of receive antenna arrays N, =1
No. of users K =3,5,7
Channel Uncorrelated Rayleigh fading

Table 5.17: Parameters for the STBC-CDMA system employing the ACO based ST-MUD algorithm.

ACO parameters

Initial pheromone 7=10.01
Evaporation rate p=05

Maximum number of iterations = = 10

Weight of pheromone a=1
Weight of intrinsic affinity 8=
Weight of the elite ant o=

Table 5.18: Basic simulation parameters used in Section 5.5.
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Figure 5.2: Comparison of the BER performances achieved by the STBC assisted two transmit antenna aided
DS-CDMA UL employing the conventional ACO, MMSE and MF based HO detection schemes, where K = 3,
K =5 and K = 7 users are supported by the m-sequence having seven chips. The system’s schematic is shown

in Fig. 5.1 and all parameters are summarized in Table 5.17.
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Figure 5.3: Comparison of the BER performances achieved by the STBC assisted two transmit antenna aided
DS-CDMA UL employing different detection schemes, where K = 7 users are supported by the m-sequence
having a length of 7. The system’s schematic is shown in Fig. 5.1 and all parameters are summarized in
Table 5.17.
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Figure 5.4: Comparison of the BER performances achieved by the STBC assisted two transmit antenna aided
DS-CDMA UL employing different detection schemes, where K = 7 users are supported by the m-sequence
having a length of 7 chips. The system’s schematic is shown in Fig. 5.1 and all parameters are summarized in
Table 5.17.

channel quality and the AWGN vector encountered vary from block to block, the number of times
we have to evaluate the 2K-element vector-LLF, which predetermines the total complexity imposed
by the ACO algorithm is different in the consecutive block durations. Hence, in order to characterize
the time-variant complexity of the ACO-aided ST-MUD algorithm more accurately, the PDF of the
complexity was plotted in Fig. 5.5 and Fig. 5.8 at different SNRs ranging from 0dB to 30dB. As seen
from Fig. 5.5 (a) to Fig. 5.5 (d) and in Fig. 5.8 (a) to Fig. 5.8 (d), when the SNR increases from 0dB to
30dB, gradually decreasing complexities are imposed by both the traditional and the improved ACO
ST-MUD algorithms in both the m7K7 system and the G31K32 system.
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The MF, the MMSE and the traditional ACO-based ST/MUD algorithms applied in the STBC
assisted twin-transmit antenna aided DS-CDMA UL are characterized in Fig. 5.2 for transmission over
uncorrelated flat fading Rayleigh channels. The m-sequence based spreading codes have a length of
Ny = 7 chips. The traditional ACO algorithm employs ¢ = 10 ants. All three HO MUD algorithms
exhibit error floors to different degree, when the number of users supported by the Ng = 7-chip
m-sequences increases from K = 3 to K =5 and finally to K = 7. As expected, the MF-based single-
user detector has the worst BER performance, as seen in Fig. 5.2. When K = 3 and K = 5 users are
supported by the system, its performance is close to the Single-User (SU) benchmark. However, when
the number of users increases from K = 5 to K = 7, an error floor occurs, as shown by the solid line

marked by the circle in Fig. 5.2.

Finally, when K = 3 users are supported by the system, the traditional ACO-based ST/MUD
algorithm allows the K = 3-user system to approach the performance of the SU benchmark. However,
when K =5 and K = 7 users are supported, the traditional ACO-based ST/MUD algorithm having
¢ = 10 ants fails to eliminate the error floor. As shown by the dashed line marked by diamonds
and by the solid line seen in Fig. 5.2, when K = 5 and K = 7 users are supported by the STBC
DS-CDMA UL with the aid of m-sequences having Ny = 7 chips, the performance of the system using
the traditional ACO-based ST/MUD algorithm employing ( = 10 ants becomes worse than that of
the MMSE algorithm.

Naturally, enhancing the BER performance becomes possible by increasing the number of ants
from ¢ 10 to 20 or even 100. However, as seen in Fig. 5.3, despite increasing by the number of ants
from ¢ = 10 to ¢ = 100, when K = 5 users are supported, the achievable BER improvement remains
fairly insignificant. Similarly, despite an increase in the number of ants from ¢ 20 to 100, when K =7

users are supported, the BER performance of the K = 7-user system does not substantially improve.

The failure of the traditional ACO-based ST/MUD algorithm to improve the MU system’s BER
performance by increasing the number of ants ( is also demonstrated in Fig. 5.4, where the BER
performance achieved by the m7K7 system employing the MMSE ST-MUD algorithm is seen to be
better than that of the traditional ACO ST-MUD algorithm employing ¢ = 100 ants, which is achieved
as a benefit of the MMSE MUD’s higher complexity, as revealed by Fig. 5.5 (e).

This fact demonstrated the need for the improved ACO-based ST/MUD. Again the difference
between the traditional and improved ACO-based MUD was detailed in Section 5.3.2.

As shown in Fig. 5.4, the improved ACO-based ST/MUD algorithm shows a significant BER
performance improvement, substantially reducing the error floor of the traditional ACO-aided MUD
algorithm. More specifically, the improved ACO-based ST/MUD algorithm employing ¢ = 100 ants
enables the fully-loaded m7K7 system to approach the performance of the SU benchmark. Despite
its superior performance, the complexity imposed by the improved ACO-based ST/MUD algorithm
having ¢ = 100 ants is only slightly higher than that of the traditional ACO-aided ST-MUD and it is
lower than that of the MMSE ST-MUD algorithm, as shown in Fig. 5.5 (e). The complexity of the
proposed ACO algorithm is typically about 1000 times lower than that of the ML algorithm. The
detailed complexity estimates quantified in terms of FLOPS for each individual step carried out by
the MF, MMSE, ML, as well as by the traditional and the improved ACO-based MUD algorithms
recorded in the context of the m7K7 system are listed in Table 5.19.
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Figure 5.5: PDF of the complexity associated with different detection schemes in the STBC assisted two

transmit antenna aided DS-CDMA UL adopting m-sequences having Ny = 7 and supporting K = 7 users.
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Figure 5.6: Comparison of the BER performances achieved by the STBC assisted two transmit antenna aided
DS-CDMA UL employing different detection schemes, where K = 32 users are supported by Gold codes having

a length of Ny = 31 chips. The system’s schematic is shown in Fig. 5.1 and all parameters are summarized in

Table 5.20.
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operation MF MMSE ML ACO1D  ACO29

68 68 68 68 56
y@
x1 x1 x1 x1 x1
68 68 68 68 56
24.0 24.0 24.0
(©) _ _
R x 1 x 1 x1
24.0 24.0 24.0
Matrix 9348
Inversion® — — — —
x1
(22K x 22K)®
9348
Function - x16384  x2.99  x19.99
Evaluation®
1.1e¢ 195.1©  680.99
others®©® - 84 - 277.1® 747.99
total©® 2599 9524 1.1e® 564.290 1463.09

(@) The traditional ACO-based ST/MUD algorithm having a (2 x 2K)-element route-table and ¢ = 10 ants

@ The improved ACO-based ST/MUD algorithm having a (4 x K)-element route-table and ¢ = 100 ants

® The first of the three rows describing a specific process in all algorithms quantifies the number of FLOPS per user
per STBC-block per unit time the process is operated; the second row represents the number of times the particular
process is carried out during the corresponding algorithm; the third row represents the total number of FLOPS impose
per user during an STBC-block.

@ The dimension of the complex-valued square matrix is 2K, however it has to be transformed to a real-value square
matrix having a size of (2-2K) x (2-2K). The interested readers is referred to Appendix 1.

® It is the mean.

® This row quantifies the total number of FLOPS per user during a single STBC-block.

Table 5.19: FLOPS consumed by each of the principle steps taken by all the algorithms in the STBC-m7K7
system. All the data in this table has been approximated in such a way that only the first digit after the decimal

point is remained to save the space.

Observe in Fig. 5.6 that similarly to the MU DS-CDMA UL employing m-sequences, when the
number of users increases from K = 10 to 20 and to 30, the MF based system shows a persistent error
floor. However, in contrast to the MU DS-CDMA UL employing m-sequences, observe in Fig. 5.6
that when the number of users increases from K = 10 to 20 and to 30, the MMSE-detection aided

system only exhibits an error floor when K = 32 users are supported. Furthermore, as evidenced by
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Modem BPSK
Multiple access mothod DS-CDMA
Spreading code Gold code
System Spreading factor Ny =31
No. of transmit antennas 1
No. of receive antenna arrays N, =1
No. of users K =10,20, 32
Channel Uncorrelated Rayleigh fading

Table 5.20: Parameters for the STBC-CDMA system employing the ACO based ST-MUD algorithm.
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Figure 5.7: Comparison of the BER performances achieved by the STBC assisted two transmit antenna aided
DS-CDMA UL employing different detection schemes, where K = 32 users are supported by Gold codes having
a length of Ny = 31 chips. The system’s schematic is shown in Fig. 5.1 and all parameters are summarized in
Table 5.20.

Fig. 5.6, when the number of users increases from K = 10 to K = 20, the traditional ACO-based
ST/MUD algorithm having ¢ = 10 ants enables the K = 10 and K = 20 user system to approach the
performance of the SU benchmark. A slight degradation is observed for the traditional ACO-based
ST/MUD algorithm, when the system is required to support K = 32 users.

Fig. 5.7 provides further insights by characterizing the difference between the BER performances
achieved by the traditional and the proposed ACO ST-MUD algorithm, which is seen to be substan-
tially lower for the G31K 32 system compared to the m7K7 system. However, the BER performance
achieved by the system employing the proposed ACO algorithm is still better than that of the tradi-
tional ACO ST-MUD.

Returning for a moment to the associated complexity characterized in Fig. 5.8 (e), the number
of FLOPS to be carried out by the ACO ST-MUD algorithms is significantly lower than that of
the MMSE ST-MUD, despite their improved BER performance. Furthermore, in the K = 32 user-
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Figure 5.8: PDF of the complexity associated with different detection schemes in the STBC assisted two
transmit antenna aided DS-CDMA UL adopting Gold codes having a length of Ny = 31 to support K = 32
users of different SNR.

scenarios both ACO algorithms impose a factor 10'® lower complexity than the ML algorithm, while
allowing the G31K32 system to perform similarly to the single-user system. The detailed complexity
estimates quantified in terms of the number of FLOPS for each individual processing step carried out
by the MF, MMSE, ML as well as the traditional and the improved ACO-based MUD algorithm aided
G31K 32 systems are listed in Table 5.21.

5.6 Conclusion

In this chapter, we first applied the traditional ACO-based ST/MUD algorithm of Chapter 3 in the
STBC aided, twin-transmit-antenna assisted DS-CDMA UL.. Then in Section 5.3.2, we proposed
an improved ACO based ST-MUD algorithm applied in the STBC-assisted two transmit antenna
aided DS-CDMA system. The advantages of the improved algorithm over the traditional algorithm
were demonstrated for a K = 7 user example. The BER performance provided by the improved ACO
algorithm was characterized by simulation in the context of MU systems employing different spreading
codes. Finally, the PDF of the complexity imposed by a range of detection algorithms, including
both the improved and the traditional ACO algorithms was portrayed in order to demonstrate the
advantages of the improved ACO aided ST-MUD algorithm.
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Operation MF  MMSE ML ACO1D  ACO29

259.9  259.9 259.9 259.9 247.9
y@
x1 x1 x1 x1 x1
2599 2599 2599 259.9 247.9
24.0 24.0 24.0
(6) _ _
R x1 x 1 x1
24.0 24.0 24.0
Inversion® — — — —
x1
(22K x 22K)®
162148
Objective 268.1 268.1 121.6
Function - - x1.8¢19 <870  %40.20
Evaluation®
4.9¢21 233249 4886.89
Others©® - 384 - 196.49  2341.9®
Total©® 259.9 162820 4.9¢21 281279 17263.09

(@) The traditional ACO-based ST/MUD algorithm having a (2 x 2K)-element route-table and ¢ = 10 ants

@ The improved ACO-based ST/MUD algorithm having a (4 x K)-element route-table and ¢ = 100 ants

® The first of the three rows describing a specific process in all algorithms quantifies the number of FLOPS per user
per STBC-block per unit time the process is operated; the second row represents the number of times the particular
process is carried out during the corresponding algorithm; the third row represents the total number of FLOPS impose
per user during an STBC-block.

@ The dimension of the complex-valued square matrix is 2K, however it has to be transformed to a real-value square
matrix having a size of (2-2K) X (2-2K). The interested readers is referred to Appendix 1.

® It is the mean.

® This row quantifies the total number of FLOPS per user during a single STBC-block.

Table 5.21: FLOPS consumed by each of the principle steps taken by all the algorithms in the STBC-G31K32
system.All the data in this table has been approximated in such a way that only the first digit after the decimal

point is remained to save the space.



Chapter 6

ACO-based Soft-Output MUD in the
DS-CDMA UL

6.1 Introduction

In this chapter, the channel coded MU system of Chapter 3 is employed. The idea of employing channel
coding or Forward Error Correction (FEC) coding in wireless communication systems was proposed
by Shannon [204], who predicted that arbitrarily reliable communications are realizeble, provided that
sufficient redundant information bits were attached to the information source bits. Both block codes
and Convolutional Codes (CCs) can be categorized as systematic and non-systematic codes, depending
on whether the output codewords of the encoder retain the entire original information bits as parts of
the encoded codeword [205].

As suggested in [205], instead of making a binary decision for each demodulated symbol, it is
beneficial for the detector to forward the probability of a binary one and binary zero for a certain bit,
to the FEC codeword, which we refer to as the detector Soft-Output (SO). Naturally, the detector’s
SO provides the channel decoder with substantially more information than the Hard Output (HO)
binary decisions. Hence a significantly lower Bit Error Ratio (BER) can be achieved at a given Ey, /Ny,

as demonstrated for example in [205].

Therefore, in order to supply the channel decoder of each user with soft information so that a
reduced BER may be achieved by the MU system, a SO MUD may be invoked to mitigate the MUI
and provide the FEC decoder of each user with soft information. However, most of the ACO-based
MUD schemes found in the open literature at the time of writing are only capable of providing hard-

decision outputs for the channel decoder.

Against this background, ACO-based SO MUD schemes are proposed in this chapter. More specifi-
cally, two schemes, namely the MAzimum-Approzimation (MAA) and the MUlti-input Approximation
(MUA) aided SO-ACO algorithms are introduced in detail in this chapter.

We will demonstrate that the DS-CDMA UL system exploiting the soft outputs of the novel MUA
SO-ACO based MUDs is capable of outperforming its counterpart based on hard-decision outputs.
Our simulation results will also demonstrate that increasing the number of inputs provided for the

MUA algorithm has significantly improved the achievable BER performance compared to that of the

176
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MAA SO-ACO algorithm, approaching the single-user performance, at a fraction of the Bayesian

detector’s complexity.

The rest of this chapter is organized as follows. The above-mentioned soft information, namely
the LLR of each bit transmitted by all the users in the DS-CDMA UL will be derived in Section 6.2
along with the Bayesian algorithm of obtaining the LLRs. In Sections 6.3 and 6.4, the MAA and
MUA assisted ACO-based SO MUD algorithms will be introduced, including the relevant theoretical
background. Following by the discussion of the complexity estimation of both algorithms in Section 6.5,
the corresponding performance results will be provided in Section 6.6. Finally, we will conclude our

discourse in Section 6.7

6.2 Theoretical Background

The soft information quantifying our confidence in a binary decision concerning a certain detected
and demodulated bit is quantified by the corresponding Log-Likelihood Ratio (LLR). As discussed
in Section 2.6, the LLR regarding a bit transmitted and received in a single user system within a
particular symbol duration, is derived from the logarithm of the ratio of the a posteriori probabilities

of a binary one and zero, based on the received signal.

In this section, we will derive the LLR of a general MIMO Multi-User (MU) UL scenario, and
then apply it to our K-user Single-Input Single-Output (SISO) DS-CDMA sytem in Section 6.2.1.
In Section 6.2.2, we will provide more details on the system model characterizing two different SO
ACO-based MUD algorithms. Finally, in Sections 6.3 and 6.4, we will stipulate some preliminary

assumptions that are essential in order to interpret the algorithms.

6.2.1 LLRs in a Multi-User DS-CDMA System

The derivation of the LLRs encountered in a multi-user UL scenario is provided in this subsection

with the aid of the system model shown in Fig. 6.1. In contrast to the single-user system model given

C1
u1_ | Channel| b1 U1 | CDMA L(b1) | channe|
™| Coding Modulatio ~|spreading Decodin
C2 5
2 L(by) 1
uz | Channel| b2 . 1V2 | CDMA r 2% 2) | Channe| %2
™| Coding Modulatio ~| spreading CR% Decodin
=
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ug_ | Channel| bx — Uk | CDMA L(bk) | channeltix
™ Coding > Modulatio ~| spreading ~~| Decodin

Figure 6.1: Block diagram of a channel coded multi-user system employing time-domain DS-CDMA techniques
and soft-output detectors, which estimate the LLRs of the transmitted bits of each user. This is the most basic

block diagram. A more sophisticated block diagram will be developed in Chapter 5.

by r = hv+n, when K users are supported by the Ng-chip CDMA spreading codes, the system model
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of Fig. 6.1 may be characterized with the aid of Ny equations as:

rt = c11 hvr + e hova + - 4+ cx1 hxvk + m
T = c¢19 hivi + ¢ hovy + -+ + cgo hgvg “+ no (6 1)
rN. = cnhivn 4+ canheve + -+ 4+ cxnNhrxUK + N,

where r denotes the chip-index. The subscript of ¢ ranges from 1 to K and indicates the user-index,
while the second subscript of ¢ ranges from 1 to Ny and specifies the chip-index. Hence cy,, specifies
the ngth chip of the kth user’s Ng-chip CDMA spreading sequence.

Alternatively, Eq. (6.1) may be expressed in matrix-form as:

r=CHv+n
1 c11 C21 o CK1 hi 0 -+ 0 vy ny
T2 cl2 €2 CK2 0 hy --- O U)) no
— + (6.2)
TN, CIN, C2N, "' CKN, 0 0 - hg VK NN,

As always, it is more informative to quantify the reliability of each decision to be passed to the next-
stage channel decoder in order to carry out iterative channel decoding. The LLR of the received signal
r expressed in terms of selecting +1 or —1 for v has been used to quantify the reliability and the final
form of L(r) in Eq. (2.111).

For the sake of convenience, we consider user 1 as the reference user of our K-user system, whose
LLR will be derived below. The derivation of the LLRs of user £ = 1 may be readily extended to an
arbitary user k, for k = 2,..., K. Provided that both vy = +1 and v; = —1 are transmitted with a
probability of 0.5, when r,, is received, the LLR of r,_ is given by definition as

n =+1
b= Ly(r) = m 2P =4 N (6.3)
b

(rnJv =—-1)’
In the single-user system described by r = hv 4+ n, the a priori condional PDF p(r|jv = £1) may
be accurately modelled by the PDF of the complex-valued Gaussian distributed random variables,
as seen in Eq. (2.91) and Eq. (2.92). However, as observed from the system model defined for a
multiuser system in Eq. (6.1), p(rp,|v = +1) cannot be described by a known PDF for the chip-
interval ng = 1,..., Ng, unless the transmitted signals vs,--- ,vx are known. In other words, unless
|7 are known, p(rp,|v) cannot be described by the complex-valued
Gaussian PDFs of Eq. (2.91) and Eq. (2.92).

all the elements of v = [v vy -+ v

However, as suggested by Eq. (6.3), when v; = +1 is transmitted, there are 25 ~! bit-combinations
for the remaining (K — 1) users. Hence, in order to get an accurate estimate of p(r|v = +1), we have

to take all the 25~ possible values into consideration. More quantitatively, we have

2K71

p(Tns’U1 = +1) = Z p(TNS’V(li),i% ng = 17 e 7N57 (64)
=1
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where V1+ ;, denotes the ith vector from the set of all the 2K=1 yectors i =1, 2, ..., 2K-1 where the
first element is always v; = +1. Similarly, when v; = —1 is transmitted, we have
2K71
Plrlvr = —=1) = > p(ra,[v¥,), ng=1,...,N;. (6.5)
i=1

Given the probabilities p(ry |v1 = +1) and p(r, |vi = +1) quantified in Eq. (6.4) and Eq. (6.5), the
initial representation of the LLRs defined in Eq. (6.3) may be formulated as:

p(rn,Jv =+1)
Iy =Li(rp,) =ln——mW——=
n) =0 o= 1)
2K71
> p(ravit)
:mil . ns=1,..., N (6.6)
Z p(rn Vi)
=1
where the probabilities p(r, |[v 1) for i = 1,2,...,2K~1 are all given by the PDF of the complex-
valued Gaussian distributed random variable.
Table. 6.1 provides an example illustrating the value of the vectors V3 ey fori=1,2,...,32, when

K =5 users are supported by the CDMA system and the reference user’s index is k = 3.

Let us denote the vector comprising the K users’ random binary elements as v(*). When each
bit of the K-user signal vector v¥) is represented by an Ns-chip spreading code and hence may
be viewed as being repeatedly transmitted for Ny chip durations, with cg,, having different values
for ng = 1,..., Ng, Ngth-order diversity may be achieved, provided that all chips fade independently.
Hence, by jointly evaluating the probability p(r,_ |[v%)) over the N equations quantifying the signal r,,_
received over the ng = 1,..., Ny chip durations, more accurate LLRs can be generated for quantifying
the reliability of the final decision between v = +1 and v = —1. More explicitly, in this case the LLRs
are calculated based on the probability p(r|v), rather than on p(r, |[v7)), regardless of the values
taken by ng € [1, Ng|. Therefore, the LLRs quantified in Eq.(6.6) may be more accurately formulated

as

L=Lix)=ln=L (6.7)

Hence, if the probabilites p(r |v1 L ) fori=1,2,...,2K — 1 employed in Eq. (6.7) may be quantified,
the final form of the LLR [y of user k = 1 expressed as a function Li(r) of the received signal r
during a certain symbol interval may be found, because all the vectors V(K) fori=1,2,...,2K -1
can be simplified to a trial vector v(*) constituted by an arbitrary combmatlon of K blnary elements,
regardless of the value of k£ and ¢, as well as regardless whether +1 or —1 was transmitted. Below we

will focus our attention on the derivation of p(r|v) for the system model defined by Eq. (6.1).

To generalize the derivation of the probability p(r|v*) to a more generic system model constituted

by a group of D equations (rather then Ny equations as illustrated in Eq. (6.1)), when D different
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vy = +1 vy = —1
v vy
T o g ER— T g
00 001 v§y v, 0 0 1 0 1
00 0 1 0 v§g v?%5 0 0 1 1 0
0000 1 1 v, v, 00 1 1 1
0 1:00 0 v§; v, 0 1:1 0 0
001001 vilg vi?% 0 1 1 0 1
001 .0 10 v§;, v, 0 1 1 1 0
001 .0 1 1 vig v 0 1 1 1 1
100 0 0 vilg vilg 1.0 1 00
100 0 1 v, v, 1 0 1 0 1
100 10 vy, vi,;, 1 01 10
100 1 1 v, v, 1.0 1 11
1 1.0 0 0 vy, vili3 1.1.1 00
1 1.0 0 1 vy, v, 01101
1 1.0 1 0 v,y v, 1 1110
1 1.0 1 1 vl vl 111 11

Table 6.1: An example when K = 5 users are supported and each user transmits a BPSK symbol within a

symbol interval. The full set V® containing all the 32 legitimate transmitted vectors is divided into two subsets,

(5)

30 V) according to the polarity of the symbol transmitted by the 3rd user.

namely V
signals are received that constitute a D-element vector r, we will use D instead of Ny in the following
derivation. The final form for the LLR I; of user k = 1 in the current system model of Eq. (6.1) may
be readily obtained by assigning D = Ny in the final formula.

As seen in Eq. (6.2), the D-element noise vector n is a D-dimensional complex-valued Gaussian
distributed random variable with the vector of component averages given by a D-element vector Mpn

and the variance given by a (D x D)-element matrix Xy, which are defined as

Mn = O(D);
Zn =F [(n — Mn)(n — Mn)H]
= E(nn'!) = 521, (6.8)

where 07 and I are the (D x 1)-element zero vector and the (D x D)-element identity matrix,

respectively.

As seen in Eq. (6.2), we have

r = CHv + n, (6.9)
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where (CHv) is a (D x 1)-element complex-valued vector having known elements, given the value
of C, H and v. The family of D-element complex-valued Gaussian distributions is closed under
linear transformations [160] implying that a linear transformation of a Gaussian distributed variable
is also Gaussian distributed. Hence, provided that n is normally distributed with a mean of My and
variance of Xy, its linearly transformed version of r = n + CHv is also normally distributed, which

is formulated as:
n+ CHv ~ Nj(Mp + CHv, Xy). (6.10)
Hence, we have
r™® ~ Np(Mp + CHv, Xp). (6.11)

The PDF of a D-element complex-valued Gaussian distributed random variable ¥ ~ Np (Mg, Xy) is
given by

1 €xp (—%(x — M;)H2Z£1(x — M;))

p(x) =5 dot (5] , (6.12)

and upon substituting the vector of averages and the matrix of variance values by the values in
Eq. (6.11), the conditional PDF of the D-element complex-valued Gaussian distributed random vari-

able v under the condition that v*) was transmitted can be further expressed as:

1 1
v ) = —~(r — CHV")"2(521) "} (r — CHV™
) = s e (- CHI)2(620) o — CH)
= ! exp —l(r — CHv™)H 11—1@ — CHv™)
7P (02)P det(I) 2 o2
1 1
= —5p5 ——(r — CHv")"I(r — CHv"
(roD)D 1 exp< U%(r v I(r v ))
= ro2)D 12)D exp <—i2(r — CHv" ) A (r — CH\'/(K))>
oy o
1 1 0 12
= (702)D exp —;HI’—CHV I1“ ). (6.13)
n n

The above equation quantifies the conditional probability of receiving r, when v\ was transmitted,

which can be readily extended to p(r\v(lfi), with i =1,2,...,25~1 Hence, the LLR Iy of user k = 1,

which is based on the D-element received signal vector r, can be extended from Eq.(6.7) as follows

1 1 (K) 112
oy o (e - ORIV

| 1 ,
o (gl —omvre)
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oK -1

1
> exp (-l - CRVY )

=ln_ =1 : (6.14)

Z exp < —|r — CHv o H2>

Naturally, this definition may be readily extended to an arbitary user index k, yielding the LLR of
the symbol transmitted by user k as

1
> e (gl - CRv( )

Ik = Li(r) =In =l : (6.15)

Z exp < —5 |lr — CHV;K)ZH2>

Eq. (6.15) defines the LLR of the symbol transmitted by user k, when M = 1 bit is transmitted over
D = N chip intervals. The matrices r, C, H and v will have their respective definitions, depending on
the specific system scenario considered. This formulation can be further expanded, when an M-ary
modulation scheme is employed to transmit Ny symbols per user over D = aNg chip intervals, for
a=1,2,...,00

We will first discuss the expansion of Eq. (6.15), when an M-ary modulation scheme is employed
for transmitting Ny symbols over D = N; chip intervals. Under this assumption, (M x Ny x K) bits
are transmitted and there are 2MNeX Jegitimate vectors that may have been transmitted during the
D chip durations considered. Therefore, the definition of the LLR, of the mth bit mapped to the ith
symbol transmitted by the kth user can be extended from Eq. (6.15) as

9MNyK—1

1
Z exp <—;Hr - CHV%Z%?AF)
N n
lkzm - Lkzm(r) =In QM;’_tIl(*l . . (616)
> ewp (ol - oRV )
i=1 T

As seen from Eq. (6.16), the final form of the LLRs is independent of the value D, although naturally,
the dimension or the size of the (D x 1)-element vector r, of the (D x NyK)-element matrix C, of the
(Nt K x NyK)-element matrix H and of the (N K X 1)-element M-ary modulated vector v will be

commensurately expanded, as D is increased from Ng to alVs.

Let us consider the DS-CDMA uplink associated with M =1, Ny =1 and D = N;. In Chapter 5
a BPSK modulated G, space-time coded system is investigated, where we have M = 1, Ny = 2 and
D =2N;.

It may be intuitively observed from Tab. 6.1 that for K =5, Ny = 1 and M = 1, there are always
2MNK =1 yectors, where the mth bit of the sth symbol transmitted by the kth user after demodulation
becomes ’0’. Naturally, there is another set of 2MK—1 yectors, where the mth bit of the sth symbol
transmitted by the kth user becomes demodulated as ’1’. Therefore, the accurate LLR of a single bit
requires the calculation of an exponential function of the noise-power-normalized Euclidean distance

according to

¢ (VM) £ exp po \r— CHv™™)|2| (6.17)
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which is evaluated 2MNtK=1 times for v(Ne5) = V;;;:@H. when we have i = 1,2,...,2MNeK=1 ip the

numerator and another 2MNeK—1 times for vIM5) = V;;;:% ;, in the denominator. In other words, to

precisely evaluate the LLRs associated with a single bit, the exponential of the noise-power-normalized
Euclidean distance of all the 2N¢K Jegitimate vectors that may have been transmitted during the D

chip intervals considered must be evaluated.

This complexity may become excessive, since it inreases exponentially with M Ny K, namely with
the total number of coded bits transmitted during each detection period constituted by the a - Ng chip

durations.

In this chapter we aim for designing reduced-complexity near-ML ant-colony optimization (ACO)
based soft-output (SO) multi-user detection (MUD) algorithms, which evaluate Eq. (6.17) only a
limited number of times and yet capture the ML-solution with a high probability. The ACO based
SO-MUD algorithm will enable the detector to locate the dominant vectors, which contribute to the
sum in both the numerator and denominator of Eq. (6.16) most substantially. Hence, upon omitting
the less important vectors but retaining the most important ones, the LLR calculated by the ACO
based SO-MUD algorithm approaches the accurate value. Despite its near-ML performance, the
complexity imposed by the ACO based SO-MUD algorithm may be a factor of 101°~10%° lower than

that of the optimal exhaustive search based algorithm.

Again, the Euclidean norm expression seen in both the numerator and denominator of Eq. (6.15)
associated with a certain K-symbol vector v is the Euclidean distance between the noise-contaminated
and interference-infested actual received signal vector r and the legitimate noiseless, but channel-
rotated, spread received signal vector CHV, provided that v was transmitted, as defined by Eq. (2.76)

and repeated here for convenience:

D(V) 2 ||r — CHV|% (6.18)

6.2.2 Overview of the Soft-Output ACO MUD

Fig. 6.2 shows a more comprehensive channel coded DS-CDMA UL system model derived from Fig. 6.1,
where each of the K MS transmitters and the BS receiver employ a single transmit and receive antenna.
The difference between Fig. 6.2 and Fig. 6.1 is the inclusion of the bit interleaver II of Fig. 6.2. In
communication systems, the interleaver is employed to enhance the attainable performance of the
Forward Error Correcting (FEC) codes by dispersing the burst errors, hence resulting in independent
errors. If the number of erroneous bits within a code word exceeds the error-correcting capability of the
FEC code, the entire codeword tends to contain more errors than in the absence of FEC. Interleaving
of the original data stream will address this problem by shuffling the bits of the input bit stream,
hence when the interleaved bit are contaminated by the channel, the erroneous bits are typically more

evenly distributed than without interleaving. This aids the FEC decoder.

As observed from Fig. 6.2, the entire system can be divided into two parts, the inner codec and
outer codec. The inner codec is shown within the dashed frame of Fig. 6.2. The inner codec of Fig. 6.2
operates on a symbol-by-symbol basis, in conjunction with a different random CIR matrix H and
AWGN vector n during each symbol. Our K = 5-user example, which was detailed in Section 3.2.2
is also revisited in this chapter. Explicitly, a specific symbol duration along with its CIR matrix,

transmit symbols and received signal are considered in Table 3.1 in the context of the inner codec. By
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Figure 6.2: Expansion of the system model of Fig. 6.1, when an interleaver and deinterleaver is employed in
the transmitter and receiver of each user at both the MS and BS side. The components within the dashed frame
are related to the design of the MAA and MUA ACO-based SO MUD algorithms.

contrast, the outer codec of Fig. 6.2 operates on a frame-by-frame basis. Each frame is constituted of
N, uncoded bits, or N, coded bits or N, real-valued LLRs.

More specifically, the kth user’s Ny-bit data sequence wy = {ug[i]}; for i = 1,..., Ny is firstly
channel encoded using a Convolutional Code (CC) at a rate of R. = Ny/N, , yielding the coded
sequence ¢ = {c[i]} for i = 1,..., N.}. After the random bit interleaver II of Fig. 6.2 we arrive at
the interleaved bit stream by, which is Binary-Phase-Shift-Keying (BPSK) modulated, yielding the
BPSK modulated symbol stream vz. Then each symbol v; of the symbol stream v, is spread by
employing a user-specific Ng-chip DS spreading sequence waveform ci. Then, the Ng-element vector
crvy is transmitted from a single transmit antenna. The chip-signal ¢, vy propagates from the kth
MS’s UL transmit antenna to the BS’s receive antenna over a single-path flat Rayleigh fading channel
hi, which is assumed to be constant over an Ng-chip symbol duration. During the ngsth chip interval,

where we have ng = 1,..., Ny, the received signal r,_ is constituted by the superposition of the signals
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transmitted from the K MSs, which is also contaminated by the Additive White Gaussian Noise
(AWGN). Thus, during a symbol interval, the Ny received chip-signals r,,_, ng = 1,2,..., Ny can still
be accurately described by the Ny equations constituting Eq. (6.1). The base-band equivalent Ng-chip

received signal vector is still accurately represented by Eq. (6.2), which is repeated here as
r = CHv +n. (6.19)

In this system scenario, the accurate LLR [j, of user k is given by Eq. (6.15), which is the equation used
by the Bayeisan detector to evaluate the LLR of a certain symbol transmitted by user k, formulated

as:

-1
Z exp —2Hr—CHvk+7iH2
Un

(K
Bay _ 1., VRHi€Vky
=1 1 ,
- 2
> ew{ - o2
K) T
Vk—,ievé,

i=1,...,2K°L (6.20)

Since the ACO-based SO MUD algorithm aims for approximating the LLR [; given by Eq. (6.15) at a
significantly reduced complexity, only a limited number of K-bit vectors should be considered during

the calculation of Il in the numerator and denominator, yielding:

1 _
Z exp —2Hr—Cka+7iH2
Un

Ki+,i €Kkt
[0 = In 2 - ,
- < 2
g exp {—2 |lr — CHXj_ ;| }
a o2
ik,’iexk,

i=1,..., 0 ip< 2871 (6.21)

where X}, represents the final search-pool of the ACO-based SO MUD algorithm, which hosts all
the K-bit vectors used to calculate the LLR [;. More specifically, the numerator of Eq. (6.21) is
the sum of the exponential functions of the Euclidean distances of Eq. (6.17) associated with all the
K-bit vectors Xy, ; included in the set Xy +. Similarly, the denominator of Eq. (6.21) is the sum of the
exponential functions of the Euclidean distances of Eq. (6.17) associated with all the K-bit vectors
X, constituting the set Xk,. The number of elements in the search-pools Xk + and Xk, is denoted

by i’k.

We may refer to the search-pool obtained by the HO ACO-MUD relying on the flow-chart depicted
in Fig. 3.9, as X", X which may host all the unique K-symbol vectors generated by the search
process, corresponding to all the unique K-bit vectors captured by the search-pool X (™) of the nth
ACO based search iteration for n = 1,2,...,=Z. The maximum number of search iterations is =.
During each iteration, each of the ( artificial ants will generate a K-bit trial-vector. The final search-
pool XX generated by the Z-iteration search process contains x different K-bit vectors, where we
have © < Tymax = = X (. This implies that the final search-pool X*) hosts only a small fraction of the
entire set of V& containing all the 2% legitimate K-bit combinations, which results in a significantly
reduced complexity compared to the exhaustive search process carried out by the ML detectors. For
more details on the ACO-based HO MUD, the interested readers are referred to [129-131] or Chapter 3.
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In order to generate the two final search-pools Xjoi, we may immediately partition the original
search-pool X into the two subsets of X;, and Xj_ based on the polarity of the kth symbol of the
K-bit vectors in X. We denote the number of combinations in the subset X, as xj.. However, we
may find that we have xp, # z)_ most of the time and that sometimes we may even have xj, or
x_ = 0, which results in either the numerator or the denominator of Eq. (6.21) becoming zero. This
results in the corresponding LLR becoming 400, which in turn results in a potential error propagation

during the channel decoding procedure.

To avoid this situation, we will have to modify the search process in order to ensure that the
sets X, are not empty. Depending on the number of K-bit vectors that are finally incorporated
into the final search-pool Xy, , we propose two different ACO-based SO MUD algorithms, namely the
MAximum Approximation (MAA) algortihm and the Multi-Input Approximation (MUA) algorithm,

which are detailed in Sections 6.3 and 6.4, respectively.

6.3 Maximum Approximation SO ACO-MUD

The aim of the MAA SO ACO-based MUD algorithm employed in a K-user Single-Input Single Output
(SISO) system is to search for the two most dominant K-symbol vectors having the kth symbol of
‘+1” and ‘—1’ respectively, in order to calculate the LLR [; of the symbol transmitted by the kth user.

6.3.1 Theoretical Background

The LLR I} of the symbol transmitted by the kth user in the K-user DS-CDMA UL obtained by the
Bayesian detector is repeated here from Eq. (6.20) as:

-1
> ew{ - crv 2
n

(K)
[BAY _ | Vi€V
k - 1 )
— 2
g exp {FHI' — CHvy,_ || }
(K) n
vk*,ievk,

i=1,...,2K71 (6.22)

Again, recall from Eq. (6.21) that the LLR [}“© of the kth user obtained by the ACO based SO MUD

algorithm may be formulated as:

—1 _
> eo{ Sl crxR)
n

X iGX
e ,
E exp{—2 ||r—CH>~<k7,-||2}
- On
ik,,iexk,

=1, .., 0 < 2871 (6.23)

as long as the exponential Euclidean distances of X, ; are the Z;, most dominant terms in the numer-

ator and denominator of Eq. (6.22).

To avoid having an exponentially increasing computational complexity, the sums in the numerator

and denominator of Eq. (6.23) are replaced by their most dominant term, i.e. by the highest term, as
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suggested in [17], yielding:

1 A
exp{ Sy e - Oz, 17}
n

lMAA _ l

ke = —1
exp{ Syl - CR%. |2}

n

9

1 s ~
= == (Ir = CHR., ||* — [Ir — CHE,_|) (6.24)
n

where X, represents the vector having the highest likelihood value in the set X;,. For simplicity, the

above equation may also be expressed as:

1 . .
LA = —— (D (%es) — D (Ri)] (6.25)
n
where D (X1 ) = ||r — CHRy.||? represents the Euclidean distance between the actual received signal

vector r within a certain symbol duration and the legitimate noiseless, channel-rotated received signal

vector corresponding to a specific transmitted signal vector Xy_.

6.3.2 Flow Chart of the MAA Algorithm

The flow-chart of the MAA algorithm is depicted in Fig. 6.3. We will examplify each step of the
algorithm shown in Fig. 6.3 with the aid of the K = 5-user example in conjunction with the parameters
given in Table 3.1. Additionally, the LLFs of all the 2° = 32 legitimate K = 5-bit vectors generated

by the five users are listed in Table 6.2, where the vectors are ordered according to their LLF values.
1. Step 1 - Calculate the intrinsic affinity 7

This step incorporates Step 1 of ‘Calculate Symbol LLF’ and Step 2 of ‘Calculate Intrinsic Affinity’
of the HO ACO-based MUD algorithm shown in Fig. 3.9. It calculates the (2 x K)-element intrinsic
affinity matrix 7, namely the intrinsic affinity associated with each cell in the route table. The formula
of calculating the intrinsic affinity n from the real parts of the MF output R{y} as well as the CIR
matrix H are given in Egs. (3.9), (3.11), (3.12), (3.13) and (3.14).

2. Step 2 - HO ACO search process

This step is equivalent to iteratively executing ‘Step 3’ to ‘Step 7’ of the flow-chart in Fig. 3.9.
Explicitly, the ‘ACO search process’ block of Fig. 6.3 encompasses all the functional blocks of the HO
ACO-based MUD algorithm required to find the ML solution, as introduced in Section 3.3.

As usual, the above-mentioned HO ACO-based search process will populate the search-pool X(%)

containing all the K-symbol vectors generated during the entire search process carried out by Step
2 of the flow-chart in Fig. 6.3. All the K-bit vectors included in the search-pool X® are listed in
Table 6.3, which are further detailed in Tables 6.4~6.7.

3. Step 3 - Binary decision whether to activate an extra ACO search

Based on all the K-bit vectors in the resultant search-pool X of the HO ACO search process carried
out in Step 2, the evaluation of the LLRs associated with each of the K users will commence. The K
LLRs are then forwarded to the channel decoding stage associated with the K symbols transmitted
within the same symbol duration and evaluated during K loops. Specifically, [} associated with the

symbol transmitted by the kth user will be evaluated during the kth loop.
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rank ¢ vf) I(Ial%{"lcl)r%f LLF  note
1 21 -1 +1 -1 +1 +1 0 3.248 VMU
2 23 -1 +1 -1 -1 +1 1 3.053
3 17 -1 +1 41 +1 +1 1 2.973
4 9 -1 +1 +1 -1 +1 2 2.845
5 22 -1 +1 -1 +1 -1 1 2.826
6 24 -1 +1 -1 -1 -1 2 2.713
7 8 -1 41 41 +1 -1 2 2.649
8 20 -1 +1 +1 -1 -1 3 2.602 VMF
9 29 -1 -1 -1 +1 +1 1 2.491
00 31 -1 -1 -1 -1 +1 2 2.390
1 25 -1 -1 +1 +1 +1 2 2.324
2 27 -1 -1 +1 -1 +41 3 2.290
3 30 -1 -1 -1 41 -1 2 2.201
4 32 -1 -1 -1 -1 -1 3 2.182
5 28 -1 -1 +1 -1 -1 4 2.178
6 26 -1 -1 +1 +1 -1 3 2.131
17 12 +1 -1 +1 -1 -1 ) —9.744
8 10 +1 -1 +1 +1 -1 4 —10.224
9 16 +1 -1 -1 -1 -1 4 —10.241
20 11 41 -1 41 -1 +1 4 —10.247
21 4 41 +1 +1 -1 -1 4 —10.260
22 3 +1 +1 +1 -1 +1 4 —10.631
23 9 +1 -1 +1 +1 +1 3 —10.646
24 2 41 41 41 +1 -1 3 —10.646
25 15 +1 -1 -1 -1 +1 3 —10.647
26 8§ +1 41 -1 -1 -1 3 —10.649
27 14 41 -1 -1 41 -1 3 —10.655
28 7 +1 +1 -1 -1 +41 2 —10.923

2

2

2

1

w
[\
(@)
+
—_
_l_
[
|
[
_l_
[
_l_
[

Table 6.2: All the 32 legitimate vectors in the full set V® ranked by the LLF value under the system parameters
given in Table 3.1.
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Figure 6.3: Flow-chart of the SO ACO-based MAA MUD algorithm.

o

)

As observed from Step 3 of the flow-chart in Fig. 6.3, there are two options for carrying out

the evaluation process in order to obtain [, depending on the specific condition tested in Step 3 of

Fig. 6.3. More specifically, if the kth symbol of all the K-bit vectors constituting the search-pool X

are identical, another HO ACO search process has to be activated in order to generate an updated

search-pool, which contains at least one K-bit vector having a different bit in the kth symbol position.

4. Step 4 - Setting the relevant intrinsic affinity to zero

In order to ensure that the search-pool does contain at least one K-bit vector having a specific bit
in the kth element, which is different from the kth element of all the other (K — 1) vectors, we set
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(5) (5) G 6 w06 (5) (5) ®) B X
\% X1+ VlJr X1+ XlJr \% le Vl* X17 X17
v ] 14141 v . %y %

21 1,13 X1 X1
Vel =1 +1-1-141 v o Riy0 Kiy

vl =1 1411+ v g R 3 Rass

5 (5) . =
vig =1 F141-141 v R4 R
vhy =1 H1-141-1 v R s R

(5) (5) z
vy, - —1 H1-1-1-1 vy, 15X

vy o1 HH-1 v Ry

5 5 —
V;O) -1 #+14+1-1-1 V<1+)712 X148
vl -1 —1-1-141 v o Ry Ky

viy =1 11414 v g Ry R

vl =1 —141-141 v R 3R g
Vi(;’so) -1 —1-141-1 V(152714 X1_4 i1,74
vl -1 —1-1-1-1 v (& 5% 5

Table 6.3: Results of Steps 4, 5 and 6 in Fig. 6.4, when the MUA algorithm is applied for generating the LLR
l1, while using the system parameters of Table 3.1. The search-pool obtained by the HO ACO-based MUD is
illustrated in Fig. 3.5 and the LLFs of all the 32 legitimate K-bit vectors are given in Table 6.2.

nok = 0 in Fig. 6.3.
5. Step 5 - Extra ACO-based search process

This step is essentially identical to Step 2 of Fig. 6.3 and it is also identical to the entire flow-chart
of Fig. 3.9, except for a small difference between the HO ACO-based search process carried out in
Step 5 of Fig. 3.9 and that in Step 2 of Fig. 6.3. More explicitly, the difference is that the intrinsic
affinity used to guide the ACO search process both in Step 2 of Fig. 6.3 and in the entire flow-chart
of Fig. 3.9 is characterized by Eqgs. (3.9) to (3.14), which is in turn governed by the real parts of the
MF outputs R{y} and by the CIR matrix H. By contrast, the intrinsic affinity i to be used by Step
5 of Fig. 6.3 is updated from the original intrinsic affinity matrix n, in conjunction with nulling 7,
in Step 4 of Fig. 6.3.

The immediate result of the intrinsic nulling operation of Step 4 in Fig. 6.3 is that the kth symbol
of all the K-bit vectors constituting the search-pool provided by the extra ACO-based MUD search
process now becomes —v. Therefore the search-pool generated after the extra ACO search process is

denoted as Xj_,).
6. Step 6 - Obtaining the pair of dominant K-bit vectors and their Euclidean distances

Once both of the subsets Xg) and X;fi) contain at least one K-bit vector, the two dominant K-bit
vectors X, having the highest LLF in each set can be identified. Then the corresponding Euclidean
distances of X, can be obtained by substituting v in Eq. (6.18) for the K-bit vector Xj..

As shown in Table 6.3, there is no K-bit vector having its k£ = 1st symbol set to +1 in the original
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search-pool of X®  which was generated by the initial HO ACO-based MUD denoted by Step 2 of
Fig. 6.3. Hence, the condition of Step 3 in Fig. 6.3 is fulfilled. As a result, the operations in Steps
4~6 will be carried out, with 71 = 0 set in Step 4. Given the extra K-bit vectors captured by the
search-pool X(l‘rj)r, the most dominant K-bit vectors in X(") and X(fl can be identified and hence the

LLR I; of the bit v; transmitted by the k = 1st user may be obtained.

By contrast, during the evaluation of [, k = 2, 3,4, 5, the search-pool X® contains K-bit vectors
having their kth symbol set to both +1 and —1. Hence the condition tested in Step 3 of Fig. 6.3 will
not be fulfilled.

Hence the algorithm will proceed from Step 3 to Step 7 through Step 6 along on the left branch
of Fig. 6.3, where the two dominant K-bit vectors X;_ in each set X;ff and X;fi) may now be directly
identified.

As indicated in Tables 6.4~6.7, the two most dominant K-bit vectors X in each subset are X 1

or Xi. 1. More explicitly, as observed from Tables 6.4~6.7, we have %o, = V(251), Ry = vé?; X3, = v(157),
X3_ = vg’f; Xy, = V(;l), Xy = v%); X5, = V(;l) and X5_ = V(2°2)
A& X(o) V(c) X(c) X(d) A\ X(252 V(;z X(Qi) X(Qi)
V) 1 4l 1L v Re i Ko | VD -1 -1 —1-141 VY SR g R
gg -1 +1 —1-1+1 V(2542715 X242 X242 g}f -1 -1 +1+1+1 V(2) 9X2-2 X292

Vi) =1 A1 141+ v g R 3 Kous | V) —1 —1 41141 vy | Ko 3 %o 3

5 5 — ~ 5 5 — ~
vig =1 41 H1-141 vy Ko aKooa | Ve —1 =1 —141-1 v§ |, RKo 4 %o 4
Vg —L AL Il v R s Rous | vip L o1 Sl 1-1 v i Re 5 Ko
v (5) Z

var  —L 41 —1-1-10 vol 6 Raye

NE IS S [ IR R I S

v -1 41 41-1-1 v, %oy

Table 6.4: Results of Steps 4, 5 and 6 in Fig. 6.4, when the MUA algortihhm is used for generating the
LLR Iy while using the system parameters of Table 3.1. The search-pool obtained by the HO ACO-based
MUD is illustrated in Fig. 3.5 and the LLFs of all the 32 legitimate K-bit vectors are displayed in Table 6.2.
Additionally, the number of K-bit vectors included in the final search-pool X5, for calculating I in the given

five-user example is o = 5. All the 5 x 2 = 10 K-bit vectors included in the final search-pool X5, are listed in

the left and right column above the horizontal line between the rows v5, and vs;.

7. Step 7 - Calulate the LLR [; of the symbol transmitted by the kth user

Eq. (6.25) provides the LLR [ formulated by the MAA algorithm, where only two terms are
required in order to obtain [;. More specifically, we have to identify the two most dominant K-bit
vectors X, in the subsets Xo,, where X, are the particular K-bit vectors satisfying the following

two conditions:

e their kth symbol is +1;

e they have the highest LLF among all the K-bit vectors having the kth bit value of +1 in X.
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Vo x5 v X5 Xp | v xg v XP X
V1l 41 1 Vg R Ran | VS —14l =1 +141 v Ryt Rao
vy =141 41 141 v RapoRaio | vy —141 —1 —141 v§ ) Rai0 Kain
vy =14l +1 +1-1 vE) | Rs 3 Rsps | vy 141 —1 +1-1 vy (X3 33 3
vhe =141 41 —1-1 vy Rz aRsea | Ve —141 =1 —1-1 v§ X3 4R34
vey 11 1 141 vl g Raes Xaes | vl —1-1 =1 141 v 5 Rs 5 Xao s
vy —1-1 41 =141 Ve 5 Raie vig —1-1 =1 +1-1 v§ |, %3 6

vl —1-1 -1 —1-1 v§’ (X3 7

Table 6.5: Results of Steps 4, 5 and 6 in Fig. 6.4, when the MUA algortihhm is used for generating the
LLR I3 while using the system parameters of Table 3.1. The search-pool obtained by the HO ACO-based
MUD is illustrated in Fig. 3.5 and the LLFs of all the 32 legitimate K-bit vectors are displayed in Table 6.2.
Additionally, the number of K-bit vectors included in the final search-pool X3, for calculating I3 in the given
five-user example is T3 = 5. All the 5 x 2 = 10 K-bit vectors included in the final search-pool X3, are listed in

the left and right column above the horizontal line between the rows v5. and vs;.

Ve Xy Vi XP)XE | ve Xy vy XP XP
W it i s %as | 9B i el e
v Sl A1 4l v g Ry pRaen | V) —1HLHL —1 41 v Ry o Ry o
vy —1H1-1 41 -1 v RasRaes [ v —141-1 -1 —1 v, Ry g Ra g
(1“8) —14141 41 =1 v Ry s Rapa gg 14141 -1 =1 v Ry 4Ry 4
I e @ 1-1-1 —1 +1 v Re s
gj; —1-1-1 +1 -1 v{) 4R g ;57) —1-14+1 =1 41 v{ 13 Ras 6

5)2) —l=1-1 —1 ~1 Vf—),lﬁ X4-7

Table 6.6: Results of Steps 4, 5 and 6 in Fig. 6.4, when the MUA algortihhm is used for generating the
LLR I4 while using the system parameters of Table 3.1. The search-pool obtained by the HO ACO-based
MUD is illustrated in Fig. 3.5 and the LLFs of all the 32 legitimate K-bit vectors are displayed in Table 6.2.
Additionally, the number of K-bit vectors included in the final search-pool Xy, for calculating 4 in the given
five-user example is &4 = 4. All the 4 x 2 = 8 K-bit vectors included in the final search-pool X4, are listed in

the left and right column above the horizontal line between the rows v{y and v&,.

Again, as detailed in Section 6.3.1, the LLR [ associated with the bit transmitted by the kth user

can be quantified as:

BN = == [D(%0) ~ D (%), (6.26)

n
where the Euclidean distances @(f{ki) are calculated within Stpe 6 of Fig. 6.3.
8. Termination condition

Finally, the procedure of determining the LLRs for all the K symbols transmitted within a specific
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5 (5) G G G 5 (5) G 6 G
ve X5+ V5+ X5+ X5+ Ve X57 st X&L X57
vhl —IH1=141 41 v Rs 1 R | vy —1H1-141 =1 vy K51 X5
vhy  —141-1-1 41 vl o Rsi o Rsio | vy —141-1-1 =1 vl ) Rs5 5 K5

5)

v 1114+ vl g Rs3Rsis | ViR —1HIHI4L —1 0 v g Rs 3 %53

Vig  —1H1H1-1 41 v o RspaRsia | vy —1H1H1-1 =1 v K5 K5
vy —1-1-1-1 +1 V<55+)716 X515 Xsyp | Vg —1-1-141 —1 Vé’i)’m X655 X35
Vi 1ol 1 vE) g R Roee | Vi) —1-1-1-1 1 v 15 %5 6 %56
vy —1-141-1 41 v 1 Rseg

Table 6.7: Results of Steps 4, 5 and 6 in Fig. 6.4, when the MUA algortihhm is used for generating the
LLR 5 while using the system parameters of Table 3.1. The search-pool obtained by the HO ACO-based
MUD is illustrated in Fig. 3.5 and the LLFs of all the 32 legitimate K-bit vectors are displayed in Table 6.2.
Additionally, the number of K-bit vectors included in the final search-pool X5, for calculating [5 in the given

five-user example is 5 = 6. All the 6 x 2 = 12 K-bit vectors included in the final search-pool X5, are listed in

the left and right column above the horizontal line between the rows v and v,.

bit-duration will be terminated if reach k¥ = K. When £k is less than K, the value of k£ will be increased

by 1 to activate the next loop of evaluating i1, which recommences from Step 3 of Fig. 6.3.

6.4 Multi-Input Approximation SO ACO-MUD

The MUA algorithm employed by the ACO-based SO MUD aims for populating both final search-
pools X, with the maximum possible number of different K-bit vectors. When the LLR Ij; of the
kth symbol is evaluated, two parallel search processes are invoked for each of the K users, in order to
ensure that the maximum possible number of different K-bit vectors is generated to ascertain that we
do have vectors, where the kth symbol is both +1 and —1. Thus, we create both final search-pools

Xk+ and X;,_ from the output of the corresponding two search processes.

6.4.1 Theoretical Background

In contrast to the LLR [ provided by the Bayesian detector, which was derived in Section 6.2.1 and

repeated here for convenience:

-1
Z exp{FHr— CHvk+7i|]2}
(K) n
Ay = S - :
> ew{ - crve 2
K) T
Vk,7i€V1(67
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the ACO-based SO MUD algorithm aims for reducing the complexity, while tending to the accurate

value of [;, using the following approximation:

1 _
Z exp —2Hr—Cka+7iH2
Jn

MUA __ ik%iex“
lk; = ln 1 s
> exps —|lr — CHR;._ |
. (=
)}k,,iexk,

i=1,... & @< 2871 (6.28)

We may assume that the K-bit vectors constituting the final search-pool Xj, + are ordered according

to their LLF values of Eq. (2.80), which are required to satisfy the following two conditions:

e The number of K-bit vectors in both search-pools is the same, namely Z;

e The polarity of the LLFs associated with each pair of K-bit vectors in both final search-pools

X;H should remain unchanged for all the Z; pairs of vectors constituting Xk 4

Since we want Xy, to contain the most dominant #; number of vectors of the original search-pool
Xiy, we firstly sort all the elements of Xj, in descending order according to their LLFs given in
Eq. (2.80), yielding their sorted counterparts Xj,. We then denote the ith element in the subset Xj,
as X+ ;. Thus, the most dominant vector of both sets is X;. ;. Furthermore, we set the polarity I'y
of the kth detected bit to the sign of the difference between the LLFs of X5, ; and X, 1, i.e. we have
I'y = sgn{€[Xps1] — £[Xkx1]}. We may introduce an error, when we include the K-bit vector-pair
X+, in the calculation of I, if in contrast to the above definition of I'y, we have £[Xy. 1] — £[Xps 1] =
—I'j;. To address this problem, we only incorporate the vector-pair Xj. ; into the pools X;H and Xk,,
if and only if we have {£[Xp. ;| — L[Xpss]} - {€[Xks1] — £[Xk+ 1]} > 0, in other words when both of

these multiplicative terms have an identical polarity.

6.4.2 Flow-Chart of the MUA Algorithm

The objective of the MUA algorithm is to create the search-pool X;H and X;,_ having #;, number of
decision candidates obeying Eq. (6.28). An attractive algorithm to realize this goal is summarized in
Fig. 6.4.

The essential difference between the flow-chart of the MUA algorithm of Fig. 6.4 and the MAA
algorithm of Fig. 6.3 lies in the absence of the decision encapsulated in Step 3 of Fig. 6.3, which
determines whether an extra search iteration should be carried out. In other words, two HO ACO
search processes will be carried out for calculating the LLRs I for all k = 1,2,..., K without imposing

any further conditions.
Below we will interpret each step shown in the flow-chart of Fig. 6.4.
1. Step 1 - Calculate the intrinsic affinity 7

This step is identical to Step 1 depicted in Fig. 6.3, where the (2 x K)-element intrinsic affinity
matrix 1, namely the intrinsic affinity associated with each cell in the route table is calculated. Since

no modifications are necessary, the formula of calculating the intrinsic affinity n from the real parts
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Figure 6.4: Flow-chart of the SO ACO-based MUA algorithm.

of the MF output R{y} as well as the CIR matrix H are given in Egs. (3.9), (3.11), (3.12), (3.13) and
(3.14).

2. Step 2 - Setting the relevant intrinsic affinity to zero
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In order to ensure that the search-pool does contain at least one K-bit vector having a specific bit
in the kth element, which is different from the kth element of all the other (K — 1) vectors, we set
nor = 0 in Fig. 6.4.

3. Step 3 - HO ACO search process

This step is equivalent to Step 2 and Step 5 in Fig. 6.3. In other words, the ‘ACO search process’
is identical to a complete HO ACO-based search process required in order to find the ML solution, as

introduced in Section 3.3.

Since the intrinsic affinity associated with the cell in the 1st row of the kth column of the route
table as shown in Table 3.6 has been set to zero, all the K-bit vectors constituting the search-pool
generated by the HO ACO search process in Step 3 of the left wing in Fig. 6.4 will have the kth symbol
equivalent to ‘+1’. Hence the search-pool includes all the K-bit vectors captured during the entire

search process of Step 3 in the left wing can be denoted as X;ff.

On the other hand, since the intrinsic affinity associated with the (2, k)th cell is zero, all the K-bit
vectors in the search-pool generated by the HO ACO search process in Step 3 of the right wing in
Fig. 6.4 will have the kth symbol equivalent to ‘—1’. Therefore the search-pool encompassing all the
K-bit vectors captured during the entire search process of Step 3 of the right wing may be denoted
as Xﬁf.

4. Step 4 - Sort the original search-pool

Then the K-bit vectors constituting either one of the two search-pools X;:i) will be sorted in a
descending order according to their fitness value quantified in terms of the OF, obtained by substituting
the vector v of the LLF in Eq. (6.29) with the vector x;. ;, with i =1, 2, .., X where ﬁX;f:

k£
(K) (K)

denotes the cardinality of the sets X", i.e. the number of K-bit vectors constituting the sets X"

Again, the LLF values associated with a certain K-bit vector v may be expressed in terms of the

given MF output y and correlation matrix R as:

£(V) 2 2R{vy} —vHRY. (6.29)

(K)
k+

vector having the highest LLF value in each set is denoted as X, 1 and Xj, 1, respectively.

This formula is identical to Eq. (2.80). As a result, the sorted sets maybe denoted as X"\, where the

5. Step 5,6 - Select the final search-pool

We may define I'y, = sgn[€(Xx,,1) — £(X,_1)] as the binary flag indicating the result of the com-
parison between the LLF associated with the most dominant K-bit vector in each of the two sets X;ff
and X}f?. We may introduce an error, when we include the vector-pair x4 ; in the calculation of 1;"*,
if £(xx,,:) — £(xx_ ) = —I'x. To address this problem, we only incorporate the vector-pair xj. ; into
the pair of calculation pools Xﬁ) respectively, if and only if we have £(xy, ;) — £(x;_;) = —I';. In

Step 6, the notation TZ, represents the highest ranked &, number of elements in the ordered set X

In order to generate the final search-pool according to the above rule, the following simple algorithm

may be formulated:

1. Compare the LLF values of the two most dominant vectors x, 1 in X;ff and X;fi), respectively

and evaluate I'y, = sgn[€(xp,.1) — £(x%_1)];
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2. Set i = 2;

3. if (sgn[€(xky i) — L(xx_i)] =Tk A i < min{zg,,z_}), then

(K)

e Incorporate xg, ; into X ’,

respectively;

e { =4+ 1 and goto Item 3.

else Exit.

Below we will exemplify Steps 4, 5, 6, and 7 in the context of our five-user example in Table 6.4
~ Table 6.7.

Assume that the search-pools ng generated by the ‘ACO search process’ in the left and right
wing of Fig. 6.4 are given by the K-bit vectors listed in the left and right columns of Table 6.4 ~
Table 6.7, when k = 2, 3, 4 and 5.

Observe from Table 6.4 that we have £(v)) > £(v§]), corresponding to v} = +1. In other
words, the LLF associated with the K-bit vector in the left column of Table 6.4 is higher than that
in the right column of the same row. This comparison result is valid for all the ten K-bit vectors

contained by the top five rows of the two columns. Hence we have o = 5. Therefore all the five K-bit

vectors of vg’f, vgg, V(157), V(fg), viy will be included in the numerator of Eq. (6.28), while Vésl), vgg, vg}),

vy, vy will be included in the denominator of Eq. (6.28).

Let us now consider Table 6.5, where we have £(v{?) < £(v}}), corresponding to v}™ = —1.

Hence, the LLF of the K-bit vector in the left column of Table 6.5 is smaller than that in the right
column of the same row. This relationship is maintained between the two K-bit vectors throughout
the first to the fifth row of Table 6.5. However, this relationship becomes invalid again in the sixth
row of Table 6.5, where we have S(vg})) > £(Vé°0)) Hence, to avoid a potential error, the vectors V(2°7)

and vgg will not be incorporated into X and Xg’j, respectively. Then we have Z3 = 5. As a result,

3+
the final search-pool Xgﬁ will merely contain v(f’7), v(159), V(158), V(Q%), V(Q‘?; while Xg’j will only contain V;?,

(5) (5) (5) (5)
Vo35 Voo, Voq, V31-

Let us now observe Table 6.6, where we have £(v5)) > £(vyy), corresponding to vi™ = +1. The

required relationship has not been maintained beyond the fourth row, since we have £(V<255)) < S(vgfl)),

leading to 4 = 4. Therefore, the final search-pool Xﬁ contains the four K-bit vectors of vg’f, v(f}),

Vg, V<158) only. Correspondingly, Xff’z contains the four K-bit vectors: v%), V<159), véz), vgg.

Finally, as observed from Table 6.7, the relationship of £(v$}) > £(v$)), which corresponds to

v = +1 has been satisfied throughout the first row to the sixth row of Table 6.7. Hence the final

search-pool X(55+) contains the six K-bit vectors: vé‘?, V(;g, V(157), V<159), Vé?, V;55); while Xg’j contains the

: R—()) (5) (5) (5) (5) (5)
K-bit vectors: vy3, Vo, Vig, Vag, V30, Vig-

7. Step 7 - Determine the exponential Euclidean distances

Given all the K-bit vectors in the final search-pool X;f:, we are now ready to calculate the LLR
I for the symbol transmitted by the kth user according to Eq. (6.28) in the context of the MUA

algorithm.

As suggested by Eq. (6.28), each K-bit input vector has to be incorporated in the numerator or
denominator of Eq. (6.28). This is achieved by substituting v of Eq. (6.17) for X, ; in Eq. (6.28) with
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i =1,2,...,%, and the related noise-power-normalized Euclidian distance formula is repeated here

for convenience as
1
E(V) £ exp —= lr — CHvV|?|. (6.30)
n
The parameter § indicated in Step 7 of Fig. 6.4 obeys § = —[02] L.
8. Step 8 - calculate the LLR of the kth symbol

Given the Z; number of K-bit vectors in the final search-pool X;fi)v the ultimate form of the LLR

I associated with the kth user may now be readily obtained in the form of

—1 _
> eo{ Syl cHRR)
n

MUA ] ik%iex“
k - _1 )
= 2
> eo{ Sl crx 2
Kpo 1 €Xp— "

i=1,.. ., &, < 2871 (6.31)

9. Step - 9 Termination decision

Finally, once the LLRs associated with all the K symbols transmitted by the K users have been
obtained, the MUA SO ACO-based MUD algorithm will be terminated for the specific symbol duration

considered.

6.5 Complexity Issues

As the search procedure of the MUA algorithm progresses during a certain symbol interval, a large
number of vectors will repeatedly appear in the search-pools X, during the search processes employed
for evaluating the LLRs of different users k, k = 1,..., K. For example, the same K-bit trial vector
may appear in the search-pool Xy, ., Xp,., Xp,1, when we have k; # ko # k3. As observed from
X?Lx(@ X(5)

Tables 6.3~6.7 of our K = 5-user example, the ML solution v(251) appears in X{”, X% Ar X5

249
respectively.

Thus, we may create a list containing all the different vectors appearing during the current symbol

interval along with their likelihood values, as shown in Table 6.8. The same mechanism can be used to

i Vector value Xr(f,? LLF £ [X}f?]
[+l =1 +1 +1 .- —1] 3.45
2

Table 6.8: Compound table L in Figs. 6.3 and 6.4.

obtain the Euclidean distance associated with a specific K-bit vector, as shown in Table 6.9, which is
used during the calculation of [, in Eq. (6.28). In conclusion, the complexity of the MUA algorithm is
significantly reduced, as we will quantify in the context of Fig. 6.6. The likelihood value of a specific
K-bit vector may be directly obtained from the table without further calculations, provided that it

has already been calculated for this symbol interval.
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1 Vector value xg? Euclidean distance © [X]()KZ-)]

I+ -1 +1 +1 -+ —1] 2.28

Table 6.9: Compound table D in Figs. 6.3 and 6.4.

Tables 6.8 and 6.9 represent the actions of Steps A and B depicted both in Figs. 6.3 and 6.4. The
tables L and D shown in the flow-charts of Fig. 6.3 and 6.4 are defined in a way that each row in them
contains two elements: the K-bit vector Xl(f,? € X{* and the LLF S(XS?) of it or the K-bit vector
x]()f? € X and the Euclidean distance @(X]()I; ) of it. Each K-bit vector is different from all the other
K-bit vectors in the same table. Furthermore, #X; or §Xp represents the cardinality of the set Xp or
Xp, which contains all the different K-bit candidate-vectors whose LLF's or Euclidean distances have

been calculated during the current bit-interval.

It is worth mentioning that the MAA SO ACO based MUD algorithm of Section 6.3 may be
regarded as a special case of the MUA algorithm. More explicitly, the final form of the kth user’s
LLRs in the MAA algorithm is described by Eq. (6.28). However, the specific values of the parameters
#, and X, in Eq. (6.28) are given for the MAA algorithm by &, = 1 and X, = {Xkx1}, where we

have

Xk4,1 =arg max {E(ik+,z)}
Kot ,i €EX g4

Xp 1 =arg max {L€(Xx_,)}- (6.32)

ik,’iexk,

6.6 Simulation Results

The proposed SO ACO-based MUD was combined with a half-rate Recursive Systematic Convolutional
(RSC) code having a constraint length of 3 and employing the BCJR algorithm [206]. The octally
represented generator and feedback polynominals of the RSC code were 7 and 5. The parameters used
for the SO-ACO MUDs are summarized in Table 6.10. Additionally, 31-chip Gold codes are employed
to spread the BPSK baseband modulated symbols, before they are transmitted from the antenna of
each MS. All the codes constituting the spreading code set were listed in Table 2.5. Fig. 6.5 shows
that the DS-CDMA UL supporting K = 32 users with the aid of Ns = 31-chip Gold codes is capable
of approaching the corresponding single-user system’s BER, regardless, whether the soft-output or
hard-output ACO-based MUD is used. However, the soft-output ACO-assisted DS-CDMA scheme
shows a significant SNR improvement compared to its hard-output ACO-assisted counterpart. We
may also observe in Fig. 6.5 that the BER performance of both SO-ACO assisted DS-CDMA ULs
supporting K = 32 users approach that of their Bayesian counterparts, when supporting K = 5 users.
The Bayesian decision assisted DS-CDMA UL supports only K = 5 users because the complexity of

the system supporting a higher number of users becomes excessive.

Fig. 6.6 shows that the complexity of the ACO-based MUD is only a fraction of that of the ML
or Bayesian detector, again, regardless whether hard- or soft-output aided detection is used. More

quantatively, when the number of users reaches K = 32, the complexity of both the hard-output and
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Modem BPSK
Code rate 1/2
CC parameters
Constraint length 3
Octal generator polynominal | (031, 027)
Initial pheromone 7=0.01
Evaporation rate p=20.5
Number of ants (=10
SISO-ACO - : —
Number of iterations ==10
parameters
Weight of pheromone a=1
Weight of intrinsic affinity 8=6
Weight for the elite ant c=38
Interleaver Type random
parameters Memory 10* bits

Table 6.10: Basic simulation parameters used in Section 6.6.
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Figure 6.5: BER versus SNR performance of the uplink DS-CDMA system for transmission over uncorrelated

flat Rayleigh fading channels using N, = 31-chip Gold codes.

of the soft-output ACO is nearly a factor of 10® lower than that of the optimum Bayesian detector.

We observe a performance gap in Fig. 6.5 between the curve representing the MAA SO ACO-based
MUD and the Bayesian MUD. This is because the MAA SO ACO-based MUD employs only the most
dominant component in both the numerator and the denominator of Eq. (6.21) for calculating the
LLRs, thus the LLR value is not as accurate as that obtained by the Bayesian MUD or by the MUA
assisted SO ACO-based MUD. However, the BER performance of the MUA SO ACO-based MUD
assisted DS-CDMA UL matches that of the Bayesian MUD and it exhibits a substantial improvement
compared to the MAA SO ACO-based MUD, while the complexity of the former is only slightly

increased compared to that of the latter, as shown in Fig. 6.6.
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Figure 6.6: Complexity per transmitted bit per user versus the number of users of the DS-CDMA system
employing N, = 31-chip Gold codes.

6.7 Chapter Summary

In this chapter, we have derived the LLRs in the context of the DS-CDMA UL using the Bayesian
MUD of Eq. (6.20). In order to approximate the accurate LLRs provided by the Bayesian algorithm
at an affordable complexity, two ACO-based SO MUD algorithm were proposed, namely the MAA
algorithm of Section 6.3 and the MUA algorithm of Section 6.4.

Observe in Fig. 6.5 that the proposed MUA SO ACO-based MUD is capable of approaching the
single-user performance, when combined with a 1/2-rate convolutional code, as seen for the DS-CDMA
UL supporting K = 32 users by employing 31-chip Gold sequences. The complexity of the MUA SO
ACO-based MUD is nearly a factor of 10% lower than that of the Bayesian MUD, as evidenced by
Fig. 6.6. The BER performance of the DS-CDMA UL documented in Fig. 6.5 and employing the
MUA assisted SO ACO-based MUD shows an improvement over the MAA assisted SO ACO-based
MUD, while the complexity of the former is only slightly higher than that of the latter, as evidenced
by Fig. 6.6.



Chapter 7

Three - Stage Concatenated Turbo
MUD

7.1 Introduction

In Fig. 6.1 of Chapter 6, we have introduced a soft-input channel decoding scheme for each user in
order to enhance the BER performance achieved by the MU DS-CDMA system. The introduction of
the soft-input channel decoding scheme required the Soft-Output (SO) ACO-based MUD algorithm,
which was detailed in Chapter 6.

Furthermore, in Chapter 5, we proposed a STBC assisted DS-CDMA MU system, where each user
employed two antennas for transmitting two symbols in two symbol-durations in order to achieve a
second-order diversity gain. The employment of STBCs for each user further improved the attainable
performance, which was achieved by detecting 2K instead of K symbols during each activation of the
ACO-based MUD algorithm. In this chapter familiarity with Chapters 5 and 6 is assumed.

The assumption of having independent fading for the two transmit antennas of shirt-pocket-sized
communicators is unrealistic. However, assuming an antenna-separation of say 30 cm, i.e. two wave-
lengths at 2 GHz in a laptop PC’s transmitter might provide sufficient decorrelation for approaching
our idealized assumption of having independent fading. Alternatively, two single-antenna-aided mo-
biles may form a distributed Go space-time code, which would have a near-perfect relay-link between
them, provided that they are sufficiently close to each other. Naturally, this requires the creation of
two time- or frequency-slots for the classic broadcast-phase and cooperation-phase of the mobiles, as
detailed in [203], hence potentially halving the total system’s throughput in exchange for the Go-STBC
based 2nd-order diversity.

Based on the solutions in Chapters 5 and 6, in this chapter, we will propose a novel ACO-based SO
ST/MUD algorithm, which jointly carries out the STBC decoding for each user and simultaneously
mitigates the multiuser-interference, while achieving a second-order diversity gain. The proposed algo-
rithm will enable each of the K active users to approach the single-user performance at a significantly
reduced complexity, which is a factor 107 lower for the specific application scenario considered, than
that of the ML MUD for K = 32 users.

On the other hand, in order to achieve a near-capacity performance, channel coding is used and

202
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iterative decoding is employed by exchanging extrinsic information between the receiver modules [205].

The insightful concept of turbo coding was proposed by Berrou et. al [36] in 1993, where the authors
reported an outstanding coding gain, approaching the Shannonian predictions. In his treatise, two
1/2-rate Recursive Systematic Convolutional (RSC) encoders are used at the transmitter side of each
user supported by the system. The information sequence is encoded twice, with an interleaver is
inserted between the two encoders so that the input of the two encoders are statistically independent

of each other.

At the receiver side, the first RSC decoder provides a soft output giving an estimate of the original
data sequence solely based on the demodulator’s soft output. This estimate will then be used to
provide extrinsic information for the other constituent decoder. The extrinsic information provided
for a given bit is based not on the demodulator’s output for that particular bit, but on the soft-
information of the surrounding bits and on the constraints imposed by the specific code used. The
extrinsic information produced by the first RSC decoder is then used by the second RSC decoder
as the a priori information, which is then combined with the demodulator’s soft-output in order to

enable the second RSC to produce its soft extrinsic information.

During the second iteration, the extrinsic information produced by the second RSC is then fed
back to the first RSC as the a priori information and using this extra soft information the first RSC
decoder is expected to correct more bit errors. This cycle continues and during each iteration, both

RSC decoders provide soft extrinsic information for each other.

When multiple users are supported by the system, the function of a SO MUD is to extract soft
information associated with each individual symbol transmitted by each individual user from the
superimposed multi-user received signal, so that the interference imposed by all the other users may
be mitigated. The ACO-based SO ST/MUD is invoked to produce near-optimal soft information in
order to approach the performance of the optimum SO/MUD, namely that of the Bayesian MUD

algorithm at a significantly reduced complexity.

Observe in the system’s schematic seen in Fig. 7.1 that we employ a RSC code as the outer code
and a Unity-Rate Code (URC) as the inner code for each user. Both of these channel decoders benefit
from the soft information provided by the ACO-based SO ST/MUD of each individual user.

In [43] iterative decoding was invoked for exchanging extrinsic information between a soft-output
symbol detector and an outer channel decoder in order to combat the effects of Inter-Symbol Inter-
ference (ISI). In [207] iterative decoding was carried out by exchanging information between an outer
convolutional decoder and an inner Trellis Coded Modulation (TCM) decoder. The authors of [45,46]
presented a unified theory of Bit-Interleaved Coded Modulation (BICM). On the other hand, the
employment of the iterative detection principle in [47] was considered for iterative soft demapping in
the context of BICM, where a soft demapper was used between the multilevel demodulator and the
channel decoder. Additionally, in [52] an iteratively detected scheme was proposed for the Rayleigh
fading MIMO channel, where an orthogonal STBC scheme was considered as the inner code combined
with an additional block code as the outer channel code. It was demonstrated in [208] that a recursive
inner code is needed in order to avoid the formation of a Bit Error Ratio (BER) floor, when employing
iterative decoding. In [55], unity-rate inner codes were employed for designing low complexity turbo

codes suitable for bandwidth and power limited systems having stringent BER requirements.
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The EXtrinsic Information Transfer (EXIT) charts [209] have been used for analyzing the extrinsic
information exchange between iterative decoder components, when different amounts of a priori infor-
mation ranging from [0, 1] was provided for the decoder. The amount of either the extrinsic output or
the a priori input soft information of a transmission frame may be quantified in terms of the Mutual
Information (MI) between the soft-information and its hard-decision based version within a specific
frame. At a given input a priori MI, the extrinsic MI is quantified as the average MI over all the

transmitted frames.

For a three-stage concatenated system employing both an inner codec and an outer codec to carry
out iterative turbo detection, EXIT charts have been used to predict the achievable BER performance

as a function of both the iteration index and of E},/Np.

However, the accuracy of the EXIT-chart always depends on the interleaver length. For short
interleavers, EXIT-band charts have been proposed [210], where the width of the EXIT band is
defined as the standard deviation of the MI values averaged over all the transmitted frames and again,
it depends on the interleaver length. In this treatise, we will use EXIT-band chart to predict
the F}, /Ny convergence threshold of the system of Fig. 7.1 using the SO-ACO based ST-
MUD assisted by a URC used as the inner codec and a 1/2-rate RSC outer codec. Our
results will demonstrate that EXIT-band-charts are capable of characterizing the iterative behavior

of the system considered.

The rest of the chapter is organized as follows. In Section 7.2, the system’s and our system model
are characterized. The SO/ACO based ST/MUD algorithm is described in detail in Section 7.3. The
BER performance of the proposed system, the EXIT-band-charts and our complexity estimates are

characterized in Section 7.4. Finally, our conclusions are provided in Section 7.5.

7.2 System Description

The DS-CDMA uplink studied in this contribution is shown in Fig. 7.1. More specifically, the block
diagram of the mobile transmitter of the kth user and the Base-Station’s (BS) receiver are depicted
in Fig. 7.1(a) and Fig. 7.1(b), respectively. Below, we will use calligraphic characters to represent the
vector containing all the bits/symbols transmitted or received by user k during a certain transmitted
frame, such as in ¢;. Furthermore, we will use bold characters to represent the vector or matrix
containing all the elements associated with a specific user or with all the K users, within a symbol

block duration, a symbol duration or a chip interval.

As shown in Fig. 7.1(a), the Ny-bit source stream uy of the kth user, & = 1,2,... K is first
encoded by a 1/2-rate RSC code, yielding the Nc-bit RSC coded bit stream ¢;.. Then it is interleaved
by a random bit interleaver II; providing the output bit stream w;. The bit stream uj is then
further encoded by a URC scheme generating the coded bit stream ¢}. After passing through another
random bit interleaver II;;, the interleaved URC coded bit stream by, is then modulated using a BPSK
scheme, yielding the modulated symbol stream vy. Finally, after Serial-to-Parallel (S/P) conversion,
the parallel N./2-length symbol streams vy and vy of Fig. 7.1(a) are rearranged by the G Alamouti
space-time coding scheme [181], yielding the N.-length symbol stream. Then each of the two parallel

symbol streams is direct-sequence spread using the user-specific quasi-orthogonal spreading sequence
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Figure 7.1: Schematic of a DS-CDMA uplink employing RSC, URC, STBC, space-time multiuser

detection as well as iterative decoding.

ci of Ny chips. The (Ng x N,)-chip signal streams of each user are then transmitted to the BS from

two transmit antennas.

Let assume for simplicity that the signals are transmitted to the BS over non-dispersive, slowly
fading channels, which exhibit a constant envelope over a STBC block duration. Then, it can be shown
that the received complex-valued observations obtained from the 2Ny chip durations of a STBC period

can be written as
r=¢(CHvV +n, (7.1)

where £=1/1/2Nj is a normalization factor, C=[Cy, Cs,--- ,Cg]| obeys Cy = c; ® Is, where ¢y, is the
kth user’s spreading sequence, Iy is a (2 x 2)-element identity matrix and ® denotes the Kronecker

product operation. Furthermore, we have H = diag{H,Hy, -+ ,Hg} in (7.1), where

b1 B
H, = (7.2)
* *
h’k2 _hkl
accounts for the space-time fading channels, v = [v{,vQT, .. ,V%]T associated with v, = ['Ukl,'vkg]T

contains the 2K coded bits to be transmitted and, finally, n= [nflp, ni! ]T associated with n, = [n,
N2, =, nJNS]T, 7 = 1,2, denotes the complex-valued Gaussian noise samples, which have a zero

mean and a common variance of 202 = No/(2Ey(b)) = No/(Ey(u')) in both the real and imaginary

component of n, where F}, is the energy per URC coded bit.
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The extrinsic soft information, which is quantified in terms of the Logarithmic Likelihood Ratios
(LLR) is iteratively exchanged between the URC and the RSC decoder of Fig. 7.1. In Fig. 7.1(b),
L(-) denotes the LLRs of the bits concerned, where the superscript 'I’ or ’II’ indicate the first and
the second decoder, namely the RSC and URC decoders. Additionally, the subscripts 'a’, 'p’ and ’e’

represent the a priori, a posteriori and extrinsic information, respectively.

As shown in Fig. 7.1(b), the observation vector r received during a STBC block duration is first
input to the SO-ACO/ST-MUD, which generates the (2K x 1)-element soft output vector L containing
the LLRs of all the 2K bits transmitted during a STBC block duration. After receiving N./2 2K-
element vectors output from the SO-ACO/ST-MUD during the N./2 STBC block duration, the 2K
LLR streams L(b11), ..., L(bg2) stream comprising the (N, x K) number of LLRs associated with all
the (N.xK) bits transmitted by all the K users during a transmission frame interval are input into the
K P/S converters and are converted back to K number of LLR streams L(b1), ..., L(bg). As shown
in Fig. 7.1(b), for the kth user, for k = 1,..., K, the extrinsic LLR stream L(bj) generated by the SO
ACO-based ST-MUD is first deinterleaved by the second random soft-bit deinterleaver II;;*, yielding
L (¢;!). Then the URC decoder processes the L}(¢}') comprising the LLR values of the URC-encoded
bit stream ¢’ in combination with the LLR stream L}/(u}') containing the a priori LLR values of the
URC uncoded bit stream 1! to generate the extrinsic LLR values of the URC uncoded bit stream u}/,
yielding the LLR stream LY (u}). Then, the extrinsic LLR stream L{(u}}) is deinterleaved by the first
random soft-bit deinterleaver IT; ! of Fig. 7.1(b), yielding the deinterleaved LLR stream L} (cL), which
constitutes at the same time the a priori LLR stream of the RSC coded bits .

Next, the a priori LLR values of the RSC coded bit stream ¢}, represented by Lj(¢},) are input
to the RSC decoder in order to generate the extrinsic LLR values for the RSC coded bit stream
¢, of Fig. 7.1(b), yielding L{(c}). After appropriately reordering the LLR values by the first soft-bit
interleaver II;, the interleaved LLR stream L () is then fed back to the URC decoder in conjunction
with the input of the a priori LLR values of all the URC coded bits La(¢}') of Fig. 7.1(b) to generate
the extrinsic LLR values L{'(u}) for all the bits w;! during the second iteration. Again, after passing
through the second random soft-bit deinterleaver IT; !, the deinterleaved LLR stream L}(¢}) is input

to the RSC decoder as the a priori information of the coded bits ¢}, during the second iteration.

As for the RSC decoder during the last iteration, instead of the extrinsic LLR values of the coded
bits Lg(c},), only the stream L (u}) of Fig. 7.1(b) containing the a posteriori LLR values of all the
original uncoded binary source 1, are required. More explicitly, the a posteriori LLR values L (u},)
are then fed into the hard-output decision device of Fig. 7.1(b) in order to determine the final detection

output for the binary source bit stream uj, of the kth user.

7.3 Soft-Output of ACO-Aided Space-Time Multiuser Detection

7.3.1 Derivation of the LLRs

The derivation of the LLRs associated with a certain bit belonging to a certain user in a MU DS-CDMA
system having a single transmit antenna at each MS and a single receive antenna at the BS has been
extensively discussed in Section 6.2.1. The difference between the K-user Single-Input Single-Output
(SISO) DS-CDMA system considered in Chapter 6 and its twin-transmit-antenna aided counterpart
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of this chapter lies in the length of the sequence to be detected upon each activation of the MUD. As
widely recognized [181,202], when two transmit antennas are employed by each MS, two symbols will
be transmitted within two independent symbol intervals, which constitutes a STBC block duration.
The CIR matrix H, the received signal vector r as well as the AWGN vector n encountered during a
specific STBC block will be used to obtain the Hard-Output (HO) detection result ¥ encompassing
all the 2K symbols transmitted within the STBC block duration, or the Soft-Output (SO) detection
result L = L(¥) encompassing all the 2K LLRs associated with the 2K transmit symbols.

Therefore, the size of all the matrices C, H, r and n is commensurately extended. For example,
the length of the AWGN vector n is increased from Ng to 2Ny, when the twin-transmit-antenna aided
DS CDMA UL is considered instead of the SISO DS CDMA UL detected in Section 6.2.1.

The LLR value L(by,) of Fig. 7.1(b) associated with the #th symbol for : = 1 or 2 and transmitted
by the kth user for k = 1,..., K within a certain STBC block duration is denoted as Iy, for simplicity,
which is defined by [211]

P(vg, = +1|r,H)
P(v, = —1|r,H)

lg,=1n ,e=1,2
k=1,2,..., K. (7.3)

Upon applying the Bayesian rule of probability [160] and assuming that the a priori probabilities of
both 0 and 1 are 0.5, Eq. (7.3) can be further elaborated on as

200 v, v, H)

M
MY =In a7 , i=1,...,—,
21y ey0n e[V, H) 2
subject to k = 2(k — 1) + 71, (7.4)
where M = 2K denotes the number of elements in each vector and M =2 =22K ig the cardinality

of the full set containing all the legitimate 2K-bit vectors of the M-symbol BPSK modulated binary
source combinations. Furthermore, v"); in Eq. (7.4) defines the set containing the (M/2) vectors
having the xkth symbol given by +1. The index « in Eq. (7.4) is an integer ranging from 1 to 2K and

vy, in the 2K -element vector v represents the same element as vy; iff we have k = 2(k — 1) + 1.

In Eq. (7.1) the 2N;-element AWGN vector n having elements n,_ for y=1,2and n, =1,2,..., N
is an instantaneous sample of the complex-valued Gaussian random variable n having a mean of p, = 0
and a variance of 02 = Ny/Ey(b). In other words, we have 1, ~N(un, 02). According to [160], the
PDF of the d-dimensional complex Gaussian variable n ~ N$(Mp, Xq) is given by

1 exp [—3(n — Mn)723; (n — Mpy)]

pn) =75 det(Zn) ' (7.5)

In Eq.(7.5), the number of elements in the random vector is 2Ng, while the vectors My and 3y
contain the mean vector and the variance vector hosting the mean and variance of each random

variable element of n, which can be defined as
Mp = 0%); D =2N

Zn = E ((n - Mn)(n — Mn)")
= E(nn'?) = 521N (7.6)
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where 0) and I*™) are the (25 x 1)-element zero-vector and the (2Ng x 2Ng)-element unity-matrix,

respectively.

The spreading-code matrix C of Eq. (7.4) is known to the BS and during a specific STBC block
interval, the CIR matrix H may be determined using channel estimation techniques. Hence, given
the vector v in Eq. (7.4) a particular value v € V@5 for i = 1,2,...,22K rin Eq. (7.1) equals to a
random sample n plus a constant {CHv. Hence, upon introducing another random vector variable ¢
for describing the conditional scenario of (r|C,H,v) or (r|H, v) for short, according to the properties
of the complex-valued Gaussian random vector, the PDF of v will have the same shape as that of n,
with a mean of My =My + CHv and a variance of 3y =3p. Based on the above arguments related
to Eq. (7.6), the conditional PDF can be formulated as

1 exp (—3(r — Mp)22:Hr — My))
pefHLY) =
1 1
= We}(p <—U—‘21Hr - §CHV||2> . (7.7)

By assigning M = 2K in Eq. (7.4), as well as v = V(2K7)Z- and substituting them into Eq. (7.4) in
conjunction with the conditional PDF of Eq. (7.7), the final form of the LLR calculated by the

Bayesian detector is given by

1 1
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V) ey 2O N N
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vﬁ*,l‘

i=1,...,2%K1 (7.8)

fork =1,2,...,K,...,2K. Observe in (7.8) that provided the optimum MUD is employed, computing
lj,, of the uth bit transmitted by the kth user requires the exhaustive evaluation of all the M = 2%
legitimate vectors. Hence, the associated complexity is on the order of @(2%¢). By contrast, when
using the ACO/ST-MUD, the LLRs [, only have to be evaluated for a low number of legitimate
vectors [212]. Hence, its complexity may be significantly lower than that of the optimum MUD. More
quantitatively, recall from Eq. (6.21) that the LLRs are calculated as

1 = (2K) |12
> e (-l - come )
2 (2) £ (2) n
lACO:hl KT

> e (-l - come?)

T

)

P=1, . B, << 22T (7.9)
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by the ACO algorithm for x = 1,2,...,2K. In (7.9), ifff)l and ifff)l are 2K-bit vectors having
elements of +1 and —1, for i = 1,..., %, respectively, while X,(ff) and X# are the two sets hosting
the two types of vectors that are used for computing the soft outputs and 7, = X is the number

of vectors, i.e. the size of the corresponding two sets.

In the next sections, we will formulate the algorithm of maximizing the value of Z, and describe
the generation of the search-pool X, while imposing a significantly lower complexity than that of

the Bayesian detector.

7.3.2 Soft-Output ACO-based ST-MUD Algorithm

The soft-output ACO-based ST-MUD algorithm employs the HO ACO-based ST-MUD algorithm of
Chapter 5 in order to generate the candidate pools X2 of the proposed STBC-assisted twin-transmit
antenna aided DS-CDMA system. The algorithmic steps are summarized in Table 7.1 and may be
contrasted to the HO MUD of Chapter 5. Then, based on the two candidate pools Xfff) that comprise
all the vectors that will be used to calculate the value of I2°°, the LLR of the xth symbol will be
calculated according to Eq. (7.9). Below, we will summarize the SO ACO-based ST-MUD algorithm
using the flow-chart of Fig. 7.2.

Step | When the left-wing branch of the xth ACO-based search iteration is carried out, two
1 of the entries constituting the kth column of the (4 x K)-element route-table n will

be set to zero, subject to k = [k/2]. The indeces of the two entries can be found in
Eq. (7.10).

Step | When the left-wing of the xth ACO-based search iteration is carried out, two among

2 the entries constituting the kth column of the (4 x K)-element route-table n will be
set to zero, subject to k = [k/2]. The indeces of the two entries can be found in
Eq. (7.11).

Step | The compound table L or D are defined so that each row contains two compound
3&6 | elements: the 2K-bit vector Xﬁ? € Xfm and the LLF function L‘(xff)) of it or the
2K-bit vector ng? € X5 and the Euclidean distance @(xgﬁ)) of it. Each 2K-bit
vector is different from all the other 2K-bit vectors in the same table. Furthermore,
#X1, or #Xp is the cardinality of set Xp, or Xp, which contains all the different 2K-
bit binary candidate-vectors whose LLF's or Fuclidean distances have been calculated
during the current STBC-block duration.

Step | TZ, means the highest-ranked Z, number of elements in the ordered set if

Step | 0 = —[02]7L.

Step | T, = ﬁfg,(ff) — #X* is the cardinality of the two sets X2 having the same number of

7 members.

Table 7.1: Detailed interpretation of each step in the SO ACO-based ST-MUD algorithms’s flow chart of
Fig. 7.2. The HO MUD’s equivalent steps were summarized in Section 3.3.
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Figure 7.2: Flow-chart of the SO ACO-based ST-MUD algorithm. The corresponding HO flow-chart was

detailed in Fig. 3.9.

The size of the route-table is determined by the two symbol-intervals of the STBC assisted system
considered in this chapter, as seen in Table 7.2 for the equivalent HO system. Since two symbols are

transmitted during each STBC signalling block, the number of rows has increased from two in Fig. 3.6
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to four. Explicitly, the number of cells constituting each column of the route-table is determined
by 2™ where M represents the number of symbols transmitted by each individual user employing a

specific spreading code.

Therefore, regardless of the number of antennas or antenna arrays employed by the receiver, in a
single-transmit antenna aided system the route table employed by the ACO-based MUD algorithm
has (2 x K) elements.

By contrast, when the two-transmit-antenna-aided Go STBC is employed, where two symbols are
transmitted per STBC signalling block, the size of the route table becomes (4 x K), despite using a
single receive antenna in this chapter. The advantage of the improved ACO-based ST/MUD employing
the (4 x K)-element route-table of Table 7.2 over the traditional one employing the (2 x 2K )-element
route-table of Table 5.1 was demonstrated in Fig. 5.4 of Chapter 5.

i v j=1 j=2 j=K

vi = [vi1 vig]" Ve = [var v]" o VK = (UK Uko)”
1[+1 +1] V] = V(lz) vy = v(lz) .. VK = V(12)
2 [+1 —1] vy = vg) vy = vg) v = v
3[-1 +1] Vi = vy vy = vy Vi = vy
4[-1 —1] vy =v{ vy = v v =v{

Table 7.2: (4 x K)-element route-table of the MU STBC decoder employing the improved ACO algorithm,
when the system supports K users and each MS is equipped with two transmit antennas.

As observed from Fig. 7.2, the major difference between the ACO-based SO MUD algorithm
applied in the twin-transmit-antenna assisted STBC aided DS-CDMA UL and that applied in the
SISO DS-CDMA UL is related to Steps 1 and 2, compared to Step 2 in Fig. 6.4. More explicitly,
the (4 x K)-element route-table replaces the original (2 x K)-element route-table employed by the
traditional ACO-based ST/MUD algorithm of Fig. 3.9 applied in the single-transmit antenna assisted
DS-CDMA UL.

Furthermore, the number of elements in each vector of the search-pool X2 as well as in the sorted
search-pool X and in the final search-pool X% becomes 2K as well. Finally, the number of loops
invoked to estimate all the LLRs associated with all the symbols transmitted within a STBC-block

duration also becomes 2K, as observed from Step 9 of Fig. 7.2.

The LLR values [2°© of the xth symbol, Kk = 1,2... K ... 2K, are evaluated in 2K consecutive loops
of Fig. 7.2. However, the (4 x K)-element intrinsic affinity matrix 7, whose value will be repeatedly
used during the 2K loops of Fig. 7.2, will have to be evaluated before the first loop. In order to
calculate the value of [2°°, the algorithm is carried out in two parallel branches associated with the
rkth symbol being +1 and —1, respectively. More specifically, both branches are carried out based
on an updated (4 x K)-element intrinsic affinity matrix n,, or n,_, whose value has been obtained
before the hard-output ACO search process was activated. As detailed in Steps 1-7 of Fig. 7.2, in
order to ensure that the artificial ants generate K-bit vectors with the xth symbol being 41, the
elements in n associated with the xth symbol being 1 have to be set to zero. Instead of setting

only one entry in the (2 x K)-element intrinsic affinity matrix n to zero, which is the case when the
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system supports K users and employs only a single transmit antenna per user, now two entries of the
(4 x K)-element intrinsic affinity matrix n will be set to zero, because our K-user system employs two
transmit antennas for each user with the aid of the Go STBC code. More explicitly, the row-index
vector iy} indicated in Step 1 within the left wing of Fig. 7.2 in order to activate the ACO-search that
ultimately results in the numerator of Eq. (7.9) X9 is stipulated by:

3,47 if 1=k (mod 2)
2,47 if 0=k (mod 2)

22) _
i) =

(7.10)
By contrast, in order to obtain the set X for calculating the denominator of Eq. (7.9), the row-
index vector i) used for resetting the intrisic affinity in Step 2 within the right wing of Fig. 7.2 is
given as

(1,27 if 1=k (mod 2)

i = . (7.11)
(1,37 if 0=k (mod 2)

After this update, the search process will be activated based on the value of n,.,. The remaining
details of calculating the probabilities associated with the entries of the route-table, the selection of the
artificial ants, the pheromone update algorithms and the termination condition will not be repeated

here, since they were detailed in Section 5.3.2 and in [130].

After the ’ACO search process’ of Fig. 7.2 terminates, the search-pools X5’ generated by the two
parallel search processes will continue in the ’Sort’ and ’Select’ blocks in order to generate the pools
X as detailed in Section 6.4.2 and in [212]. Given the two pools X the Euclidean distance of
each vector belonging to the sets Xt may be obtained and then the resultant LLR value [2ee

be evaluated based on Eq. (7.9).

can

The two compound tables L and D seen in Fig. 7.2 store the LLF values and the Euclidean distances
of the 2K-bit vectors that have been generated by the artificial ants in the current STBC block
duration. Recall that these tables were exemplified in Tables 6.8 and 6.9 for a HO scenario. More
explicitly, the compound element in the first column of every row of the compound table L (or D) is a
certain 2K-bit vector, while the element of the second column records its LLF (or Euclidean distance)
associated with that specific 2K-bit vector. The 2K-bit vector stored in each row of both tables is
unique. These two compound tables are set up to reduce the computational complexity imposed. More
specifically, a certain 2K-bit vector may be captured by the search-pool more than once throughout
the entire ACO-based search procedure, which is activated once per STBC block duration. However,
the LLF or the Euclidean distance associated with any 2K-bit vector does not have to be calculated
more than once. By recording all the unique 2K-bit vectors captured during a STBC block in L and D,
the repeated calculation of the LLF's or Euclidean distances of the same 2K-bit vector may be avoided.
Additionally, all the contents in the two compound tables have to be cleared when the soft-output
ACO-based STBC-MUD algorithm is concluded for a specific STBC block duration.

7.4 Performance Results

In this section, we consider the K-user DS-CDMA UL employing two transmit antennas and a single

receive antenna in order to demonstrate the performance improvements achievd by the SO-ACO
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based ST-MUD algorithm associated with the system proposed in Fig. 7.1. Again, the system of
Fig. 7.1 employs a URC encoder, RSC encoder, STBC encoder and DS-CDMA spreading at each
MS’s transmitter in conjunction with the SO-ACO based ST-MUD and the per-user URC as well as

RSC decoder at the BS’s receiver. All simulation parameters are listed in Table 7.3.

Modem BPSK
Multiple access mothod DS-CDMA
Spreading code Gold code
Spreading factor Ng =31
System
No. of transmit antennas 2
No. of receive antennas 1
No. of users K=1, 10, 20, 32
Channnel Uncorrelated Rayleigh fading
Code rate 1/2
Constraint length 3
RSC
Feedback generator 5
Feedforward generator 7
Constraint length 2
URC Feedback generator 3
Feedforward generator 2
Initial pheromone 7=10.01
Evaporation rate p=0.5
Number of ants (=10
SO-ACO/ I umber of iterat E=10
STMUD umber of iterations ==
Weight of pheromone o=
Weight of intrinsic affinity 0=
Weight for the elite ant oc=28
Type random
Interleaver
size N.=2x10',10%, 103,10* bits

Table 7.3: Parameters for the RSC-coded and URC precoded STBC-CDMA system employing the SO-ACO
based ST-MUD algorithm.

7.4.1 Exit-band Charts

Fig. 7.3 depicts the EXIT chart [209] of the 1/2-rate RSC outer code as well as of the URC precoded
STBC assisted DS-CDMA spread K-user system employing the SO-ACO based ST-MUD aided URC

inner code associated with the parameters outlined in Table 7.3 for different Ej /Ny values. As detailed
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Ep/No  Total No.
(dB)  of iterations No. of successfully decoded frames out of 100

1.7 100 0
1.8 100 4
1.9 100 9
2.0 100 o6
21 100 86
2.2 50 99
2.3 50 100
2.5 10 100

Table 7.4: The number of successfully decoded frames out of 100 frames after a sufficiently high number of
iterative extrinsic information exchanges between the URC and the RSC decoders at different Ey, /Ny values for
the system of Fig. 7.1 using the parameters of Table 7.3 in conjunction with N, = 10,000 bits, when the system
supports K =1 user.

1
0.8
06 [--RsC (2,1,3)
= —URC
3 — 0B to 1.5dB
04 1 steps of 0.5dB
. : 2dB to 3dB
0.2¢ K=1, 1| steps of 0.2dB
." Frame Size=10,000 bitg 4dB to 13dB
5 20 Frames steps of 1dB
% 02 o 06 08 1

o,€ i,a

Figure 7.3: EXIT chart of the outer and inner decoders of the system. The EXIT chart of the inner decoder
was recorded for F}, /Ny values ranging from 0dB to 13dB. Each input frame of the outer codec has a length of
N, = 10,000 bits and that of the inner codec has a length of N. = 20,000 bits.

in [203], the URC codec is used for ensuring that the EXIT chart of the inner code reaches the (1,1)
point of perfect convergence, which corresponds to vanishingly low BER. In order to ensure that the
exchange of extrinsic information between the inner decoder and the outer decoder allows convergence
to the (1,1) point at a specific E},/Ny value, the EXIT curve of the inner and outer decoder should
not intersect before approaching the I, . = 1.0 vertical line. Provided that this condition is satisfied,
an open tunnel should appear in the EXIT chart. Moreover, the number of turbo detection iterations
required by the system to approach the (1,1) point is expected to be increasingly higher, as the open
tunnel is getting narrower. As observed from Fig. 7.3, an open EXIT tunnel emerges at Ey, /Ny = 2dB.

However, as seen from the BER versus E}, /Ny curves displayed in Fig. 7.13, the BER does not
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Figure 7.4: EXIT chart of the outer and inner decoders of the system investigated at Ey, /Ny = 2 dB. Each
input frame of the outer codec has a length of N, = 10,000 bits and that of the inner codec has a length of
N = 20,000 bits.
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Figure 7.5: EXIT chart of the outer and inner decoders of the system investigated at Ey /Ny = 2 dB. Each

input frame of the outer codec has a length of N, = 10,000 bits and that of the inner codec has a length of
N, = 20,000 bits.

become infinitesimally low at E},/Ng = 2.0 dB, it is 107! after 10 iterations of exchanging the extrinsic
information between the RSC and the URC decoders.

This mismatch between the BER versus E}, /Ny curves of Fig. 7.13, Fig. 7.14 and the EXIT-chart
seen in Fig. 7.3 is a consequence of the limited interleaver length of N. = 20, 000 bits. More specifically,
the output extrinsic MI value used to plot the EXIT-curves of the URC as well as of the RSC in Fig. 7.3
is actually the mean MI averaged over 20 frames. Since the interleaver length is limited, both the
per-frame-BER and the MI varies between different frames. Therefore, as demonstrated in Table 7.4
for specific F},/Ny values, some of the decoded frames become error-free after a given number of

iterations, while others cannot be successfully decoded.
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Figure 7.6: Decoding trajectory of the iteratively detected RSC-coded and URC-precoded STBC-CDMA
system employing the SO-ACO based ST/MUD associated for a particular transmitted frame at F}, /Ny = 2 dB,
when reaching the (1,1) point of the EXIT chart.
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Figure 7.7: Decoding trajectory of the iteratively detected RSC-coded and URC-precoded STBC-CDMA
system employing the SO-ACO based ST/MUD associated for a particular transmitted frame at F}, /Ny = 2 dB,
when failing to reach the (1,1) point of the EXIT chart.

In order to predict the Ey, /Ny required by a particular system to reach an infinitesimally low BER
after the affordable number of iterations, while assuming a limited interleaver length, EXIT-band-
chart [210] are introduced.

Before introducing the EXIT-band-chart philosophy, let us briefly review the methodology of
plotting an EXIT curve. Any EXIT-chart curve is constituted by consecutively connecting Ny points,
whose z-coordinate values quantify the input MI value ranging from ‘0.00" to ‘1.00’. As exemplified
by any of the solid curves in Fig. 7.3 or Fig. 7.4, we have Ny = 11, corresponding to the input MI
values for the 11 points characterizing each curve ranging from 0.00 to 1.00, incremented by 0.1. When

considering Ny frames transmitted in order to obtain a specific point of an EXIT-chart curve, even
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Figure 7.8: EXIT chart of the inner and outer decoders of the system investigated at Ey, /Ny = 2.2 dB. Each
input frame of the outer codec has a length of N, = 10,000 bits and that of the inner codec has a length of
N, = 20,000 bits.
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Figure 7.9: Decoding trajectory of the iteratively detected RSC-coded and URC-precoded STBC-CDMA
system employing the SO-ACO based ST/MUD associated for a particular transmitted frame at Fy, /Ny =
2.2 dB, when reaching the (1, 1) point of the EXIT chart.

when the input MI values of all the N; transmitted frames are identical, the output MI values of the N¢
frames are expected to be different. The y-coordinate of any point characterizing a single EXIT-curve
is the mean value generated by averaging over the N; different output MI values associated with the
N; transmitted frames. More specifically, given the z-coordinate of the ith point characterizing an
EXIT-curve as the input MI value of

2P = M = (- 1) x L, (7.12)
Nu
the corresponding y-coordinate of the ith point may be expressed as
1 &
g == = Y MY, (7.13)
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Figure 7.10: Decoding trajectory of the iteratively detected RSC-coded and URC-precoded STBC-CDMA
system employing the SO-ACO based ST/MUD associated for a particular transmitted frame at Ey/No =
2.2 dB, when failing to reach the (1,1) point of the EXIT chart.
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Figure 7.11: Decoding trajectory of the iteratively detected RSC-coded and URC-precoded STBC-CDMA
system employing the SO-ACO based ST/MUD associated for a particular transmitted frame at F), /Ny =
2.3 dB, when reaching the (1, 1) point of the EXIT chart.

where M; ., represents the output MI associated with the nsth frame at the input MI quantified by
Eq. (7.12).

However, when the frame size N. quantifying the number of bits constituting each of the Ny
frames is insufficiently long, the deviation among the N; output MI values associated with the N¢
frames becomes high and hence using the mean p; of the N¢ values is inaccurate in characterizing the
distribution of the N; output MI values.

Against this background, the EXIT-band chart philosophy was proposed [210] in order to consider
not only the mean value of the Ny output MI values, but also their standard deviation. As a result,
the EXIT-band chart curves more comprehensively characterize the Ny output MI values associated

with the N; transmitted frames at any given input MI value. Hence a more accurate performance
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Figure 7.12: Three different decoding trajectories of the iteratively detected RSC-coded and URC-precoded
STBC-CDMA system employing the SO-ACO based ST/MUD for three different frames at Ej,/Ny = 2.3dB.
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Figure 7.13: Performance comparison of the URC-precoded and non-precoded RSC-coded twin-antenna-aided
or single-antenna aided DS-CDMA system, when a single user is supported and the SO-ACO based ST/MUD
algorithm is employed using the system parameters outlined in Table 7.3. The interleaver length was N, =
20,000 bits, where the 1/2 rate RSC code was employed to encode every input frame having a length of
Ny = 10,000 bits.

prediction may be expected. More concretely, the EXIT-band-chart curves associated with a decoder at
a specific Ey, /Ny value is constituted by three curves, namely the mean MI outputs as well as the mean
MI outputs plus the standard deviations and the mean MI outputs minus the standard deviations,
respectively. More quantitatively, for any index value ¢ = 1,2, ..., Ny, the standard deviation o; of

the N; output MI values at the input MI value quantified by Eq. 7.12 may be formulated as

N¢
;= fo_‘“ i=1,2,..., Nur. (7.14)
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Figure 7.14: Performance comparison of the single-user URC-precoded RSC-coded twin-antenna-aided STBC-
CDMA system employing the SO/ACO based ST-MUD algorithm at different F}, /Ny values plotted versus the
number of iterations exchanging extrinsic information between the URC and the RSC decoders, when the length

of the information source frame was N, = 10,000 bits and the interleaver length was N. = 20, 000 bits.
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Figure 7.15: Performance comparison of the URC-precoded and non-precoded RSC-coded twin-antenna-aided
or single-antenna aided DS-CDMA system, when K = 1, 10, 20 and 32 users are supported and the SO-ACO
based ST/MUD algorithm is employed using the system parameters outlined in Table 7.3. The interleaver
length was N, = 20,000 bits, where the 1/2 rate RSC code was employed to encode every input frame having
a length of NV, = 10,000 bits.

Then, at a given input MI quantified by

. 1
x;}XIT-band — Mim — (Z _ 1) X —, (715)
N
we record the y-coordinate value y;?7"""**¢ representing the average output MI quantified by
1 -
yi‘,)l(IT-band == — Z MZG?ITJLE’ (7.16)
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Figure 7.16: Performance comparison of the URC-precoded and non-precoded RSC-coded twin-antenna-aided
or single-antenna aided DS-CDMA system, when K = 1 and 32 users are supported and the SO-ACO based
ST/MUD algorithm is employed using the system parameters outlined in Table 7.3. The interleaver length was
N, = 20,000 bits, where the 1/2 rate RSC code was employed to encode every input frame having a length of
Ny = 10,000 bits.
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Figure 7.17: Performance comparison of the URC-precoded and non-precoded RSC-coded twin-antenna-aided
or single-antenna aided DS-CDMA system for K = 1 and K = 32 users supported by the system employing the
SO-ACO based ST/MUD algorithm and using the system parameters outlined in Table 7.3. The interleaver
length was N, = 20,000 bits, and the 1/2 rate RSC code was employed to encode every input frame having a
length of N, = 10,000 bits.

as well as the y-coordinates y;’3'" "¢ yP¥T-Pand given by the above-mentioned mean value plus and

minus the standard deviation o;, respectively. More quantitatively, we have

EXIT-band

Yi2 = Wi + 033
Yig o = — oy (7.17)

Then the curves constituting the three-curve EXIT-band chart characterizing the output MI values

of a codec at different input MI values ranging from 0.00 to 1.00 are plotted by connecting the Ny
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Figure 7.18: Complexity comparison of the SO-ACO based ST-MUD algorithm and of the Bayesian algorithm

plotted versus the number of users supported by the twin-antenna-aided system.
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In contrast to the EXIT-chart of Figs. 7.3 and 7.4, the EXIT-band-charts shown in Fig. 7.5
to Fig. 7.11 more accurately predict the BER trends of Fig. 7.13 and Fig. 7.14. Observe that a
narrow but open tunnel can be seen between the URC’s and of the RSC’s EXIT curve in Fig. 7.4 at

at the integer index values i ranging from 1 to Ny, for j = 1, 2 and 3, respectively.

Ey /Ny = 2.0 dB. Moreover, our informal investigations characterized in the fourth row of Table 7.4
suggest that 56 out of 100 frames allow the decoder to arrive at the I, , = 1 line. The Monte-Carlo
simulation based decoding trajectory of one of the 56 successfully decoded frames is displayed in

Fig. 7.6, while that of an unsuccessfully decoded frame is plotted in Fig. 7.7.

Secondly, as seen in Fig. 7.8, the URC EXIT-band-chart curve recorded at E}, /Ny = 2.2 dB only
‘just’ intersects the RSC’s EXIT-band-chart curve. We might define a marginally open tunnel as the
one that allows 99% of the decoded frames to pass through the tunnel, as characterized in the sixth
row of Table 7.4. The Monte-Carlo simulation based decoding trajectories of a frame passing through
and that of a frame failing to get through the middle of the tunnel are plotted in Fig. 7.9 and Fig. 7.10,

respectively.

By contrast, the tunnel becomes widely open in Fig. 7.11, when Ey, /Ny is increased from 2.2 dB to
2.3 dB. As a result, when the system parameters of Table 7.3 are used in conjunction with N, = 10, 000
bits and K = 1 user, all frames transmitted at F},/Ny = 2.3 dB can be error-freely detected at the
receiver after iteratively exchanging extrinsic information between the URC decoder and the RSC
decoder a certain number of times. The above-mentioned phenomenon is in agreement with the
trends shown in Fig. 7.14, where error floors have been observed, when the F}, /Ny value was below
2.2 dB.

7.4.2 BER performance

As seen from Fig. 7.14, when the Ey, /Ny value is lower than 2.3 dB, regardless of how many iterations

are carried out to exchange extrinsic information between the URC and RSC decoder, a BER-floor
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emerges. As observed from Fig. 7.14, the BER is reduced upon increasing the Ey /Ny values and
beyond 2.3 dB the error floor disappears. Naturally, this Ey, /Ny value is above the capacity limit,
and the actually encountered E}, /Ny distance from capacity depends on the specific parameters of the
RSC and URC coding schemes.

The BER versus Ey, /Ny curves of the STBC assisted twin-transmit-antenna aided DS-CDMA
system supporting K = 1 and K = 32 users are plotted in Fig. 7.16, where the extrinsic information
is exchanged 1~10 times between the URC and RCS decoder of each user at the BS. As seen from
Fig. 7.16, when the number of iterations increases, the BER performance of the system is dramatically
improved. However, the incremental F}, /Ny gain is gradually decreased, when the number of turbo

iterations increases from I = 1 to 10.

It may also be observed from Figs. 7.15 and 7.16 that no BER degradation is observed upon

increasing the number of users from K =1 to 32.

We found that the Ey /Ny threshold required for the proposed system using the parameters of
Table 7.4 in conjunction with N, = 10,000 bits and K = 1 user to operate near the capacity of
0.5 bit/s/Hz is 2.3 dB, which is represented by the vertical line indicating the 'maximum achievable
rate limit’ in Fig. 7.13. As observed from Fig. 7.13, for 10 iterations, the BER versus E},/Ny curves

diverge from the maximum achievable rate limit by as little as 0.1 dB.

7.4.3 Complexity Calculation

As observed from Fig. 7.17, when K = 32 users are supported by the system employing the parameters
of Table 7.3, the BER performance of the K = 32-user system approaches that of the single-user
system with a degradation of less than 0.01 dB. However, the complexity of the SO-ACO based
ST-MUD algorithm that detects the 2 x 32 = 64 symbols transmitted by the K = 32 users within
each STBC-block duration is significantly lower than that of the optimal Bayesian algorithm. More
quantitatively, the number of Euclidean distance evaluations imposed by the SO-ACO based ST-MUD
algorithm within a STBC-block duration for K = 32 users is as low as about 10, which is a fraction

of 10717 compared to the 10%° evaluations required by the Bayesian algorithm.

7.5 Conclusions

In this chapter, we have proposed a URC precoded, 1/2-rate RSC and STBC coded three-stage
concatenated multiuser DS-CDMA system, where each user is equipped with a twin-transmit-antenna,
which enables each user to achieve an effective throughput of 0.5 bit/s/Hz within about 0.5 dB of
the single-user Ej,/Np limit. EXIT-band-charts have been used to accurately predict the minimum
tolerable Ey /Ny level required by the system to approach capacity at a given interleaver length.
The EXIT-band-charts of Fig. 7.11 guaranteed a better BER predicition, compared to the traditional
EXIT-charts. More specifically, when using 10 iterations between the URC and RSC soft-decoders, the
system becomes capable of achieving an infinitesimally low BER at Ej, /Ny values that are only about
0.05 dB higher than what was predicted by the EXIT-band-charts. The achievable BER performance
as well as the prediction accuracy of the EXIT-band-chart have been investigated, when the frame
length was varied from N, = 10 bits, 100 bits, 1,000bits and finally to 10,000 bits.
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The following observations can be made from the results obtained from the simulations. Firstly,
a second-order diversity gain has been achieved by the twin-transmit-antenna system. Additionally,
by employing the proposed SO-ACO based ST/MUD at the receiver in conjunction with Gold-codes
having a length of 31 chips, up to K = 32 users may be supported at a trivially increased Ey, /Ny
requirement, while achieving the same BER performance as the single user system employing the
same number of iterations. The system’s complexity was about 107 lower than that of the Bayesian

detector for the specific scenario considered.



Chapter 8

Conclusions and Future Work

In this concluding chapter, a summary of the thesis and the main findings of our investigations will

be presented. This will be followed by a range of ideas on future research.

8.1 Summary and Conclusions

8.1.1 System Characteristics

In this subsection, we will compare the different systems investigated, namely the MC DS-CDMA of
Chapter 4, the MFAA assisted MC DS-CDMA of Chapter 4, the STBC aided DS-CDMA of Chapter 5
and the STBC assisted three-stage concatenated RSC as well as URC coded turbo iteratively decoded
DS-CDMA UL of Chapter 7.

The main characteristics of the four systems are outlined in Table 8.1, including their band-
width requirements, spreading code, the number of transmit/receive antennas, delay, the normalized
throughput, as well as the transmitter and receiver schematic. Some of these characteristics are further

detailed in the forthcoming sections.

For example, if the system is not strictly band-limited, then the achievable transmission rate may
be increased by employing parallel subcarriers. Provided that each subcarrier’s signal is spread over
all subcarriers and that the subcarriers fade independently, a substantial frequency diversity gain may
be achieved, which may significantly reduce the system’s BER and/or increase the number of users

supported by the system.

Additionally, if we employ several transmit and/or receive antennas, or MFAAs, a higher-order

diversity gain and beamforming gain will be attained.

8.1.1.1 Frequency Resources

More quantitatively, when the MC DS-CDMA system class II [93] of Chapter 4 is considered, V'
subcarriers are used, each of which has a bandwidth of f.. Therefore, a diversity order of V is
achieved at the price of a V-fold transmission bandwidth expansion, provided that the subcarriers are

sufficiently far apart to experience independent fading. It is worth emphasizing however that given a
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MC MFAA STBC STBC+turbo

v uv 1 1

U: Subcarrier
symbol duration

Normalized

Bandwidth
w . Vith-order V: Vth-order
diversity gain transmit

diversity gain

gj Subcarrier-power
g is1/V
5
0N Spreading 31 31 31 31
|
e~ Code
K = 32 users K = 32 users K = 32 users K = 32 users
1 Tx 1 Tx 2 Tx 2 Tx
N, number of
1 Rx L-element Rx 1 Rx 1 Rx
Number
of N,: N,th-order
Antennas receive
diversity gain 2nd order 2nd order
diversity gain diversity gain
L: Lth-order
array gain
Delay 0 UT, 2Ty,  NeTp + 2N;N.Ty ©
BER Fig. 4.9 Fig. 4.11 Figs. 5.4, 5.7 Fig. 7.16
gransmitter Figs. 4.2, 4.4 Figs. 4.2, 4.4 Fig. 5.1(a) Fig. 7.1(a)
Receiver Figs. 4.7, 4.8 . ) )
Scheme N,=U=L=1 Figs. 4.7, 4.8 Fig. 5.1(b) Fig. 7.1(b)

@ Ta: Time required by URC or RSC for obtaining soft-output per trellis state.
@ Ni: Number of turbo decoding iterations.

Table 8.1: Characteristics of the multiuser schemes investigated.

fixed total power, the transmit diversity gain achieved upon sharing the power across V' subcarriers

is expected to be lower than the receive-diversity gain of V receiver antennas, for example.

Observe in the second cell of the first row of Table 8.1 that a UV -fold bandwidth expansion was
required by the MFAA system of Chapter 4. More explicitly, in the system schematic of Fig. 4.2, UV
subcarriers having a bandwidth of UV f. were invoked for transmitting U symbols per user. Each

symbol was spread to V subcarriers, but this does not lead to a V-fold reduced throughput, if V'
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spreading codes are stacked up in parallel in the FD.

When we have V' = 1 for example, the duration of the U subcarrier symbols is expanded by a
factor of U. Given that the symbol duration in a single-carrier system is T3,, the multi-carrier system’s
symbol duration becomes U x Tj,. We may argue that we transmit U original serial symbols by
mapping each one of them to U orthogonal subcarriers, which extends their time duration by a factor
of U, as seen in the first row of Table 8.1.

Again, when we activate V subcarriers to transmit a single symbol, a V'th order diversity gain can
be expected in exchange for a V-fold increased bandwidth. Naturally, the power assigned to each of
the V subcarriers is limited to a fraction of 1/V of the total power, as seen in the second column of
the first row in Table 8.1.

8.1.1.2 Spreading Codes

The specific choice of the spreading codes plays a crucial role in characterizing the overall system
performance, as detailed in [17,93]. When for example orthogonal Walsh-Hadamard (WH) codes are
used, the maximum number of users that may be supported is K = Ng, where Ny is the spreading
factor. By contrast, when employing non-orthogonal codes, such as those used in this thesis, more than
N users may be supported at the costs of encountering more substantial MUI even for transmission
over non-dispersive channels. Hence non-orthogonal codes typically require powerful MUDs, such as

those designed in this thesis.

By assigning a unique user-specific spreading code having a length of Ng = 31 chips, a maximum
of K = 32 users were supported by the system. Provided that the received signal is detected by the
appropriate MUD algorithms, the BER performance of the ‘MC’, ‘MFAA’, ‘STBC’, ‘STBC+turbo’
systems of Chapters 4, Chapter 5, and 7 supporting 32 users was capable of approaching the single-user

system’s BER performance.

8.1.1.3 The Number of Antennas

MIMO techniques were detailed in [203], for example. When the distances between the adjacent
antennas or antenna arrays is sufficiently high to facilitate the independent fading of their signals,
then a commensurate diversity gain is achieved. Hence, when we have IV, receive antenna arrays, as

proposed in the MFAA system of Chapter 4, a N, th-order receive diversity gain can be achieved.

By contrast, the L \/2-spaced beamforming elements are unable to provide a receive diversity gain,
since the distance between any two adjacent elements is insufficient to induce independent fading.
Indeed, having a spacing of A/2 results in signals having a phase rotation of m, since A corresponds to
2m. However, the receiver array elements collect the signals arriving from the same direction and the
power of the received signal is expected to be increased upon increasing L. Hence a Lth order array
gain is achieved by the L elements of an antenna array, as observed from the lower part of the third
row in Table 8.1.
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8.1.1.4 Transeiver Schematic and Performance

All the above-mentioned four systems were investigated, when supporting K = 32 users. The key
challenge was that of designing ACO-based MUD algorithms capable of approaching the single user
performance at an affordable complexity. The indices of the figures portraying the schematics as well

as the associated salient performance characteristics are also summarized in Table 8.1.

8.1.2 MUD Algorithm Design
8.1.2.1 Generic MUD Algorithm

Table 8.2 outlines all the matrices as well as the key inputs, the a priori known, as well as the

calculated intermediate variables and the final outputs, in terms of the MUD algorithm.

As observed in Table 8.2, the definition of these variables is determined by the different system
parameters in the context of their different system scenarios. These variables are defined for a single
detection-window duration, which may contain a single symbol interval for detecting one symbol per
user as in the MC system of Chapter 4, or may contain U symbol intervals for detecting U symbols
per user in the MFAA system of Chapter 4, or alternatively, two symbol intervals for detecting two
symbols per user, as in the STBC or STBC+turbo system of Chapter 7.

The notations used in Table 8.2 are defined as follows. Firstly, the notation exemplified by (K X
K) x {V}, indicates that the variable listed in the first column of the row considered is a (K x K)-
element matrix in the context of the system characterized in the current column. Furthermore, V
different versions of that matrix having different entries for each version are invoked during a specific
detection window of the MUD algorithm. Hence the variable V' in braces indicates that V different
matrices are invoked. By contrast, the notations obeying the form (K x K) x [V] indicate that the
V' copies of the (K x K)-element matrix considered in the current system is repeated V' times with
identical entries. Additionally, the numbers in the round brackets indicate the size of the matrix

involved in the equation immediately below.

As seen from the first row of Table 8.2, the received signal vector r of all the four K-user systems
has as many elements as the number of chips constituting a detection window, which is Ny, when no
STBC is employed and 2Ny, when the Go STBC scheme is used.

Still referring to Table 8.2, except for r and C, the size of all the other matrices namely of H, y,
R, ¥ and L used in the four systems is determined by the number of symbols detected in a single
detection window duration, namely K for the non-STBC-aided systems and 2K for the STBC systems.
Naturally, the CIR matrix H encompasses all the CIR taps associated with each of the K users, while
the MF output vector y hosts all the K /2K MF outputs; the correlation matrix R hosts the correlation
coefficients between the composite spreading-code vectors of each user. Furthermore, the HO detection
outputs ¥ or the SO detection outputs L quantify the single-symbol or double-symbol detection results

associated with each detection-window.

Finally, the matrix C in the second row of Table 8.2 is a rectangular matrix, which has different
number of rows and columns in all the four systems investigated. More specifically, the number of rows

is equivalent to the number of received signals in the time domain, which is Ny for the non-STBC-
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MC MFAA STBC STBC+turbo

(Ns x 1) x{V} (Ngx1)x{VN,LU} (2Ns x 1) x {1} (2Ng x 1) x {1}

g ' Eq. (4.22) without Eq. (4.22) Eq. (5.4) Eq. (5.4)
subscripts n;,u,l

c (Ns x K)x [V] (Nex K)x[VN,LU] (2Nsx2K)x[1] (2Ns x 2K) x [1]

Eq. (2.30) Eq. (4.24) Egs. (5.5) (5.8) Egs. (5.5) (5.8)

§ (KxK)x{V} (KxK)x{VNLU} (2K x2K)x {1} (2K x2K) x {1}

5 H Eq. (4.25) without Eq. (4.25) Egs. (5.6) (5.3) Egs. (5.6) (5.3)
subscripts n;,u,l

. o o L o

vV vV V2 V2

(K x1)x{V} (K x1)x{VNLU} (2K x 1) x {1} (2K x 1) x {1}

Y Eq. (4.52) without Eq. (4.52) Eq. (5.10) Eq. (5.10)

subscripts n;,u,l

R (KxK)x{V} (KxK)x{VNLU} (2K x2K)x {1} (2K x2K) x {1}

Eq. (4.51) without Eq. (4.51) Eq. (5.11) Eq. (5.11)

Intermediate calculated

subscripts n;,u,l

v (K x 1) x [1] (K x1)x{U} (2K x 1) x [1] (2K x 1) x [1]

Output

L N/A N/A N/A (2K x 1) x [1]

@ A with (a x b) x {z}: There are z different versions of the (a x b)-element matrix A invoked during a
detection interval of the MUD algorithm, whose entries are independent of each other and are different for all
the z versions.

@ A with (a x b) X [z]: There are x identical versions of the (a X b)-element matrix A invoked during a

detection interval of the MUD algorithm. All the z counterparts of A have the same entries.

Table 8.2: Input, output, the known and intermediate calculated variables of the ML or ACO-based SO/HO-
MUD algorithm in the channel models considered under various multiuser system schemes investigated in this

thesis.

assisted systems and 2N for the STBC-assisted systems. The number of columns in C, is equivalent to
the number of symbols transmitted in all the system scenarios, namely K for the non-STBC-assisted
systems or 2K for the STBC-aided systems.

Hence the matrix C is the intermediate variable mapping the faded signal from each of the K /2K
symbols to the Ng/2Ny chip-signals received during the N;/2Ny chip-intervals.

It is worth emphasizing that although U K symbols are transmitted during the U symbol intervals,
the number of symbols to be detected by the MUD algorithm in the MFAA system still remains K
instead of UK. As a benefit of the orthogonality of the UV subcarriers, the received signal components
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only have to be combined, when the components belong to the same symbol. Hence the entire set
of VUN;L demodulated signal versions may be divided into U groups, where all the V N, L signals
constituting a group contains the K symbols transmitted by the K users over a specific subcarrier
having the same index u. In other words, instead of detecting the U K symbols with the aid of a single

MUD, we may invoke U MUDs, each independently detecting K symbols.

8.1.2.2 ACO-based MUD Algorithms

The main elements characterizing the ACO-based HO/SO MUD algorithms are outlined for the four
main system scenarios considered in Chapters 3, 4 and 5 of this treatise in Table 8.3. Among all the
properties listed in the first column of Table 8.3, the first two, namely the symbol-LLF and the vector-
LLF may be interpreted as the ‘interfaces’ between the system models and the algorithms. More
explicitly, both the ‘symbol-LLEF’ and the ‘vector-LLF’ are generated from the inputs constituted by
the calculated variables of the system defined in Table 8.2. In turn, the symbol-LLF and vector-LLF
also constitute the input of the ACO-based HO/SO algorithms.

Except for the ‘symbol-LLF’ and ‘vector-LLE’ values, most of the other values listed in the first
column of Table 8.3 have inputs from and generate outputs for the internal blocks of the ACO-based
HO/SO MUD algorithms. Therefore, the key to designing the ACO-based HO/SO MUD algorithms
for different scenarios is that of quantifying the ‘symbol-LLF’ and ‘vector-LLF’ in the context of

different transceiver schematics.

As observed from the first (and the second) row of Table 8.3, the symbol-LLF (and vector-LLF)
combines the symbol-probabilities of all the received signal replicas originating from a specific symbol,

which results in a diversity gain.

Additionally, a beneficial diversity gain is achieved at the cost of increasing the receiver’s complexity
by combining all received signal replicas. Moreover, the size of the route table and all other matrices
of the ACO-based MUD algorithm remains (2 x K) for BPSK modulated systems.

By contrast, when the diversity-order is increased at the transmitter side, resulting in two trans-
mitted replicas of the same symbol, the number of rows in the route-table employed by the ACO-based
MUD algorithm will be doubled in order to incorporate all legitimate combinations of the jointly de-
tected signals. The associated diversity gain is reflected in terms of the improved symbol-LLFs of the
ACO-based MUD algorithm.

Hence, when M symbols are transmitted by the same user in an non-orthogonal regime, the route-
table and all the other associated matrices have a size of (2 x K) elements for BPSK modulation.
By contrast, when U symbols are transmitted by the same user on orthogonal subcarriers, the U
symbols can be detected in isolation by U ACO-based MUDs, since they do not interfere with each
other. When considering ACO-based HO MUD algorithms, the primary differences in calculating the
‘symbol-LLF’ and ‘vector-LLF’ of the different transceiver schemes were detailed in Sections 3.4.1
and 3.4.3. Additionally, the technique of calculating the intrinsic affinity and creating the search-
pool according to the symbol-probability matrix is also different for the four transceivers of Table 8.3,
because the route table has four rows instead of two, when a Go STBC is employed, as observed in

the last two columns of the fourth and the seventh row of Table 8.3.
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MC MFAA STBC STBC+turbo
Output (K x 1) binary (K x 1) x {U} binary (2K x 1) binary (2K x 1) soft
Ly jij 1,§,
L. ; (nyl)
lij 1,8, {yluty, {Rvu i [ — i€, (i — i, €,
{yoi} {Ro st forallv=1,...,V, {y®1, {R® {y®1, {R?
Symbol- forallv=1,...,V n,=1,....N, Yi 1oy Vi 1oy
LLF =1 ..’. L

Eq. (4.67) with

Eq. (4.67 Eq. (5.14 Eq. (5.14
N (1.6 (514) (514)
£u(x$,’$)) — xsy?)f,
(n) (n) (D) g (med)
E(Xm ) —Xm G, { ,qu } { vu,jj}’ £(X£g)) — ng% , E(xgg)) «— ng% ,
{Yv}a{Rv}v forallv=1,...,V, v.R v, R
Vector- foralv=1,...,V n.=1.....N ’ ’
LLF r yeeey dVr
l=1,...,L
Eq. (4.56) with
N.=IL=1 Eq. (4.56) Eq. (5.12) Eq. (5.12)
n n n n
(2x K)x{1} (2x K)x {U} AxK) (AxK)x{2-2K}
o Nij < g Nuij < lu,gj Nij < lgj Nit,ij < K, £lgj
Intrinsic _ _ — -
aﬁinlty q_172 q_172 q_1527374 q_17273a47
Eqgs. (5.22) (5.25)
Egs. (3.11) (3.12) Egs. (3.11) (3.12)  Egs. (5.22) (5.25) Egs. (7.10) (7.11)
(2x K)x{1} (2x K)x {U} Ax K)yx{1} (“AxK)x{2-2K}
Pher.omone T+l 1) Fn+1) F(nt1)
density T("),Tin),TSQ) T("),Tin) 7'5,?) 7-<”>,7-i"),1-$,?) 7-<">,1-i"),1-$,?)
Egs. (3.20)~(3.23) Eqgs. (3.20)~(3.23) Egs. (3.20)~(3.23) Egs. (3.20)~(3.23)
P® P® P P
Symbol- (2x K)x {1} (2x K)x{U} 2x K)x{1} (2xK)x{2-2K}
probability P —q, 7 P — q, () P — q, 7 P —q, 7
Eq. (3.26) Eq. (3.26) Eq. (3.26) Eq. (3.26)
(¢ x K) x {1} (¢ x K) x{U} ((x K)x{1} ((xK)x{2-2K}
x(M — p®) x(n) — p») x(m) — p) <) — p)
Search-pool
Alg. 1 in Alg. 1 in Alg. 2 in Alg. 2 in
Sec 5.3.1.4 Sec 5.3.1.4 Sec 5.3.1.4 Sec 5.3.1.4

Table 8.3: Components of ACO-based HO or SO MUD algorithms in various multiuser system schemes inves-
tigated in this thesis.
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On the other hand, when the MUA assisted ACO-based SO MUD algorithm of Section 6.4 is
considered in the last column of Table 8.3, the ACO-based HO MUD algorithm is activated 2 - 2K
times to evaluate the LLRs associated with the 2K symbols, which requires the update of the intrinsic
affinity matrix every time, before the ACO-based HO MUD algorithm is activated, as indicated in the

last column of the fourth row of Table 8.3.

8.1.3 Performance Comparisons

MC MFAA STBC STBC+turbo
Performance Fig. 4.9 Fig. 4.11 Figs. 5.4, 5.7 Fig. 7.16
Influential
- v VN, L N;
&) parameters
M
K — 39 Single-user Single-user Single-user Single-user
B performance performance performance  performance
results Fig. 4.10 Fig. 4.13 Figs. 5.5, 5.8 Fig. 7.18
Z Per bit i
= er bl
& complexity xV o« VN L Caco >
g Curc + Crsc
3
o
linearly linearly linearly linearly
K>1 x K x K x K x K

Table 8.4: Achievable BER performance and the complexity of the ACO-based HO or SO MUDs investigated
for K = 32 users.

The achievable BER performance and the complexity imposed by the ACO-based HO or SO MUD
in the context of the four main systems investigated in Chapters 4, 5, 6 and 7 of this treatise are

summarized in Table 8.4.

8.1.3.1 BER performance

As observed in Table 8.4, the attainable BER performance of the single-user benchmarker as well
as of a K = 32-user system is portrayed in the light of the per-bit complexity for the four systems

considered.

Firstly, the BER achieved by a single-user MC system is determined by the number of subcarriers
V', and the higher the number of subcarriers, the more substantial the diversity gain, which results
in an improved BER performance. Secondly, the BER performance of a single-user aided MFAA MC
DS-CDMA system is jointly determined by the product of the number of subcarriers V', the number
of receive antenna arrays IV, and the number of array elements L per antenna. An SNR gain may be
achieved, when any of these system parameters is increased in order to improve the attainable BER

performance. However, all the system parameters are fixed in the STBC assisted system. Finally, the
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BER performance of the iteratively decoded STBC assisted DS-CDMA system is determined by the

number of iterations IV;.

8.1.3.2 Complexity Comparisons

The complexity imposed by the four systems is summarized in Table 8.4 and it is further discussed

below.

Firstly, when a single user is supported by the MC DS-CDMA system, the MF-based detection
complexity per user is linearly proportional to the number of subcarriers V. Similarly, upon increasing
the number of resolvable CIR taps by one the system has to generate one extra MF output for a single
user. Similarly, in the MFAA assisted MC DS-CDMA system of Chapter 4, the complexity per user
may also deemed to be linearly proportional to the product of VN, L, since it is dominated by the
calculation of the VN.L MF outputs. Finally, when the iterative detection aided STBC single-user
system is considered, the complexity per bit is linearly dependent on the number of turbo decoding
iterations and it is dominated by that of the ACO algorithm.

Let us now consider the scenario, when the number of users increases from K = 1 to 32. The size
of the matrices used by the ACO-based HO/SO MUD algorithm, namely that of the CIR matrix H
and of the correlation matrix R is linearly proportional to K, as seen in Table 8.2. Since both the
number of rows and columns of R is proportional to K, the total complexity becomes proportional to
K?. However, the per-symbol complexity is only linearly increased with K, since the total complexity
is divided by the number of symbols K or 2K. The total number of OF evaluations is predominantly
determined by the number of K-bit vectors in the search-pool, which is given by the product of the
number of ants and the number of search iterations, namely by ( - =. Clearly, these two parameters

are not dependent on the number of users supported by the system.

Therefore, based on Table 8.4, we may draw the following conclusions. Regardless of the system
parameters, the four ACO-based HO/SO MUD aided K-user systems of Table 8.4, K =1,...,32, are
capable of approaching the single-user performance at the cost of a per-symbol complexity, which is
linearly proportional to the number of users K, rather than increasing exponentially, as for the ML
MUD.

8.1.4 Performance versus Complexity Comparisons

In this section, the three main systems, namely the MC DS-CDMA system of Chapter 4, the MFAA
assisted MC DS-CDMA UL of Chapter 4 and the RSC as well as URC-aided iteratively detected
STBC DS-CDMA UL of Chapter 7 are studied in Fig. 8.1 to Fig. 8.4. All these figures quantify the
Ey /Ny required by the different systems as a function of the per-bit complexity imposed, when aiming
for achieving a BER of 1 x 1074, The per-bit complexity was quantified in terms of the number of
FLoating-point-Operations Per Second (FLOPS) imposed by the receiver.

Hence, when the MC DS-CDMA UL of Chapter 4, and the MFAA assisted MC DS-CDMA UL
of Chapter 4 are investigated without employing channel codes, their per-bit complexity is identical.
By contrast, when the turbo detected STBC assisted DS-CDMA UL of Chapter 7 is considered, the

per-bit complexity of the receiver has two components, namely the bit-LLR calculation of all the coded
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Figure 8.1: The required E}, /Ny versus the per-bit complexity quantified in terms of the FLOPS imposed by
the ACO-based SO or HO MU algorithms in the context of the K = 32-user MC, MFAA and turbo detected
STBC at the target BER of 1 x 107*. V = 1 subcarriers are employed by the K = 32-user MFAA systems.
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Figure 8.2: The required Ey, /Ny versus the per-bit complexity quantified in terms of the FLOPS imposed by
the ACO-based SO or HO MU algorithms in the context of the K = 32-user MC, MFAA and turbo detected
STBC at the target BER of 1 x 10~%4. V = 2 subcarriers are employed by the K = 32-user MFAA systems.

bits and that of the URC and RSC aided turbo detection process.

More specifically, the complexity imposed by the ACO-based HO MUD algorithms is dominated
by the calculation of the OF, while that of the SO MUD algoriths is predetermined by the evaluation
of the OF for the K-bit vectors, captured by the search-pool as well as by the calculation of the

Fuclidean distances of the K-bit vectors included in the final search-pool.

On the other hand, the complexity imposed by the URC and RSC decoders is dependent on
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Figure 8.3: The required E}, /Ny versus the per-bit complexity quantified in terms of the FLOPS imposed by
the ACO-based SO or HO MU algorithms in the context of the K = 32-user MC, MFAA and turbo detected
STBC at the target BER of 1 x 10~%. V = 3 subcarriers are employed by the K = 32-user MFAA systems.
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Figure 8.4: The required Ey, /Ny versus the per-bit complexity quantified in terms of the FLOPS imposed by
the ACO-based SO or HO MU algorithms in the context of the K = 32-user MC, MFAA and turbo detected
STBC at the target BER of 1 x 10~%4. V = 4 subcarriers are employed by the K = 32-user MFAA systems.

the number of trellis states, which is determined by the constraint length and the specific generator
polynominals of the URC and RSC decoders, which were given in Table 7.3. The per-trellis-state
complexity imposed by the RSC as well as URC decoders and expressed in terms of the number of
FLOPS may be shown to yield the values given in Tables 8.5 and 8.6, respectively. Compared to the
per-bit complexity imposed by the ACO-based HO/SO MUD algorithm, the complexity of the RSC
and URC may be deemed modest, when a single iteration is carried out between these two components,

before exchanging extrinsic information with the ACO-MUD.
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FLOPS
Output of the RSC decoder during the n;th iteration
per bit per iteration
a posteriori LLRs of the information source bits N; 99
extrinsic LLRs of the coded bits L., (Ni—=1) 110

Table 8.5: The complexity expressed in terms of the number of FLOPS per coded bit for the RSC decoder per

turbo iteration.

FLOPS

Input of the URC decoder during the n;th iteration
per bit per iteration
without a priori LLRs of the coded bits 1 41
with a priori LLRs of the coded bits 2,...,NV; 46

Table 8.6: The complexity expressed in terms of the number of FLOPS per coded bit for the URC decoder

per turbo iteration.
8.2 Suggestions for Future Research

We would like to conclude by suggesting the following topics of interest for future investigations:

1. In Chapter 4, three different MC DS-CDMA schemes have been introduced and the MC

DS-

CDMA Type II scheme [93] has been investigated in detail. However, we may also invoke

frequency-domain spreading instead of subcarrier repetition, which was classified as a Type I

scheme in [93]. By vertically stacking V spreading codes in the FD, the user capacity is increased

by a factor of V. However, this system requires a more powerful MUD algorithm, which motivates

further research.

2. In Chapters 5 and 7, we have employed an STBC assisted transceiver, while assuming that the

maximum attainable transmit diversity can be achieved, since the transmit antennas experience

independent fading. In reality, there may be a non-negligible correlation between the signals,

hence the associated performance erodes. This performance erosion may be eliminated with the

aid of distributed space-time codes, as detailed for example in [203].

3. In Chapter 7, we have designed an ACO-based SO ST/MUD in order to exploit the extrinsic
LLRs provided by all the coded bits constituting a frame transmitted by each user. Unfortu-
nately, however, the ACO-based SO ST/MUD is unable to exploit the a priori LLRs of the
coded bits. Hence, it is an ambitious design objective to conceive a soft-in soft-output ACO-
based MUD, which can make use of the a priori LLRs provided by the URC decoder for all the
coded bits, since then iterative detection may be carried out by exchanging extrinsic information
among three components, namely the ACO MUD, the URC and the RSC decoder. As a result,

the ‘maximum achievable rate’ defined in Chapter 7 is expected to be closer to the ultimate

capacity limit.
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. The ACO-aided MUD techniques proposed in this treatise may also be invoked for creating

powerful Multi-User Transmission (MUT) schemes.

The proposed ACO algorithms may also be employed for finding optimum routes in both ad hoc
and cooperative wireless networks.



List of Symbols

General notation
e The superscript * is used to indicate complex conjugation. Therefore, a* represents the complex
conjugate of the variable a.

e The superscript 7 is used to indicate matrix transpose operation. Therefore, al represents the

transpose of the matrix a.

e The superscript 7 is used to indicate complex conjugate transpose operation. Therefore, all

represents the complex conjugate transpose of the matrix a.

e The notation * denotes the convolutional process. Therefore, a * b represents the convolution

between variables a and b.
e The notation Z represents the estimate of .

e The notation X(f) is the Fourier Transform of x(t).
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Special symbols

A:

A

=i

pl

The system matrix in a CDMA system or a ST system.

The coefficient taps of the backward filters of the Decision Feedback Equalizer.
A symbol vector, or combination, representing one of the possible transmited symbol sequence.
The minimum free Euclidean distance.

Walsh spreading code

Random spreading code.

The diversity quantity.

The diversity quantity of I component.

The diversity quantity of Q component.

The signal set dimensionality.

The coded symbol of the encoder at instance k.

The M-ary multilevel RBF network’s centres at node-j and level-i.

The coefficient taps of the forward filters of the Decision Feedback Equalizer.
Bit energy.

Symbol energy.

The expected value of k.

The adaptive modem mode switching thresholds at mode n.

The conditional PDF of the M-ary multilevel RBF equaliser, at level-i.

The generator polynomials matrix for Convolutional codes.

: The coefficients of the generator polynomials for bit ¢ in TCM codes.

The channel’s impulse response.

The random TTCM symbol-interleaver size in terms of the number of bits for adaptive modem

mode n.

The number of users.

The Rician fading parameter.

The number of resolvable paths in wideband channels.
The memory length of CIR, i.e. L — 1.

The “length” of the shortest error event path or the Hamming distance of a code.
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L(j,m): The branch label for transition from state j when the imput symbol is m.

m:

mry:

mqg:

=L

= g £ 3

<

S

5> 0o 0 &

The decision feedback equaliser’s feedforward order.

The branch metrics for I component.

The branch metrics for Q component.

The number of information bits in a modulated symbol.

The number of encoded information bits in a modulated symbol.

The number of bits in a modulated symbol.

The number of levels of a multi-level modulation scheme, PSK or QAM.
The number of possible values of a source symbol.

The number of modulation modes in an adaptive modulation scheme.

The number of RBF centres or the number of independant basis functions of the RBF

equaliser.
The decision feedback equaliser’s feedback order.

The number of channel states or the number of hidden nodes, at level-i of M-ary multilevel

RBF equaliser.
The number of scalar centres or channel states, of the reduced complexity RBF equaliser.

The number of symbols produced in each transmission interval, or the number of symbols per
JD block.

AWGN added to the transmitted signal.

Single-sided power spectral density of white noise.

The population size of GA.

Bit error probability.

The probability of mutation in GA.

The number of chips in each spreading sequence, spreading factor.

The first spreading ratio of the DS-RR scheme.

The second spreading ratio of the DS-RR scheme.

Coding rate.

The I component of the decoupled channel output, in the I/Q-TEQ scheme.
The @ component of the decoupled channel output, in the I/Q-TEQ scheme.

The number of coding states, which is equals to 2”.
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Sh:
T:

Uk -

T

Yk:

The trellis state at time instant n.
The mating pool size of GA.
The input symbol to the encoder at instance k.

The mth modulation mode of the adaptive modulation scheme, which has a total of M,

different modulation modes.

The M-ary multilevel RBF equaliser’s weight at node-j and level-i.
The transmitted symbol at instance k.

The received symbol at instance k.

The number of generations of GA.

The forward variable of a MAP decoder.

The backward variable of a MAP decoder.

The subset that contains all the phasors for which the position ¢ of the phasor has the binary
value b, b € {0, 1}.

The branch transition metric of a MAP decoder.

The SNR at the output of the DFE.

The SINR of the user-k at the output of the JD-MMSE-DFE.
The code memory.

The correlation metric of symbol vector b.

The complex signal’s variance.

The complex noise’s variance.

Interleaver.

Deinterleaver.

The decision feedback equaliser’s decision delay.

The nonlinear activation function of multilevel RBF equaliser at level-i.



Glossary

16QAM
3G

4QAM
64QAM

8PSK

APP

ATM

AWGN

BbB

BER

BICM
BICM-ID
BPS

BPSK

BS

CCI

CDMA

CIR

CM
CM-GA-MUD
CM-JD-CDMA
CT-TEQ

D/A

16-level Quadrature Amplitude Modulation

Third generation

4-level Quadrature Amplitude Modulation

64-level Quadrature Amplitude Modulation

8-level Phase Shift Keying

A Posteriori Probability

Asynchronous Transfer Mode

Additive White Gaussian Noise

Burst-by-Burst

Bit error ratio, the number of the bits received incorrectly
Bit Interleaved Coded Modulation

Bit-Interleaved Coded Modulation with Iterative decoding
Bits per modulated symbol

Binary Phase Shift Keying

A common abbreviation for Base Station

Co-Channel Interference

Code Division Multiple Access

Channel Impulse Response

Coded Modulation

Coded Modulation assisted Genetic Algorithm based Multiuser Detection
Coded Modulation-assisted Joint Detection-based CDMA
Conventional Trellis-based Turbo Equalisation

Digital to Analogue
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DAB Digital Audio Broadcasting

DC Decoding Complexity

DFE Decision Feedback Equalizer

DFT Digital Fourier Transform

DoS-RR Double-Spreading aided Rake Receiver

DS Direct Sequence

DTTB Digital Terrestrial Television Broadcast

DVB Digital Video Broadcasting

ECL The Effective Code Length or the “length” of the shortest error event path.
EFF Error Free Feedback

Ey/No Ratio of bit energy to noise power spectral density.
FDM Frequency Division Multiplexing

FEC Forward Error Correction

FED Free Euclidean distance

FER Frame error rate

FFT Fast Fourier Transform

G Coding Gain

GA Genetic Algorithm

HT Hilly Terrain, channel impulse response of a hilly terrain environment.
I The In-phase component of a complex quantity.
I/Q-TEQ In-phase/Quadrature-phase Turbo Equalisation
IC Interference Cancellation

IL interleaver block length

IQ-CM IQ-interleaved Coded Modulation

ISI Intersymbol Interference

JD Joint Detection

JD-MMSE-DFE Joint Detection scheme employing MMSE-DFE

LMS Least Mean Square, a stochastic gradient algorithm used in adapting the

equalizer’s coefficients in a non-stationary environment
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244

log-domain
LP

MAI

MAP
MC-CDMA
MIMO

ML

MMSE
MMSE-BLE
MMSE-DFE
MPSK
MRC

MSE

MUD
OFDM
OMPX
PDF

PN

PSD

PSK

Q

QAM
QPSK
RBF
RBF-DFE
RBF-TEQ

RCPC

logarithmic-domain

Logarithmic-domain Probability

Multiple Access Interference

Maximum A Posteriori

Multi-Carrier Code Division Multiple Access

Multi-Input Multi-Output

Maximum Likelihood

Minimum Mean Square Error

Minimum Mean Square Error based Block Linear Equaliser
Minimum Mean Square Error based Decision Feedback Equaliser
M-ary Phase Shift Keying

Mixed Radix Conversion

Mean Square Error, a criterion used to optimised the coefficients of the equal-
izer such that the ISI and the noise contained in the received signal is jointly

minimised.

Multi-User Detection

Orthogonal Frequency Division Multiplexing
Orthogonal Multiplexing

Probability Density Function

Pseudo-Noise

Power Spectral Density

Phase Shift Keying

The Quadrature-phase component of a complex quantity.
Quadrature Amplitude Modulation

Quadrature Phase Shift Keying

Radial Basis Function

RBF assisted Decision Feedback Equaliser
Radial Basis Function based Turbo Equalisation

Rate-Compatible Puncture Convolutional
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RSC Recursive Systematic Convolutional

SbS Symbol-by-Symbol

SER Symbol Error Ratio

SISO Soft-Input-Soft-Output

SNR Signal to Noise Ratio, noise energy compared to the signal energy

SOVA Soft-Output Viterbi Algorithm

SP Set Partitioning

STBC Space-Time Block Coding

STBC-DoS-RR
STBC-IQ
STC

STS
STTC
TC

TCM
TDD
TDMA
TEQ
TTCM
TU
TuCM
UMTS
UTRA
VA
WMF

ZFE

Space-Time Block Coding-assisted Double-Spread Rake Receiver
Space-Time Block Coding based 1Q-interleaved

Space-Time Coding

Space-Time Spreading

Space-Time Trellis Coding

Turbo Coding

Trellis Coded Modulation

Time Division Duplex

Time Division Multiple Access

Turbo Equalisation

Turbo Trellis Coded Modulation

Typical Urban, channel impulse response of an urban environment.

Turbo Coded Modulation

Universal Mobile Telecommunication System
UMTS Terrestrial Radio Access

Viterbi Algorithm

Whitening Matched Filter

Zero Forcing Equalizer.
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