A power flow mode theory based on a system’s damping distribution and power flow design approaches

BY YE-PING XIONG¹,², J. T. XING¹ AND W. G. PRICE¹

¹School of Engineering Sciences, Ship Science, University of Southampton, Southampton SO17 1BJ, UK
(j.t.xing@ship.soton.ac.uk)
²Institute of Engineering Mechanics, Shandong University, Jinan 250061, People’s Republic of China

A power flow mode theory is developed to describe the natural power flow behaviour of a dynamic system based on its inherent damping distribution. The system’s characteristic-damping matrix is constructed and it is shown that the eigenvalues and eigenvectors of this matrix identify natural power flow characteristics. These eigenvectors, or power flow mode vectors, are chosen as a set of base-vectors spanning the power flow space and completely describe the power flow in the system. The generalized coordinate of the velocity vector decomposed in this space defines the power flow response vector. A time-averaged power flow expression and theorems relating to its estimation are presented.

Based on this theory, power flow design approaches are proposed to identify energy flow patterns satisfying vibration control requirements. The mode control factor defines the measure of the correlation between a power flow mode and a natural vibration mode of the system. Power flow design theorems are presented providing guidelines to construct damping distributions maximizing power dissipation or to suppress/retain a particular vibration mode and/or a motion.

The developed damping-based power flow mode theory is compared with a mobility-based power flow model. It is shown that the proposed power flow model provides insight into the power flow dissipation mechanisms in dynamic systems.

Examples are presented to demonstrate the applicability of the power flow mode theory and the power flow design approach. These examples demonstrate the generality of the theory, including non-symmetric damping matrices, and illustrate power flow design applications through modifications of the system’s damping distribution using passive and/or active control components.
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1. Introduction

A power flow analysis provides a technique to describe the dynamic behaviour of complex structures and coupled systems at medium to high values of frequency. The approach focuses on the flow of vibrational energy rather than the detailed
spatial pattern of the structural response. The fundamental concept of power flow is discussed by Goyder & White (1980) and Pinnington & White (1981). In recent years, this approach has been applied to model complex structures (Cuschieri 1990; Langley 1990; Xing & Price 1999; Xiong et al. 2001, 2003a), structural-acoustic problems (Petersson & Plunt 1982; Su et al. 1995) and to assess passive, active or hybrid vibration control systems (Miller et al. 1990; Pan et al. 1992; Xiong 1996; Xiong et al. 2000). To predict input power and power transmission in a system requires knowledge of the excitations (forces or motions) and dynamic responses (motions or forces) derived, for example, by analytical, numerical or experimental mobility or impedance approaches, travelling wave methods, etc. (see, for example, Price & Keane 1994; Fahy & Price 1999).

Based on the conventional modal decomposition technique described by Timoshenko et al. (1974), Pinnington (1986) concluded that the total input power equals the sum of the input powers to each vibration mode. Later, Su et al. (1995) developed a power flow expression using the eigenvalues and the corresponding eigenvectors of the real part of the mobility matrix. The concept and formulation of the upper and lower bounds of power flows were presented by Su et al. (1995), which was also investigated by Moorhouse (2002). These contributions laid the foundation for the mobility-based power flow mode approach proposed by Ji et al. (2003). This method uses the eigenproperties of the real part of the mobility matrix and power mode force vector to describe the time-averaged power input of the excitation forces applied to a system. However, to predict input power and power transmission by this method, full knowledge of the system’s mobility is required to determine its eigenproperties. This mobility matrix depends on all the system’s physical properties including inertia, elastic and damping parameters as well as the frequency of the external forces.

A similar dependence was found relating to sound power radiation from structures. For example, in references cited by Fuller et al. (1997), the application of mode superposition method and wavenumber Fourier transformation provided the sound power output from a plate \( P = \mathbf{w}^H \mathbf{M} \mathbf{w} \), where \( \mathbf{w} \) is the generalized velocity vector corresponding to the \( N \) chosen natural mode functions of the plate and \( \mathbf{M} \) is a matrix which has its eigenvalues \( \Omega_n \) and eigenvectors \( P_n \) \( (n = 1, 2, 3, \ldots, N) \). Based on analysis, this was shown to be expressible as \( P = \sum_{n=0}^{N} \Omega_n |b_n|^2 \), where \( b_n = P_n \mathbf{w} \).

As is well known, for harmonic motions or stationary random processes, the kinetic and potential energies remain unchanged after every cycle (Price & Bishop 1974; Newland 1975), from which it is concluded that the time-averaged power of a system equals the energy dissipated by its damping (Xing & Price 1999). Therefore, in theory, the natural characteristics of power flow should be defined by the damping property of the system. This paper addresses this problem through the development of a power flow mathematical model based on the inherent damping characteristics of the system.

From this idea, a damping-based power flow mode theory is developed to describe the essential power flow behaviour of a dynamic system. A characteristic-damping matrix is introduced from physical damping matrix components. The eigenvalues and eigenvectors of this characteristic-damping matrix are defined as the characteristic-damping factor and the power flow mode vectors of the system.
respectively, and these parameters are independent of external excitations. Power flow mode vectors are chosen as a set of base-vectors spanning the power flow space to describe completely the system’s power flow behaviour. The generalized coordinate of the velocity vector decomposed in the power flow space is defined as the power flow response vector, which depends on external vibration sources. The time-averaged power flow is determined by the characteristic-damping factor and the power flow response vector. For a unit power flow response vector, the time-averaged power flow value depends only on the system’s characteristic-damping factor.

Based on this theory and the power flow design concept discussed by Xing et al. (2002), power flow design theorems are proposed on which design approaches are developed and demonstrated. Examples illustrating the generality of the proposed mathematical model, theory, design procedure, etc. are presented as well as applications for vibration analysis and control.

2. Generalized formulation of a dynamic system

For generality, consider the dynamics of a generalized linear system with $N$ degrees-of-freedom described by the matrix equation

$$M \ddot{X} + C \dot{X} + K X = \tilde{f} e^{i \omega t},$$

$$C = C_v + C_h,$$

where $\tilde{f}$ denotes the complex amplitude of the excitation force vector, $M$ is a real, symmetric and semi-positive definite mass matrix, $K$ represents a symmetric and semi-positive definite stiffness matrix and $C$ is a damping matrix consisting of a viscous part $C_v$ and a hysteresis component $C_h = (\eta/\omega) C_h$. Here, $\eta$ represents a loss factor and $C_h$ is a real symmetric matrix relating to the subsystems in which hysteresis damping exists. Generally, $C_h$ is not the stiffness matrix $K$ of the system and in general $C$ may be non-symmetric because of active damping contributions arising from different sources of velocity feedback gains (Xiong et al. 2003b; Xing et al. 2005). The matrices $\dot{X}$, $\ddot{X}$ and $\dddot{X}$ represent the displacement, velocity and acceleration vectors of the system, respectively. For cases of motion excitation, the external force may vanish, i.e. $\tilde{f} = 0$, but the motions of some degrees of freedom of the system are prescribed.

The solution of equation (2.1a) and (2.1b) takes the form $\dot{X} = \tilde{V} e^{i \omega t}$, which allows equation (2.1a) and (2.1b) to be expressed as

$$\ddot{f} = \tilde{Z} \dot{V},$$

$$\dot{V} = \tilde{Y} \ddot{f},$$

provided the inverse matrix $\tilde{Z}^{-1}$ exists. Here $\dot{V}$ is a velocity amplitude vector of the system, $\tilde{Z}$ denotes the impedance matrix

$$\tilde{Z} = i \omega M + C + \frac{K}{i \omega},$$

and $\tilde{Y}$, the system’s mobility matrix, is defined by

$$\tilde{Y} = \tilde{Z}^{-1},$$
such that $\tilde{Y}\tilde{Z} = I = \tilde{Z}\tilde{Y}$, where $I$ denotes a unit matrix. In general, the complex matrices $\tilde{Y}$ and $\tilde{Z}$ are non-symmetric because of the inherent nature of the system.

To aid discussion, it is assumed that $X = [x_1, x_2, \ldots, x_N]$ represents the matrix of normalized natural vibration modes satisfying the following orthogonal relations ([Bishop & Price 1979]

$$X^TX = I,$$

(2.5a)

$$X^TMX = \text{diag}(M_j),$$

(2.5b)

$$X^TKX = \text{diag}(K_j),$$

(2.5c)

$$\omega_j^2 = K_j/M_j,$$

(2.5d)

where $\omega_j^2$ denotes the $j$th natural frequency of the system.

3. Power flow mode theory

(a) Characteristic-damping matrix

The total time-averaged power input by all excitation forces applied to a system ([Skudrzyk 1968]) is given by the expression

$$P = \frac{1}{2} \text{Re}(\tilde{f}^H\tilde{V}) = \frac{1}{2} \text{Re}(\tilde{V}^H\tilde{f}) = \frac{1}{4} \text{Re}(\tilde{V}^H\tilde{f} + \tilde{f}^H\tilde{V}),$$

(3.1)

where the superscript ‘H’ denotes a conjugate, transpose matrix.

Taking the conjugate transpose of equation (2.2), we find that

$$\tilde{V}^H\left(-i\omega M^T + C^T - \frac{K^T}{i\omega}\right) = \tilde{f}^H,$$

(3.2)

where superscript ‘T’ denotes a transpose matrix. By continuing this matrix manipulation by pre-multiplying equation (2.2) by $\tilde{V}^H$ and post-multiplying equation (3.2) by $\tilde{V}$, we derive the results

$$\tilde{V}^H\left(i\omega M + C + \frac{K}{i\omega}\right)\tilde{V} = \tilde{V}^H\tilde{f},$$

(3.3)

$$\tilde{V}^H\left(-i\omega M^T + C^T - \frac{K^T}{i\omega}\right)\tilde{V} = \tilde{f}^H\tilde{V}.$$  

(3.4)

Since $M^T = M$ and $K^T = K$, a summation of equations (3.3) and (3.4) gives

$$\tilde{V}^H(C + C^T)\tilde{V} = \tilde{V}^H\tilde{f} + \tilde{f}^H\tilde{V}.$$  

(3.5)

From equations (3.1) and (3.5), Xiong et al. (2004) showed that after matrix manipulation the time-averaged input power takes the form

$$P = \frac{1}{2} \text{Re}\{\tilde{V}^H\tilde{C}\tilde{V}\},$$

(3.6)

where

$$\tilde{C} = \frac{1}{2}(C + C^T).$$

(3.7)

This result demonstrates that the time-averaged power of a system equals the power dissipated by damping, which is consistent with the result derived from

the general theory of continuum mechanics developed by Xing & Price (1999). For a simple system with one-degree-of-freedom of damping coefficient $c$ and velocity $v$, this reduces to $P = (1/2) c |v|^2$.

Because $C + C^T$ is a real symmetric matrix, it follows that $C$ is a real symmetric matrix allowing exploration of the properties of real symmetric matrices. In general, $C$ is a semi-positive definite matrix if there exists no negative active damping in the system. As is subsequently shown, this characteristic-damping matrix $C$ plays a significant role in determining the system’s power flow.

(b) Power flow space

Based on matrix theory (Nering 1963), the characteristic-damping matrix $C$ decomposes into

$$
\tilde{C} = \Phi \Lambda \Phi^T,
$$

where

$$
\Lambda = \text{diag}(\lambda_j),
$$

$$
\Phi = [\varphi_1, \varphi_2, \ldots, \varphi_N], \quad \Phi^T \Phi = \Phi \Phi^T = I.
$$

Here $\lambda_j$, of dimension $\text{Ns} \, \text{m}^{-1}$, and non-dimensional real vectors $\varphi_j$ ($j=1, 2, \ldots, N$), denote the eigenvalues and the corresponding eigenvectors of the characteristic-damping matrix $C$, respectively. These power flow mode vectors are linearly independent of each other and they are chosen as a set of base vectors spanning the power flow space of the system.

(c) Natural power flow characteristics

The $j$th characteristic-damping factor $\lambda_j$ and $j$th power flow mode vector $\varphi_j$ of the characteristic-damping matrix $C$ are independent of external excitations. For a dynamic system, the characteristic-damping matrix $C$ is prescribed and accordingly its natural power flow characteristics, i.e. $\lambda_j$ and $\varphi_j$, are determined.

(d) Power flow response vector

In the defined power flow space, the physical velocity vector $\tilde{V}$ of the system decomposes into the form

$$
\tilde{V} = \Phi \tilde{q}.
$$

Since $\Phi$ is the orthogonal matrix composed of the corresponding eigenvectors $\varphi_j$ ($j=1, 2, \ldots, N$), we obtain

$$
\tilde{q} = \Phi^T \tilde{V},
$$

$$
\tilde{q}_j = \varphi_j^T \tilde{V},
$$

which defines a complex valued velocity vector of dimension $\text{m} \, \text{s}^{-1}$. For a prescribed system, this power flow response vector $\tilde{q}$ defined in the power flow space depends on the external excitations and its $j$th element $\tilde{q}_j$ denotes the $j$th power flow response corresponding to the $j$th power flow mode $\varphi_j$. 

(e) **Power flow expression**

A substitution of equations (3.8a–c) and (3.9) into equation (3.6) produces an expression for the time-averaged power flow in the form

\[ P = \frac{1}{2} \text{Re} \{ \tilde{q}^H A \tilde{q} \} = \frac{1}{2} \sum_{j=1}^{N} \lambda_j |\tilde{q}_j|^2 = \sum_{j=1}^{N} P_j, \tag{3.11} \]

where

\[ P_j = \lambda_j |\tilde{q}_j|^2/2, \tag{3.12a} \]

\[ P_j/|\tilde{q}_j|^2 = \lambda_j/2 \quad (j = 1, 2, \ldots, N), \tag{3.12b} \]

defines the jth mode dissipation power that represents the jth time-averaged power flow component of the system. These expressions are summarized in the following theorem.

**Power flow expression theorem 3.1.** For a dynamic system described by equation (2.1a,b), its time averaged power flow equals the sum of all mode dissipation power components \( P_j = \lambda_j |\tilde{q}_j|^2/2 \) determined by the characteristic-damping factor \( \lambda_j \) and characteristic velocity \( \tilde{q}_j \).

The system’s total time-averaged power flow comprises of the power dissipated by all \( N \) independent power flow modes, each relating only to its characteristic-damping factor and power flow response vector. It also provides assessment of the role of damping in power dissipation. For example, for unit characteristic velocities \( \tilde{q}_j \), the time-averaged power flow component \( P_j \) depends only on the system’s natural characteristic-damping factor \( \lambda_j \), which is independent of all external forces. A large value of \( \lambda_j \) implies significant energy dissipation in the jth power flow mode \( \phi_j \).

(f) **Power flow bounds**

Let us assume that \( \lambda_1 \) and \( \lambda_N \) denote the smallest and largest eigenvalues of the characteristic-damping matrix \( C \). The time-averaged power \( P \) can be estimated to lie in the range defined by the lower bound \( P_{\text{low}} \) and the upper bound \( P_{\text{up}} \) as given by

\[ P_{\text{low}} = \frac{1}{2} \left( \sum_{j=1}^{N} |\tilde{q}_j|^2 \right) \lambda_1 < P < \frac{1}{2} \left( \sum_{j=1}^{N} |\tilde{q}_j|^2 \right) \lambda_N = P_{\text{up}}. \tag{3.13} \]

Noting that \( \tilde{q}^H \tilde{q} = \tilde{V}^H \Phi \Phi^T \tilde{V} = \tilde{V}^H \tilde{V} \), it follows that

\[ \sum_{j=1}^{N} |\tilde{q}_j|^2 = \sum_{j=1}^{N} |\tilde{v}_j|^2, \tag{3.14} \]

and we can rewrite equation (3.13) in the form

\[ P_{\text{low}} = \frac{1}{2} \left( \sum_{j=1}^{N} |\tilde{v}_j|^2 \right) \lambda_1 < P < \frac{1}{2} \left( \sum_{j=1}^{N} |\tilde{v}_j|^2 \right) \lambda_N = P_{\text{up}}. \tag{3.15} \]

Dividing this equation by the square of the velocity vector modulus, i.e. \( |\tilde{V}|^2 = \sum_{j=1}^{N} |\tilde{v}_j|^2 \), we find that

\[ \frac{\lambda_1}{2} < \frac{P}{|\tilde{V}|^2} < \frac{\lambda_N}{2}. \tag{3.16} \]
Physically, \( P/|\dot{V}|^2 \) represents the power dissipated per unit square of velocity vector modulus. This result is summarized as follows.

**Power flow bounds theorem 3.2.** For a dynamic system defined by equation (2.1a,b), its time averaged power dissipation \( P/|\dot{V}|^2 \) per unit square of velocity vector modulus is bounded by one half of the lowest and highest characteristic-damping factor values of the system.

Equation (3.16) provides an estimation of the time-averaged power flow in terms of the maximum and minimum characteristic-damping factors and these relate to the damping of the system only and do not require any information of vibration sources and responses of the system. It provides a measure to assess and compare the power dissipation capabilities of dynamic systems. Based on this theorem, the following corollaries are derived.

(i) Regardless of the external excitations and mass/stiffness distributions, the power dissipated per unit square norm of velocity vector \( P/|\dot{V}|^2 \) is always bounded by one half of the maximum and minimum characteristic-damping factor values.

(ii) For any system modelled by equation (2.1a,b) and having the same damping matrix \( C \) but different stiffness and mass distributions as well as different external forces, the power dissipated per unit square of velocity vector modulus \( P/|\dot{V}|^2 \) of all such systems are bounded by the same upper and lower bound values given in equation (3.16).

(iii) Any modification of the stiffness and mass matrices, natural frequencies and external excitations in equation (2.1a,b) do not change the bounds of \( P/|\dot{V}|^2 \) given in equation (3.16) provided the damping matrix of the system \( C \) remains unaffected.

### 4. Power flow design

The power flow mode theory developed in §3 establishes a theoretical basis for a power flow design approach which aims to identify various appropriate power flow patterns through designed damping distributions. Based on the presented theory, three power flow design theorems are expressed as follows.

**Theorem 4.1.** For a dynamic system defined by equation (2.1a,b), the time averaged power dissipated per unit characteristic velocity \( \tilde{q}_j \) \((j=1, 2, 3, \ldots, N)\) is maximum if and only if the trace of its characteristic-damping matrix is a maximum value.

**Proof.** On using equation (3.11), we find that the time-averaged power dissipated per unit characteristic velocity of the system is given by

\[
P_u = (\lambda_1 + \lambda_2 + \cdots + \lambda_N)/2.
\]

Based on matrix theory (Nering 1963), the orthogonal transformation represented by equation (3.8a) does not change the trace of the real symmetric matrix \( \tilde{C} \) and therefore

\[
P_u = (\lambda_1 + \lambda_2 + \cdots + \lambda_N)/2 = \text{tr} \tilde{C}/2.
\]
This equation demonstrates that the maximum $P_u$ and $\text{tr} \ C$ of the system are equivalent quantities and therefore the theorem is valid.

**Theorem 4.2.** If a dynamic system defined by equation (2.1) dissipates the maximum time averaged power for any external force vector $\tilde{f} e^{j\omega t}$, the trace of its characteristic-damping matrix is maximum.

*Proof.* If the condition expressed in theorem 4.2 is valid, for any external force vector $\tilde{f} e^{j\omega t}$ the time averaged power dissipation represented by equation (3.11) should be maximum. Now, we can find an external force vector by letting $\tilde{q}_j = 1$ ($j = 1, 2, 3, \ldots, N$) and using equations (2.1a, b) and (3.9) it follows that

$$\tilde{f} e^{j\omega t} = j\omega M \tilde{V} + C \tilde{V} + \frac{1}{j\omega} K \tilde{V} = \left(j\omega M + C + \frac{1}{j\omega} K\right) \Phi \tilde{q}^*, \quad (4.3)$$

where $\tilde{q}^* = [1, 1, 1, \ldots, 1]^T$. The time averaged power dissipation corresponding to the force vector given by equation (4.3) satisfies equation (4.2) which is also maximum according to the condition of theorem 4.1 and therefore theorem 4.2 is valid. The latter also provides the necessary condition on which to design a damping distribution to obtain the maximum average power dissipated in the system.

(b) Power flow mode design for a natural vibration mode

The velocity vector $\tilde{V}$ can be decomposed in the vibration mode space, defined by the natural mode vectors given in equation (2.5a–d), into the form

$$\tilde{V} = X \tilde{R}, \quad (4.4)$$

where $X = [x_1, x_2, \ldots, x_N]$ is the normalized natural vibration modes of a system, and $\tilde{R}$ is a general velocity vector. Substituting equation (4.4) into equation (3.10a, b) we find that

$$\tilde{q} = \Phi^T X \tilde{R}, \quad (4.5)$$

and

$$\tilde{q}_j = \sum_{i=1}^{N} \varphi_j^T x_i \tilde{R}_i = \sum_{i=1}^{N} \gamma_{ji} \tilde{R}_i, \quad (4.6)$$

where the mode control factor is defined as

$$\gamma_{ji} = \varphi_j^T x_i \quad (i, j = 1, 2, 3, \ldots, N). \quad (4.7)$$

This is a dot product of the $i$th natural vibration mode and $j$th power flow mode. Physically, the mode control factor $\gamma_{ji}$ represents the $i$th natural mode component of the characteristic velocity $\tilde{q}_j$.

On using equations (3.11) and (4.6), the energy dissipated in the pure (i.e. only $\tilde{R}_i \neq 0$) $i$th vibration mode $x_i$ is expressed as

$$P_i = \frac{1}{2} \sum_{j=1}^{N} \lambda_j |\gamma_{ji}|^2 |\tilde{R}_i|^2. \quad (4.8)$$

The energy dissipated per unit square of the $i$th generalized velocity of the $i$th natural mode is given by

$$P_i/|\tilde{R}_i|^2 = \frac{1}{2} \sum_{j=1}^{N} \lambda_j |\gamma_{ji}|^2. \quad (4.9)$$
These two expressions relate the energy dissipation of the \( i \)th pure vibration mode to the power flow modes in the power flow mode space. A large value of \( |\gamma_{ji}| \) represents a large component of \( \tilde{q}_i \) produced by the \( i \)th natural vibration mode and therefore a large energy dissipation \((1/2)\lambda_j |\gamma_{ji}|^2\) in the \( j \)th power flow mode. The suppression of the \( i \)th vibration mode can be realized by designing a power flow mode \( \varphi_j \) that provides a large absolute value of mode control factor \( \gamma_{ji} \). In the reverse case, to retain the \( i \)th vibration mode, we need to design power flow mode \( \varphi_j \) that provides a zero mode control factor \( \gamma_{ji} \). These findings can be summarized in the following power flow mode design theorems.

**Theorem 4.3.** If a power flow mode \( j \) is designed orthogonal to a natural vibration mode \( i \), i.e. \( \gamma_{ji} = 0 \), there is no power dissipated by the \( i \)th natural vibration mode in the power flow mode \( j \) and therefore the \( i \)th natural vibration mode is not damped by the \( j \)th power flow mode.

**Theorem 4.4.** If a power flow mode \( j \) with a positive characteristic factor \( \lambda_j \) is designed parallel to a natural vibration mode \( i \), that is, \( \gamma_{ji} \) has a maximum absolute value, there is a maximum of energy dissipated by the \( i \)th natural vibration mode in the power flow mode \( j \) and therefore the \( i \)th natural vibration mode is effectively damped by the \( j \)th power flow mode.

(c) **Power flow mode design for a prescribed motion**

From equations (3.10a,b) and (3.12a,b), we conclude the following power flow mode design theorems for a prescribed motion.

**Theorem 4.5.** If a power flow mode \( j \) is designed orthogonal to a prescribed motion \( \tilde{V} \), i.e. \( \tilde{q}_j = 0 \), there is no power dissipated by this motion in the power flow mode \( j \) and therefore this prescribed motion is not damped by the \( j \)th power flow mode.

**Theorem 4.6.** If a power flow mode \( j \) with a positive characteristic factor \( \lambda_j \) is designed parallel to a prescribed motion \( \tilde{V} \), i.e. \( \tilde{q}_j \) has a maximum absolute value, there is a maximum of energy dissipated by this motion in the power flow mode \( j \) and therefore this prescribed motion is effectively damped by the \( j \)th power flow mode.

5. Comparison with mobility-based power flow model

(a) **Generalization of the mobility-based power flow mode approach**

A mobility-based power flow mode approach was proposed by Su et al. (1995) and extended by Ji et al. (2003) assuming a symmetric mobility matrix of the system. This assumption is valid for many cases. However, the real part of the mobility matrix of an active velocity feedback control system may become non-symmetric as demonstrated by Xiong et al. (2003b). Therefore, in this paper the requirement of the symmetric real part of a mobility matrix is released. In general, the symmetry of the imaginary part of the mobility matrix involving mass and stiffness matrices is valid. Based on the above description, the generalization of the mobility-based power flow mode approach is presented as follows.

The time-averaged power flow in a mobility formulation is given by

\[
P = \frac{1}{4} \text{Re}\{ \tilde{f}^H (\tilde{Y} + \tilde{Y}^H) \tilde{f} \} = \frac{1}{2} \text{Re}\{ \tilde{f}^H \tilde{Y} \tilde{f} \},
\] (5.1)
where
\[ \tilde{Y} = \frac{1}{2} (Y + Y^H) = \frac{1}{2} \{ \text{Re}(Y) + \text{Re}(Y^H) \} \] (5.2)
is the real, symmetric characteristic mobility matrix of the system. If the
symmetry of the real part of the mobility matrix is assumed, it is obtained
that \((Y + Y^H) = 2\text{Re}(\tilde{Y})\) as presented by Ji et al. (2003). This matrix \(\tilde{Y}\) can be
decomposed into the form
\[ \tilde{Y} = \Psi \Xi \Psi^T, \] (5.3)
where \(\Xi\) is a real diagonal matrix of the eigenvalues \(\mu_i\) of the characteristic
mobility matrix \(Y\) and \(\Psi = [\psi_1, \psi_2, \ldots, \psi_N]\) is a corresponding orthogonal matrix
of eigenvectors satisfying
\[ \Psi \Psi^T = \Psi^T \Psi = I. \] (5.4)
Here the \(j\)th characteristic mobility factor \(\mu_j\) has dimension \(m(\text{Ns})^{-1}\) of mobility.
Decomposing the force vector \(\tilde{f}\) in the power flow space defined by \(\Psi\), we obtain
\[ \tilde{f} = \Psi \tilde{Q} \] (5.5a)
and
\[ \tilde{Q} = \Psi^T \tilde{f}, \] (5.5b)
where the \(N\) input forces are represented by the power flow excitation vector \(\tilde{Q}\).
The \(j\)th power flow excitation force element \(\tilde{Q}_j\) corresponds to the \(j\)th mobility
power flow mode \(\psi_j\). Similarly, because
\[ \sum_{j=1}^{N} |\tilde{Q}_j|^2 = \sum_{j=1}^{N} |\tilde{f}_j|^2, \]
the time-averaged power input of the \(N\) forces described in equation (5.1) takes the form
\[ P = \frac{1}{2} \text{Re}\{\tilde{Q}^H \Xi \tilde{Q}\} = \frac{1}{2} \sum_{i=1}^{N} \mu_i |\tilde{Q}_i|^2, \] (5.6)
and the corresponding time-averaged power estimation is given by
\[ P_{\text{low}} = \frac{1}{2} \left( \sum_{j=1}^{N} |\tilde{f}_j|^2 \right) \mu_1 < P < \frac{1}{2} \left( \sum_{j=1}^{N} |\tilde{f}_j|^2 \right) \mu_N = P_{\text{up}}. \] (5.7)

\((b)\) **Comparison of the two power flow mode approaches**

Table 1 provides a comparison of the two power flow mode mathematical
models in terms of their inherent characteristics and definitions.
As shown in this table, the differences between the two power flow mode
approaches are as follows.

(i) In the damping power flow model (DPFM) the characteristic matrix
relates only to the system’s damping property, whereas in the mobility
power flow model (MPFM) the system’s mobility matrix requires full
knowledge of damping, stiffness, mass and excitation frequency.
(ii) The characteristic factor \(\lambda_j\) of DPFM relies only on the system’s damping
property. If the damping property is independent of the excitation frequency
(for example, only viscous damping modelling is used and hysteresis material
damping is neglected, i.e. \(\eta = 0\)), DPFM is independent of excitation frequency. However, for MPFM, the characteristic factor \(\mu_j\) needs mobility
information involving mass, stiffness, damping and excitation frequency, even
if the damping property does not relate to the excitation frequency.

The power flow mode vectors $\Phi$ of DPFM and $\Psi$ of MPFM exhibit the same characteristics described in (ii). Therefore, the power flow space constructed using $\Psi$ changes with the excitation frequency. On the contrary, the power flow space spanned by $\Phi$ is characterized only by the system’s damping.

The total power dissipation of the system is expressed by $P = \sum_{j=1}^{N} \lambda_j |\tilde{q}_j|^2 / 2$ in DPFM and $P = \sum_{j=1}^{N} \mu_j |\tilde{Q}_j|^2 / 2$ in MPFM, respectively. The $j$th characteristic velocity $\tilde{q}_j$ involves the damping property and velocity response of the system, whereas $\tilde{Q}_j$ relates to the mobility and the excitation forces. If the velocity is given (for example, prescribed designed
motions or experimentally measured), the total dissipated power depends only on the damping characteristics of the system. However, in MPFM, if the excitation forces are known, the total power dissipated again depends only on mobility data involving mass, stiffness, damping and excitation frequency.

(v) In applications presented in §6, it is demonstrated that DPFM is convenient for use in power flow design and control because of its dependence on only the damping distribution which can be adjusted as required. In contrast, MPFM requires mobility information which is dependent on frequency and therefore its characteristic factors $m_j$ and the corresponding power flow mode vectors $\psi_j$ vary with frequency. As an explanatory example, we consider a simple idealized linear system with two degrees of freedom under force excitation as shown in figure 1. This system comprises of two mounts, each having viscous damping $c_1 = 50 \text{Ns m}^{-1}$, $c_2 = 10 \text{Ns m}^{-1}$ and stiffness $k_1 = 1200 \text{N m}^{-1}$, $k_2 = 600 \text{N m}^{-1}$, supporting an uniform rigid bar of length $L=1 \text{m}$ and mass density $m=100 \text{kg m}^{-1}$.

The two external sinusoidal excitation forces $\vec{F}_j(t) = \vec{f}_j e^{i\omega t} \ (j=1,2)$, of amplitudes $f_1 = 10$, $f_2 = 5e^{i\pi/6}$ and frequency $\omega$ are applied to the ends of the bar.

Numerical results derived by the MPFM of this system are presented in figure 2 which displays the variation of power flow mode forms with frequency as shown in figure 2a. Here, the +1 and −1 scale values represent a heave and pitch motion, respectively. Figure 2b illustrates the variation of the characteristic factor $\mu_j \ (j=1,2)$ with frequency. It is observed that at frequencies $f_1$, $f_2$ and $f_3$ shown in (a) the forms of the power flow mode associated with $\mu_1$ (---) and $\mu_2$ (---) are exchanged. This causes a jump phenomena in the values of the characteristic factor $\mu_j \ (j=1,2)$ in (b) and the power flow dissipations $P_{m1}$ and $P_{m2}$ (shown in (c)) corresponding to each mode. For the same system, numerical results predicted by the DPFM are presented in §6a, where the characteristic factors $\lambda_1 = 10$, $\lambda_2 = 50$ are constants and hence there are no such jumps in the mode power characteristics as shown in figure 3. For a complex system including material hysteresis damping ($\eta \neq 0$) which causes a frequency dependent characteristic-damping matrix $C$, a further comparison is presented in §6c with associated figures 14 and 15 for illustrative purposes.
6. Applications of damping power flow mathematical model

(a) A force excited system

Let us examine the dynamic behaviour of the system shown in figure 1 using the damping based power flow mode theory. The equation describing the dynamics of this system can be expressed in the matrix form

\[
\begin{bmatrix}
\frac{mL}{3} & \frac{mL}{6} \\
\frac{mL}{6} & \frac{mL}{3}
\end{bmatrix}
\begin{bmatrix}
\dot{z}_1 \\
\dot{z}_2
\end{bmatrix}
+ \begin{bmatrix}
c_1 & 0 \\
0 & c_2
\end{bmatrix}
\begin{bmatrix}
\dot{z}_1 \\
\dot{z}_2
\end{bmatrix}
+ \begin{bmatrix}
k_1 & 0 \\
0 & k_2
\end{bmatrix}
\begin{bmatrix}
z_1 \\
z_2
\end{bmatrix}
= \begin{bmatrix}
\tilde{F}_1 \\
\tilde{F}_2
\end{bmatrix},
\]

where the damping matrix \( C \) is real and symmetric, thus \( \bar{C} = C \). To predict the system’s input power flow using the proposed damping-based power flow mode theory, the eigenvalues \( \lambda_j \) of the characteristic-damping matrix \( \bar{C} \) are of values \( \lambda_1 = 10 \text{ Ns m}^{-1} \), \( \lambda_2 = 50 \text{ Ns m}^{-1} \) with \( j = 1, 2 \).

The time-averaged total input power flow \( P = P_1 + P_2 \) and the mode dissipation power are calculated using equations (3.11) and (3.12), respectively. Figure 3 displays the time-averaged input power \( P \) and two mode dissipation powers \( P_1 \) and \( P_2 \). As demonstrated by calculations, the total input power flow \( P \)
equals the value determined using the traditional method of Goyder & White (1980) by multiplying the force and velocity responses given in equation (3.1).

In this example, the damping matrix is diagonal and its two characteristic-damping factors equal its two physical damping coefficients, that is $\lambda_1 = 10 = c_2$ and $\lambda_2 = 50 = c_1$, and the power flow mode vector matrix is a unit matrix. As shown in equation (3.12), the mode dissipation power $P_j = \lambda_j |\tilde{q}_j|^2 / 2$ ($j=1, 2$) for the $j$th power flow mode depends on both the characteristic-damping factor $\lambda_j$ and the modulus of the power flow response $\tilde{q}_j$. Therefore, in a range of frequencies near to the dip in the curve, the mode dissipation power $P_1$ is larger than $P_2$, although the characteristic-damping factor $\lambda_1$ is less than $\lambda_2$.

Figure 4 shows estimations of the total input power, its upper and lower bounds and illustrates how the total power varies with frequency between these outer limits.

Figure 5 shows the special case of $c_1 = c_2 = 10 = c$, for which the eigenvalues of the characteristic-damping matrix are the same, i.e. $\lambda_1 = \lambda_2 = c$. Therefore, $P_{\text{low}} = P = P_{\text{up}}$ and the three curves overlap as shown. However, the two mode dissipation powers $P_1$ and $P_2$ are different because the power flow responses $\tilde{q}_j$ ($j=1, 2$) are different.

Figure 6 illustrates the effect of the damping ratio $a$ on the total input power spectra. It is observed that the peaks of the total power reduce in value and the power flow spectra become flatter as the damping ratio increases. This is dramatically observed when damping ratio $a = 50$ causing the second power flow peak in the spectrum to decrease in value significantly.

Figure 7 shows the behaviour of the time-averaged input power $P$ of a symmetric suspension system ($k_1 = 1200$ N m$^{-1} = k_2$, $c_1 = c = c_2$, $\tilde{f}_1 = 10$ N = $\tilde{f}_2$) influenced by
varying damping values. Again, in this case, the total and individual mode
dissipation powers are the same, i.e. $P_{\text{low}} = P = P_{\text{up}}$. Because only heave motion is
excited in this system, only one peak exists in the power spectra. We again observe
that as the values of damping $c_1 = c_2$ increase the curves flatten.

Figure 4. Total power with its upper and lower bounds.

Figure 5. Total power with its upper and lower bounds and mode dissipation powers when $c_1 = c_2 = 10 \text{ Ns m}^{-1}$.
A simple vehicle suspension system subject to motion excitations

Figure 8 illustrates a simple vehicle suspension system to model different components of the design (Rahnejat 1998). In this example, the system is subject to road disturbance, i.e. the vibration source is a motion rather than a forced excitation. To predict the input power, the power flow mode approach is applied without a full knowledge of the force excitation.

Figure 6. Total input power influenced by the system’s damping properties ($a = c_1 / c_2$, $c_2 = 10$ Ns m$^{-1}$).

Figure 7. Total input power in overall symmetric system affected by damping properties.

(b) A simple vehicle suspension system subject to motion excitations

Figure 8 illustrates a simple vehicle suspension system to model different components of the design (Rahnejat 1998). In this example, the system is subject to road disturbance, i.e. the vibration source is a motion rather than a forced excitation. To predict the input power, the power flow mode approach is applied without a full knowledge of the force excitation.

The parameters chosen in this example are: main body mass $m_1 = 2500$ kg, suspension mass $m_2 = 320$ kg, wheel and tyre mass $m = 25$ kg, spring constant of suspension system $k_1 = 80 000$ N m$^{-1}$, spring constant of wheel and tyre $k_2 = 500 000$ N m$^{-1}$, damping constant of suspension system $c_1 = 350$ Ns m$^{-1}$, damping constant of wheel and tyre $c_2 = 15 020$ Ns m$^{-1}$. It is assumed that the representative road disturbance is described by a road profile $w = W e^{j\omega t}$. The equation describing the dynamics of this suspension system is given by

$$\begin{bmatrix}
m_1 & 0 & 0 \\
0 & m_2 & 0 \\
0 & 0 & m
\end{bmatrix}\begin{bmatrix}
\ddot{z}_1 \\
\ddot{z}_2 \\
\ddot{w}
\end{bmatrix} + \begin{bmatrix}
c_1 & -c_1 & 0 \\
-c_1 & c_1 + c_2 & -c_2 \\
0 & -c_2 & c_2
\end{bmatrix}\begin{bmatrix}
\dot{z}_1 \\
\dot{z}_2 \\
\dot{w}
\end{bmatrix} + \begin{bmatrix}
k_1 & -k_1 & 0 \\
-k_1 & k_1 + k_2 & -k_2 \\
0 & -k_2 & k_2
\end{bmatrix}\begin{bmatrix}
z_1 \\
z_2 \\
w
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
F
\end{bmatrix},$$

where $F(t)$ is an unknown interaction force between the tyre and the road surface.

The system’s damping matrix $C$ is real and symmetric (i.e. $C = C^T$) and the eigenvalues of the characteristic-damping matrix $C$ are determined as $\lambda_1 = 0$, $\lambda_2 = 522$ and $\lambda_3 = 30,218$.

Figure 9 displays the total time averaged input power $P$ compared to calculations derived using the traditional power flow method (Goyder & White 1980), together with the energy dissipated by non-zero eigenvalue power flow modes $P_2$ and $P_3$. An application of the proposed theory gives $P_1 = 0$ since $\lambda_1 = 0$ (see equation (3.12)), which implies that the energy dissipated by the first power flow mode is zero. In fact, $\lambda_1 = 0$ corresponds to a rigid vibration mode, hence the damper does not dissipate any vibratory energy. $P_1 = 0$ also indicates the lower bound of the input power which is not included in the figure. The total power predicted by the damping-characterized power flow mode and the mobility-based power flow mode mathematical models produce equivalent results. However, the latter requires more computing time because the mobility expression is dependent on frequency, hence, eigenvalues are solved for each frequency step as described in §5b. In contrast, the damping matrix $C$ (as chosen) is independent of frequency and,
therefore, its eigenvalues are solved only once outside the frequency loop. This demonstrates benefit of application over the mobility-based power flow mode method. Moreover, the total time-averaged power calculated by the damping-characterized power flow mode method equals to the predicted value obtained by the traditional method (Goyder & White 1980), i.e. $P = P_{in}$.

Figure 10 shows the total time averaged input power $P$ and non-zero power flow modes $P_2$ and $P_3$ for the suspension system but with damping: $c_1 = c_2 = 1$ Ns m$^{-1}$ and $k_1, k_2$ unchanged. In this figure, the top dashed line represents the total input power of the original system ($c_1 = 350$ Ns m$^{-1}$, $c_2 = 15,020$ Ns m$^{-1}$). It is seen from figure 10 that the peaks of the total time-averaged power $P$ for small damping are more pronounced than the case of large damping (the thin line). However, the level of the total time-averaged power reduces as the damping reduces. This suggests that a system with small damping component values has less capacity for energy dissipation. Consequently, the value of the input power is small.

(c) Active control system with a non-symmetric damping matrix

The third example analyses a system incorporating beam material damping and active controls producing a non-symmetric damping matrix. Figure 11 provides a schematic illustration of this system used to model the interactions between a human body, seat, suspension system and flexible vessel experiencing wave excitations (Xiong et al. 2003b). To improve ride comfort, two active controllers producing active damping are incorporated into the system. The damping-based power flow mode method is again applied to investigate this discrete-compliant system under wave excitation.

The equation describing the system’s dynamic interactions is expressed in the form

$$M\ddot{Z}(t) + C\dot{Z}(t) + KZ(t) = F.$$  (6.3)
Detailed information of the matrices $M$, $C$ and $K$ was discussed by Xiong et al. (2003). In this analysis, however, the damping matrix $C$, defined in equation (2.1b), has the following components:

$$
C_v = egin{bmatrix}
  c_h & -c_h & 0 & 0 & \cdots & 0 \\
 -c_h & c_h + g_{sp} & -g_{bp} W_{0c} & -g_{bp} W_{1c} & \cdots & -g_{bp} W_{nc} \\
 0 & -g_{sp} W_{0c} & C_0 + g_{bp} W_{0c}^2 & g_{bp} W_{0c} W_{1c} & \cdots & g_{bp} W_{0c} W_{nc} \\
 0 & -g_{sp} W_{1c} & g_{bp} W_{0c} W_{1c} & C_1 + g_{bp} W_{1c}^2 & \cdots & g_{bp} W_{1c} W_{nc} \\
 \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
 0 & -g_{sp} W_{nc} & g_{bp} W_{0c} W_{nc} & g_{bp} W_{1c} W_{nc} & \cdots & C_n + g_{bp} W_{nc}^2
\end{bmatrix},
$$

$$
C_h = \frac{\eta}{\omega} C_{\bar{h}} = \frac{\eta}{\omega} \text{diag}[0, 0, C_{h0}, C_{h1}, \ldots, C_{hn}],
$$

where $g_{sp} = c_s + s, g_{bp} = c_b + b, \ g_s$ and $g_b$ represent the two control gains shown in figure 10. The parameters $W_j, C_j$ and $C_{hj} (j = 0, 1, 2, \ldots, n)$, represent $n+1$ ship modes, viscous fluid damping and the material damping of the ship, respectively. In this active control system, the feedback gains $g_s$ and $g_b$ can be chosen independently and it is assumed that $g_{sp} \neq g_{bp}$ causing both damping and mobility matrices $C$ and $\tilde{Y}$ to be non-symmetric. Therefore, the mobility power flow mode method proposed by Ji et al. (2003) is not applicable. However, the characteristic-damping matrix $\bar{C}$ and characteristic mobility $\bar{Y}$ (defined in equation (5.2)) remain symmetric and hence the power flow mode theories discussed herein are applicable.

Figure 10. Total input power $P$ and non-zero mode dissipation powers $P_2$ and $P_3$ in a suspension system with small damping $c_1 = c_2 = 1 \text{Ns m}^{-1}$ compared to original system illustrated in figure 9 (i.e. $c_1 = 350 \text{Ns m}^{-1}$, $c_2 = 15,020 \text{Ns m}^{-1}$, top dashed line).
For simplification of numerical simulations in a hydroelasticity analysis (Bishop & Price 1979) of the beam-like ship, three beam modes are chosen \((n=0, 1, 2)\) together with a two-degrees-of-freedom human body and seat suspension subsystem. Hence the matrix \(C\) is of order five \((N=5)\). For illustrative purposes, a sinusoidal wave of wavelength 30 m and wave amplitude \(a=1\) m are assumed. The parameters of the human body and seat suspension subsystem are assumed to have values: \(m_h=37.3\) kg, \(k_h=36\,667\) N m\(^{-1}\), \(c_h=450\) Ns m\(^{-1}\), \(m_s=59.7\) kg, \(k_s=14\,350\) N m\(^{-1}\) and \(c_s=600\) Ns m\(^{-1}\). The vessel is modelled as a composite uniform beam of length \(L=9\) m, width \(B=2.31\) m, draught \(D=0.235\) m, second moment of area about the neutral axis \(I=0.0768\) m\(^4\), mass per unit length \(\rho_b=555.6\) kg m\(^{-1}\), Young’s modulus of the composite beam \(E=25.91\) Gpa and a range of loss factor values, i.e. \(\eta=0, 0.1, 0.01, 0.5\), considered to assess sensitivity of predicted values. The seat is located at 3.94 m from the stern of the boat, i.e. \(x_c=0.438L\), corresponding to a position approximately in the middle of the cockpit area of the real vessel. The position of the seat can be readily changed to analyse the motions for different seating arrangements reflecting number of crewmembers.

Figure 12 shows the time-averaged total input power \(P\) and each mode dissipation power \(P_j\) \((1\leq j\leq 5)\) assuming a passive control system with no material damping \((\eta=0)\). In this case, the characteristic-damping matrix \(C\) is independent of frequency. Hence the eigenvalues of \(C\) are of values \(\lambda=124.1, 914.3, 1062.6, 2744.7\) and 3280.3 and independent of frequency.

When considering the influence of hysteresis damping of the material in the beam-like ship (i.e. \(\eta=0.1, 0.5\)), the characteristic-damping matrix \(C\) in equation (3.7) is frequency dependent. Therefore, the eigenvalues of matrix \(C\) are frequency dependent and need solving at each frequency. Figure 13 displays the total input power \(P\) of the passive control system influenced by material damping in the beam-like ship. These findings demonstrate that the power dissipation curves with large values of hull damping are flatter producing the corresponding large areas between the curves and the frequency axis, which implies that a large value of hull damping globally increases the power dissipated.

To compare numerical results involving material damping \((\eta\neq0)\) for component powers decomposed in the two different power flow mode approaches, figure 14a,b

---

Figure 11. Dynamic model of vessel-seat-human body interactive system with passive and active feedback controls.

Figure 12 shows the time-averaged total input power \(P\) and each mode dissipation power \(P_j\) \((1\leq j\leq 5)\) assuming a passive control system with no material damping \((\eta=0)\). In this case, the characteristic-damping matrix \(C\) is independent of frequency. Hence the eigenvalues of \(C\) are of values \(\lambda=124.1, 914.3, 1062.6, 2744.7\) and 3280.3 and independent of frequency.

When considering the influence of hysteresis damping of the material in the beam-like ship (i.e. \(\eta=0.1, 0.5\)), the characteristic-damping matrix \(C\) in equation (3.7) is frequency dependent. Therefore, the eigenvalues of matrix \(C\) are frequency dependent and need solving at each frequency. Figure 13 displays the total input power \(P\) of the passive control system influenced by material damping in the beam-like ship. These findings demonstrate that the power dissipation curves with large values of hull damping are flatter producing the corresponding large areas between the curves and the frequency axis, which implies that a large value of hull damping globally increases the power dissipated.

To compare numerical results involving material damping \((\eta\neq0)\) for component powers decomposed in the two different power flow mode approaches, figure 14a,b
present the power dissipation component $P_j$ by each power mode using the DPFM and $P_{mj}$ by mobility MPFM methods, respectively, whereas figure 15 displays the corresponding characteristic factors of the two approaches. The essential difference between each pair of mode powers $P_j$ and $P_{mj}$ ($j=1, \ldots, 5$) is the jump phenomena.
occurring at frequencies 0.4, 22 and 30 Hz in the mode power curves derived by the mobility power flow mode method (see also the comparison between $P_{m1}$ and $P_{m2}$; $P_{m2}$ and $P_{m3}$). These jumps are associated with the jump phenomena occurring in the characteristic factor $\mu_j$ as shown in figure 15(b). However, the characteristic factor $\lambda_j$ in figure 15(a) shows a clear pattern for each mode although $\eta = 0.01$ makes the characteristic-damping matrix frequency dependent.

Figure 16 illustrates the influence of active control on the power per unit square of velocity vector modulus $P/|\mathbf{V}|^2$. These findings are compared with a passive
seat suspension system \( (g_s = 0 = g_b) \). The predictions show how power varies with changes to the feedback gain values assumed in different controllers. The active feedback controllers produce additional active damping and therefore the dissipation of the vibration power in the active system is increased over a significant region of the frequency band compared with the passive system. It is also observed that the seat velocity feedback control \( g_s \) provides better control than the base feedback control \( g_b \). Further calculations demonstrate that the lower bound is not affected by frequency and the larger the control gain \( g_s \), the larger the power dissipated. This suggests a way to adjust actively, in a prescribed manner, the system’s damping distributions to increase vibration energy dissipation.

Figure 15. Comparison of the five characteristic factors of the coupled system: (a) by the damping power flow model and (b) by the mobility power flow model methods (wave length = 30 m, \( \eta = 0.01 \)).

Figure 16. Effect of active control on the power per unit square of velocity vector norm \( P/|\tilde{V}|^2 \) in the non-symmetric damping system due to different control gains \( g_s, g_b \) (\( \eta = 0.01 \)).

Figure 17 shows the influence of active and passive damping on the power flow bounds. It is seen from figure 17a that the lower bound level (calculated by equation (3.16)) increases for seat velocity feedback control $g_s = 5000$, but decreases for a base velocity feedback control $g_b = 5000$ in comparison to passive isolation control findings. However, further calculations show that these active feedback controls have no effect on the upper bound value. In fact, the upper bound for this coupled system is mainly controlled by the beam’s damping property. As shown in figure 17b, for increasing $\eta$ value from 0.01 to 0.05, the upper bound increases up to five times of the previous bound value. This again provides an approach to increase vibration energy dissipation by increasing the upper power bound through utilizing appropriate material damping.

7. Application of power flow design approaches

(a) Model of a suspension system

Figure 18 illustrates a suspension system used to demonstrate application of the energy flow design and control method based on the power flow mode theory.

The difference between this system and the one shown in figure 1 is that the two dampers with damping coefficients $c_1$ and $c_2$ are arranged at arbitrary positions $l_1$ and $l_2$ measured from the left end of the bar. The two non-dimensional parameters $L_1 = l_1/L$ and $L_2 = l_2/L$ are adopted in the following equations.

(i) Dynamic equation

The dynamic equation of this system is given by

$$
\begin{bmatrix}
  mL/3 & mL/6 \\
  mL/6 & mL/3
\end{bmatrix}
\begin{bmatrix}
  \ddot{z}_1 \\
  \ddot{z}_2
\end{bmatrix}
+ 
\begin{bmatrix}
  c_{11} & c_{12} \\
  c_{21} & c_{22}
\end{bmatrix}
\begin{bmatrix}
  \dot{z}_1 \\
  \dot{z}_2
\end{bmatrix}
+ 
\begin{bmatrix}
  k_1 & 0 \\
  0 & k_2
\end{bmatrix}
\begin{bmatrix}
  z_1 \\
  z_2
\end{bmatrix}
= 
\begin{bmatrix}
  \ddot{F}_1 \\
  \ddot{F}_2
\end{bmatrix}
= 
\begin{bmatrix}
  \dot{f}_1 \\
  \dot{f}_2
\end{bmatrix} e^{i \omega t},
$$

(7.1)
where the characteristic-damping matrix $\bar{C}$ of the system is derived from equation (3.7) in the form

$$\bar{C} = C = a^T \begin{bmatrix} c_1 & 0 \\ 0 & c_2 \end{bmatrix} a = [c_{ij}], \quad (7.2)$$

where

$$a = \begin{bmatrix} 1 - L_1 & L_1 \\ 1 - L_2 & L_2 \end{bmatrix}. \quad (7.3a)$$

The element $c_{ij}$ of this characteristic-damping matrix $\bar{C}$ is calculated by the following equation

$$c_{ij} = \sum_{s=1}^2 a_{si} c_s a_{sj} \quad (i, j = 1, 2). \quad (7.3b)$$

Equation (7.2) is rewritten as

$$\bar{C} = c_1 \begin{bmatrix} (1 - L_1)^2 \pm (1 - L_2)^2 & L_1(1 - L_1) \pm L_2(1 - L_2) \\ L_1(1 - L_1) \pm L_2(1 - L_2) & L_1^2 \pm L_2^2 \end{bmatrix} \quad (7.4)$$

for the two special cases $c_2 = \pm c_1$.

(ii) Characteristic-damping factor and power flow mode

The eigenvalue problem of the characteristic-damping matrix $\bar{C}$ is defined as

$$\bar{C} \varphi = \lambda \varphi, \quad (7.5)$$

with characteristic equation

$$\begin{vmatrix} c_{11} - \lambda & c_{12} \\ c_{21} & c_{22} - \lambda \end{vmatrix} = 0. \quad (7.6)$$

The solutions of equation (7.6) give the characteristic-damping factors of the system

$$\lambda_{1,2} = \frac{1}{2} \left[ (c_{11} + c_{22}) \pm \sqrt{(c_{11} - c_{22})^2 + 4c_{12}^2} \right]. \quad (7.7)$$
The corresponding power flow modes are represented by

\[ \varphi_i = \begin{bmatrix} \alpha_i \\ \beta_i \end{bmatrix} \quad (i = 1, 2). \quad (7.8) \]

These satisfy the normalized relation used in equation (3.8a-c) and are derived by solving equation (7.5). That is

\[ \begin{bmatrix} c_{11} - \lambda_i & c_{12} \\ c_{21} & c_{22} - \lambda_i \end{bmatrix} \begin{bmatrix} \alpha_i \\ \beta_i \end{bmatrix} = 0. \quad (7.9) \]

(iii) Trace of \( \bar{C} \)

The trace of the characteristic-damping matrix \( \bar{C} \) is obtained as

\[ \text{tr} \bar{C} = c_1(2L_1^2 - 2L_1 + 1) + c_2(2L_2^2 - 2L_2 + 1). \quad (7.10) \]

(iv) Natural frequencies and modes

The physical velocity response of the system is expressed as

\[ \begin{bmatrix} \dot{z}_1 \\ \dot{z}_2 \end{bmatrix} = \bar{V} e^{i \omega t}. \quad (7.11) \]

For the case of \( k_1 = k_2 \), the natural frequencies and the corresponding natural modes of the system are calculated as follows.

**Mode 1:**

\[ \omega_1^2 = 2k_1/mL, \quad (7.12a) \]

\[ \psi_1 = \begin{bmatrix} \sqrt{2}/2 \\ \sqrt{2}/2 \end{bmatrix}. \quad (7.12b) \]

**Mode 2:**

\[ \omega_2^2 = 12k_1/mL, \quad (7.13a) \]

\[ \psi_2 = \begin{bmatrix} -\sqrt{2}/2 \\ \sqrt{2}/2 \end{bmatrix}. \quad (7.13b) \]

(v) Mode control factor

By using equations (4.7), (7.8), (7.12a,b) and (7.13a,b), we express the mode control factors of the system as

\[ \gamma_{ji} = \frac{\sqrt{2}}{2} [\beta_j + (-1)^{i+1} \alpha_j] \quad (i, j = 1, 2). \quad (7.14) \]

(b) Damping distribution design

(i) Maximum \( \text{tr} \bar{C} \)

Based on theorem 4.2, the necessary condition for maximum energy dissipation is that \( \text{tr} \bar{C} \) is a maximum value. For the given dampers, we now examine arrangement of their positions to obtain the maximum \( \text{tr} \bar{C} \) and thus the maximum energy dissipation for unit power flow response \( \bar{q}_j \), i.e. \( |\bar{q}_j|^2 = 1 \).
Figure 19 shows the $\text{tr} \ C$ values as a function of the position parameters $L_1$ and $L_2$. From this figure it is observed that the position of the minimum value of $\text{tr} \ C$ is at the point $(L_1, L_2) = (0.5, 0.5)$ and its maximum value is at the four points $(L_1, L_2) = (0, 0), (0, 1), (1, 0)$ and $(1, 1)$.

From these findings, we conclude that to obtain maximum characteristic-damping factors the two dampers are located at the ends of the rod, which also includes the four cases. For the reverse, to obtain minimum characteristic-damping factors, the two dampers are located at the middle point of the rod.

(ii) Mode or motion control

Now we investigate the suppression or retention of a heave or pitch motion of the system using theorems 4.3–4.6.

Heave motion. Using equation (3.6), we deduce from equation (7.12a,b) that the energy dissipated by the system in heave motion is given

$$P_1 = \psi_1^T C \psi_1 = c_1 + c_2,$$

indicating independence of position of the dampers. However, if the two dampers are arranged non-symmetrically about the mid point of the rod, in general, the motion of the rod is not a pure heave motion. To retain validity of this equation, it is required that the two dampers are symmetrically arranged. That is

$$L_1 + L_2 = 1.$$  

Figure 20a shows the time averaged energy dissipation per unit velocity modulus of the system, i.e. $P_m = P/|\dot{V}|^2$ varying with location parameters $L_1$ and $L_2$ when $c_1 = c_2$ and $f_1 = f_2 = 10$ N. This figure shows that the maximum vibration power dissipation is achieved on the line $L_1 + L_2 = 1$ along which the velocities at both ends of the rod have the same value as demonstrated in figure 20b and therefore the motion of the rod is heave as defined by equation (7.12a,b).
To obtain minimum energy dissipation in heave motion, an active damper with negative damping coefficient (Xing et al. 2005) is required to make

\[ P_1 = c_1 + c_2 = 0. \]  

Figure 21 shows the energy dissipation of the system when an active damper satisfying equation (7.17) \((c_1 = c_2, \dot{f}_1 = \dot{f}_2)\) is applied. It is found that along the line defined by equation (7.16) and shown in figure 21b, there is no energy dissipation as indicated in figure 21a. Also along the line \(L_1 = L_2\), the energy dissipation vanishes. This is because the two dampers are arranged at the same point giving a zero resultant damping in the system.

Pitch motion. In a similar manner, the energy dissipation of the system in pitch motion described by equation (7.3a,b) is

\[ P_2 = \psi_2^T C \psi_2 = c_1(1-2L_1)^2 + c_2(1-2L_2)^2, \]

giving

\[ P_2 = \begin{cases} 
0, & L_1 = L_2 = 0.5, \\
\c_1 + \c_2, & L_1 = 0, 1, L_2 = 0, 1. 
\end{cases} \]
To excite a pitch motion of the rod requires a pair of anti-symmetric forces \( f_1 \sim f_2 \) applied to the system together with a symmetric arrangement of the two springs and dampers.

The energy dissipated in this case is shown in Figure 22a, and demonstrates the result given in equation (7.19). For an arrangement of two dampers located at the middle point of the rod, \( L_1 = L_2 = 0.5 \), there is no power dissipated. Therefore, the pitch vibration mode is retained. However, either arranging the two dampers at the ends of the rod or both dampers at one end (\( L_1 = L_2 = 0 \) or \( L_1 = L_2 = 1 \)) or at each end (\( L_1 = 0, L_2 = 1 \) or \( L_1 = 1, L_2 = 0 \)), produces a maximum energy dissipation. To retain pitch motion, a symmetric arrangement of the two dampers (\( L_1 = 0, L_2 = 1 \) or \( L_1 = 1, L_2 = 0 \)) is appropriate. Figure 22b,c shows that for this case the velocities at the two ends of the rod satisfy the pitch motion \( V_1 = -V_2 \).

8. Conclusions

A generalized power flow mode theory, based on the inherent characteristics of the system’s damping distribution, is developed to describe natural power flow behaviour of dynamic systems. The system’s characteristic-damping matrix is constructed and the eigenvalues and eigenvectors of this matrix identify the natural
characteristics of power flow and allow insight into energy dissipation mechanisms of the system. The proposed theoretical mathematical model describes the time-averaged power flow in terms of system’s damping and velocity response (equation (3.6)), which straightforwardly reveals vibration energy dissipation mechanisms of a dynamic system. Furthermore, in the defined power flow space, the time-averaged power flow is represented as the sum of all independent mode power components (equation (3.11)). A power flow bound theorem is proposed to approximate the upper and lower bounds of the time-averaged power. Regardless of the complexity of the dynamic system, its total time averaged power dissipation \( P = \sum \text{\textit{V}}^2 \), as defined in equation (3.16), is bounded by one half of the lowest and highest characteristic-damping factors. This average is determined only by the damping properties of the system and is independent of any external excitations, the distributions of stiffness and mass and responses of the system.

Based on the proposed power flow mode theory, power flow design and control approaches are developed to control energy flow dispassion levels and patterns satisfying vibration control requirements. This is achieved by designing passive/active damping distributions to adjust the values of the characteristic-damping factor and mode control factors. The mode control factor reveals the coherence of a natural vibration mode or a motion form with a power flow mode. Theorems applicable for power flow design are presented in §4 and it is demonstrated that the maximum trace of the characteristic-damping matrix of the system is a necessary condition to obtain the maximum average power dissipation. A particular vibration mode or motion form can be suppressed or retained through modifying the mode control factor by adjusting the damping distribution.

The success of the described theoretical model and power flow design approaches is demonstrated in the analysis of a range of practical examples demonstrating its applicability. The developed theory and design approaches can be widely used for modelling, analysis, design and assessment of various complex solid, fluid and acoustic systems in engineering.
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