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Introduction
The advent of eScience is not only providing an infrastructure for research, but it is also ideal for the provision of services. Recent developments at the UK National Crystallography Service (NCS), in collaboration with the CombeChem eScience testbed project, have been aimed at developing an eScience infrastructure to facilitate the crystallographic experiment. A seamless distributed computing approach is shown to be able to transform a conventional but high throughput service. Access to use the NCS facilities and expertise and a mechanism to submit samples is granted through a secure Grid infrastructure. The user may then monitor and steer the data collection aspects of their experiments and download results data staged to a securely accessible location. 
The NCS environment
The NCS (http://www.ncs.chem.soton.ac.uk) is a UK national facility offering crystallographic services to the UK Chemistry community. The NCS maintains state-of-the-art X-ray diffraction experiment facilities, whereby external clients may submit chemical samples for processing, in order to derive their crystal structures. Different levels of service are provided, depending on the requirements or expertise of the user: 

· Data collection & full structure determination (X-ray diffraction analysis of the sample, plus further analysis to derive the full crystal structure) or 

· Data collection only:  (for users with some expertise in structure solving; X-ray diffraction data is collected and basic processing is carried out, in order to generate a data file, which may subsequently be processed further by the user, to generate the full crystal structure). 
The state of the art instrumentation is world leading in terms of development and there is a team of staff trained specifically to deal with difficult samples.  NCS processes in excess of 1000 samples a year in a laboratory environment that processes >2000 datasets per annum, making it the highest throughput service in the world. The NCS also has a synchrotron radiation component that allows samples that could not be examined in the home laboratory to be referred to the world leading single crystal diffraction facility at the UK Synchrotron Radiation Source (Cernik, 1997). Around 70 peer reviewed publications a year arise from the structure solution service and 100 from the data collection only service, which in total amounts to approximately 300 actual structure reports. 
Rationale for a Grid Service
Until recently there was no client interaction in the experimental process and instrument time is often wasted, attempting to analyse samples that are of poor quality or turn out to be uninteresting and will remain unpublished. It would be much more preferable if the client could be involved in the process (particularly in the early stages), to help the service operator in decision making. The client may even then help to steer the experiment, by adjusting parameters that the service operator would normally set. A Grid Service for the NCS is therefore a natural development of the service that is already available, empowering a client to steer their own experiment and gain faster access to their results data. Additionally the operation of the NCS was somewhat divorced from its users in terms of feedback with respect to the management and progress of a sample through the system.  Thus if there were any problems with the instrumentation, data collection or processing resulting in a time delay the user was largely unaware and left waiting, a problem which becomes increasingly severe when a user has many samples in the system.

The Grid can potentially provide many applications to Service Crystallography. The primary benefits would be in situations where the physical locations of the service and its user are distant as the Grid provides a medium whereby an expert crystallographer (user) may control their own experiment remotely. 
The implementation of such an infrastructure has a number of advantages over a conventional laboratory that would be of considerable worth to the service crystallographer (von Laszewski et al, 2000). A massively increased interaction between local experts and users would allow both chemists unskilled in the art of crystallography and ‘trained’ crystallographers alike to participate in, or conduct their own, experiments remotely. Enabling remote control for the expert user will assist in ‘dark’ laboratory instrument automation, allowing service operators to concentrate on other matters.  This infrastructure could also provide a means for multiple sample management and scheduling for the operation of the service and provide immediate feedback of the status of an experiment to the remote user. 
The NCS Grid Service
As part of a UK National e-Science program (http://www.rcuk.ac.uk/escience/) the CombeChem testbed project and the NCS developed a proof of concept demonstration (Coles et al, 2005a).  This outlined how the Grid could enable an e-Science enhancement for structural chemistry and has subsequently been transformed into a functional service. This work produced a list of recommendations for a useable Grid service for the NCS and highlighted a number of considerations, both positive and negative, for the design of a useable facility. The design and usability issues arising from this study were highlighted and are listed below:
· User authentication and security
· The use of Grid, as opposed to Web, services
· Scheduling the experiment
· Remote instrument control
· Video conferencing, audio multicasting and instant messaging
· System security
· Software licensing and provision
· Requirements
General and overall objectives of the NCS Grid service were:

· to allow remote users to interact with their experiments; The user should be able to submit a sample to the NCS, track the sample’s progress through the system, and monitor the experiment(s) carried out on their sample.  In addition there should be an ability to “steer” the experiment (but not drive it directly), either via an online conference with the service operator, or by direct adjustment of key experimental parameters.
· to provide users with better and faster access to experimental data; The Grid service should allow the user to access the raw data coming off the experiment (e.g. X-ray images), and gain faster access to the processed data.
· to provide a robust security infrastructure; Clients must be authorised to use the NCS Grid Service, by means of a Public Key Infrastructure (PKI). Clients must only be authorised to monitor (or steer) their own experiments, and access their own data with all other access restricted.  All data transferred between the Grid Service and the client must be encrypted.
· to exploit this collaboration to improve NCS efficiency; With the user directly involved in the decision-making, efficiency is improved through reduction in wastage of diffractometer time (through unnecessary data collections or better understanding of sample quality), and allow service operators to concentrate on other tasks
· to be compatible with NCS operational processes; A Grid service must not impact heavily on current operational procedures
· to be a real (operational) service to which a user could easily subscribe; As opposed to previous demonstrator projects the NCS Grid service should be fully operational and should function robustly, reliably and securely
· that any client side requirements  should be easy to set up, install and interact with; The Grid service has to be implemented into an existing service with users possessing a wide range of computing expertise.
· Architecture

The NCS Grid service architecture has been described in a number of publications elsewhere and will not be described further here (Coles, 2005; Coles et al, 2005b).
Usability
The resulting NCS Grid Service addressed these requirements and considerations and aspects of its usability are discussed below. 
· Client usability
The client interface to both Control and Status services is deliberately lightweight with access through a standard web browser, so that no client software installation is required. This was an especially important consideration, as a primary usability issue with deploying a Grid service for an existing facility was that it should not impact negatively on its usage by current users. 
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Figure 1. The Status service interface
The Status DB (figure 1) maintains tables of all submitted samples, details of users and mappings between and provides an externally visible web-based interface, as utilised by the Status and Control services. Each sample has an associated status; Added, Scheduled, Next, Running, Processing, Re-processing, Failed – no further action, Failed – referred and Succeeded and it is the Status of a sample that determines various authorizations within the system. This service is written in PHP, which provides dynamic HTML for the user, whose access is via HTTPS and the PHP code determines the client’s DN from their personal certificate. The DN is then used by the PHP code to query the Sample / Status database to obtain only the sample data owned by that DN. The Control Service is also written in PHP, and provides a dynamic HTML interface (shown in figure 2) to the users’ X-ray diffraction experiment. The Control service presents the client with certain key experimental parameters, which may be adjusted if necessary.  The experiment control scripts provide suitable default values, and the user is given a time limit in which to enter new values, otherwise the experiment will proceed with the default values.
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Figure 2. The Control service interface
Thus a user can easily interact with the service, their experiment and their data through well designed interfaces that do not require expert training to operate. In addition timeouts and experiment driven default parameters ensure that the user needn't monitor the experiment if they do not wish to and may terminate the session at any time without having any negative impact on the running of the experiment.
· Service provider usability

The implementation of a Grid service has proven to not hinder the working procedures of the laboratory. Moreover, it has provided effective sample management and rapid feedback to users. It has therefore relieved the NCS operators of many time consuming tasks, such as responding to client queries, processing samples in a static database system and delivering experimental results. The NCS Administrator uses various web pages to enter or modify sample data, rather than directly altering database entries, which vastly reduces human introduced errors. The database also enables efficient sample tracking in the laboratory system and produces machine generated statistics and usage reports. 
· Security and registration 
The NCS certificate generation process as described in section 5 proved impractical and had to be abandoned. This was because the relatively-complex sign-up process (and in particular the installation and use of the software necessary for the user to generate the CSR) was found to be too complex for many of the current clients.

An alternative to this proposal was devised, retaining the software mechanisms (i.e. the KeyTool CSR generation) but handling this centrally at the NCS. The approach that was adopted deviated from a strict PKI in that user key-pairs as well as certificates are centrally generated (i.e. explicitly by the NCS CA/RA), signed, and then securely transferred to the user, rather than relying on the end user to perform the CSR generation task. This removes the risks of having users manage the key generation process using unfamiliar technology and allows NCS to leverage their existing trust relationships to manage the private key and certificate distribution as part of the user registration process. While the requirement for the installation of specialist client software was removed, the policy means that significant potential weaknesses have now been introduced into the overall process. In particular, the private key is vulnerable to interception (the classic key distribution problem) because it now

has to be transmitted to the user and also the user has no guarantee that a copy of the private key has not been retained by the NCS or an intermediary. The key distribution problem can of course be addressed using a suitable trusted ‘out-of-band’ transfer mechanism such as secure courier.

There is also the requirement for the NCS to take over the RA function and validate the identity of each user before a certificate is issued. There has always been considerable interaction between the NCS staff and users by post, phone and attendance at academic conferences. The users have a high level of trust in existing NCS procedures and in general the users know the service and staff very well. This personal knowledge is utilized to verify the identity of NCS users making certificate requests. The current policy uses at least two routes (one non-computer) to ensure an independent check on the identity of the requestor.

As user generation of private keys becomes more common and the supporting software more user friendly, the NCS intends to adopt standard CA/RA CSR practice. This will be possible at the time each year when new resource allocations are made, when all existing certificates are revoked and new ones generated which are valid for the next allocation year.

Since the only change will be to the key generation procedure, the NCS Grid Service software will not need to be altered and there are no anticipated operational problems with this migration plan. We should also note that the NCS instigates periodic security reviews of the assessed risks in the context of the security experience gained from live operation. This allows the security policies to be continually updated and additional counter measures to be introduced as appropriate.

· Advocacy (service and client)
The increased feedback on sample status has been a huge success with users. However, it is the general perception that for this type of facility they would have to be persuaded to use the remote experiment steering facility. The majority of users of the NCS have a high degree of faith in the quality of service provision and would prefer to trust its operatives and employ their time elsewhere. However there has been considerable interest in the deployment of remote experiment control at larger facilities, such as the Diamond synchrotron source (http://www.diamond.ac.uk), where the user is responsible for conducting their experiment.
From a service provider perspective, whilst the sample status service has been a resounding success, there are reservations with the remote experiment steering aspects. The safety of the experimental equipment is wholly reliant on internal software checks to ensure that the dark laboratory experiment is proceeding correctly. To ensure that the instrumentation is not compromised due to unforseen circumstances, such as computer crashes and power failures, a number of bespoke hardware modifications would have to be made, e.g. collision detection for moving parts of the apparatus. 

There is however considerable worth in developing remote experiment steering procedures, so that NCS personnel can remotely initiate and monitor the progress of experiments. 

Conclusions

This approach has been shown to facilitate the provision of an existing crystallography service by enhancing interaction and feedback with the experiment for the user. However, this paper highlights a number of issues relating to the integration of eScience protocols with a long established experiment based service. Some of these modifications have resulted in changing working practice for service personnel, but the benefits for the operational running of the service and the client feedback produced far outweigh these. The principal usability issues are from the client side, where ease of setting up, accessing and interacting with the service are the main concerns and this paper outlines the approaches and solutions to these problems.  
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