MAVIS 2 : A New Approach to Content and Concept Based Navigation





Mark Dobie, Robert Tansley, Dan Joyce, Mark Weal, Paul Lewis, Wendy Hall�

















Introduction





One of the most active areas of multimedia database research is into content based retrieval (CBR) of multimedia information.  Using tools from the disparate disciplines of image processing, audio processing, video processing and others, new techniques for retrieving multimedia  documents using the media content as the key, are being produced and integrated into multimedia systems, quite frequently in an ad hoc way.  


Also, traditional hypertext systems allow links to be authored between textual information so that users can navigate between related parts of the information in the system.  Systems  like this are increasingly hypermedia in nature, holding multimedia information such as images, sounds and video clips that can also be linked to allow more flexible navigation.  In such hypermedia systems the links are usually created between specific locations in particular documents. The Web is a good example of a multimedia system offering specific links  for point to point navigation but also content based retrieval through the use of search engines which retrieve documents on the basis of their content. 


Some hypermedia systems, such as Microcosm[2], allow generic links to be authored between a text string, acting as a link source anchor, and some destination in the information space. The link information is held in linkbases separately from the documents in the system. Generic links are created once and can be followed from any location where the source anchor text occurs.  To achieve generic link following, the system matches the content of a user’s selection with the content of source anchors in the linkbase(s).  Where matches are found, the links are made available for the user to navigate over. This is a form of content based navigation(CBN) and for textual documents it is relatively easy to implement since comparing text strings is straightforward.  


The provision of content based navigation for multimedia documents, as opposed to just text, will additionally involve comparing and matching selections  made in non-text media such as images, video and sound.  Our initial MAVIS (Multimedia Architecture for Video, Image and Sound)  project[6] attempted to address the problem of integrated content based retrieval and navigation from text and non-text media using signatures extracted from users’ selections as the basis for matching. For example, signatures representing colour, shape and texture could be selected for links from images. But there are many limitations associated with such systems.  Links authored on a particular word will not be followed from a synonym of the word when basic text matching is used and  links authored on the shape extracted from one view of a particular object will not match a selection  made on a different view.





�
Related Work





Many teams are now working on content based ideas and several commercial systems are available[10]. The work we are doing draws inspiration from a variety of disciplines including traditional information retrieval, hypertext research and media processing research  activities such as image processing and vision, video understanding and sound processing[1,3,4,7,8,9].


The MAVIS 2 Project





A key to many of the problems encountered in information handling is that whenever we are dealing with objects in text, images, videos etc we are dealing with particular representations of  those objects or concepts not the concepts themselves. As humans we can quickly get to the concept from the representations, using our prior knowledge of the world, but media processing and indeed artificial intelligence, is not sufficiently well developed for this to be possible automatically in multimedia systems, except in simple restricted domains. 


In the MAVIS 2 project we are attempting to address these problems. A new architecture for multimedia content and concept based retrieval and navigation is being developed.  The architecture not only presents a consistent cross media approach to CBR and CBN but also includes the integration of a multimedia thesaurus[5] which can substantially improve the flexibility and versatility of the multimedia information system. The Multimedia Thesaurus or MMT can be regarded as a traditional digital thesaurus, semantic net or concept graph, showing the relationships between concepts relevant to the application area, and associated with the concepts are representations of the concepts extracted from different media.


The MAVIS 2 architecture also involves the integration of intelligent agents. These support navigation by utilising both the media content and semantic concepts in the multimedia thesaurus to develop rapid associations between media based features and the semantic concepts they represent. They are also designed to generate pseudo thesaurus groupings by feature clustering when no semantic relations are available.


The Data Architecture





The data architecture for objects manipulated in the MAVIS 2 system is best represented by a 4-layer model. It is illustrated in figure 1.  At the lowest level are the raw media objects that may be used in the system. The raw media objects are references to such things as image files, video files or web pages. 


The next layer up is the selection layer containing selection objects describing parts of raw media. A selection object may refer to part of an image or a fragment of text for example. In order to compare selections, some or all of the signatures or feature vectors, derived from the selections, are compared. A selection may have many associated signatures depending on the feature extraction algorithms  available for the media being considered.


The third layer is the selection expression layer. In MAVIS 2, selection expressions are used to describe combinations of selections and the particular properties of those selections which are relevant to the query.   For example in one particular case we may wish to use together, the texture of selection A and the shape of selection B. Selection expressions are an important facility in the MAVIS 2 architecture and may be used as the source anchors for links. The destination of these links 
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Figure 1


The Four Layer MAVIS 2 Data Model











may be concepts in the conceptual layer (the highest layer in the data architecture) or other selection expressions in the selection expression layer. Links to the conceptual layer provide the media/concept associations necessary to get from media based representations to the concepts they represent and also to find relevant documents or pieces of media once a concept has been reached. Links from different selection expressions to the same concept in the conceptual layer will occur when synonyms, or other media based equivalent representations, are present for a concept. Since text representations are also selection expressions, one of these will typically be identified as the preferred  representation of the concept. This term will be the one displayed when the system needs to display a concrete representation of the concept, for example in the concept browser. 





Links from a selection expression to other selection expressions allow conventional content based navigation but greater flexibility in content based navigation can now be achieved since the link content (selection expression) at each end of the link is recorded.





The highest layer of the data architecture is the conceptual layer. Abstract representations of concepts are linked together in a network and links can be traversed in either direction. The links in the conceptual layer will typically represent traditional thesaurus relationships (broader/narrower or related) but a richer set of semantic relations can also be expressed to allow more powerful concept based navigation.


  


Navigating with Content and Concept





Navigation and retrieval operations typically begin with the formulation of a  query. In MAVIS 2  a user will provide a selection expression  (either by using a pre-existing expression or creating a new one) together with an indication of the type of results required: concepts, further selection expressions, links or a combination of these. This is accomplished using a query tool and the user may specify selections and properties to which they wish results or  link source anchor matches to be similar. They may also provide selections and properties from which they wish results to be different. The user can effectively say “I am interested in objects like this but not like this”.





The scope of a query





The scope of a query can be used to control which selection expressions in the system are compared with the query selection expression.


Find objects similar to that specified by the query selection expression. This leads to basic content based retrieval.


Find links that have been made from objects similar to this one. This is traditional multimedia content based navigation. The query selection is matched against selection expressions that are source anchors of links.


Find out which concepts are associated with this object. The query selection will be matched against selection expressions which are lead ins to concepts in the MMT.


The MMT can also be used to expand queries either explicitly or implicitly. For example, if a  query selection expression is found to match a lead in to a particular concept, the query can be expanded to use other representations of that concept. This will help to overcome the synonym and multiple view problems described earlier. The scope of a query can also be constrained semantically by specifying relationships and distances in the MMT that describe the concepts to be considered.





After the query is processed and the results are returned (via a results viewer) the user may interact with the results to find out why each result is present. Users can either follow other links, view other selection expressions or view and browse the concepts in the MMT using a concept browser.


 


Implementation





At the heart of the implementation is a messaging architecture and storage system. Messages are encoded using XML and transmitted between processes using HTTP. This gives an automatic remote addressing scheme in terms of URLs.  Individual processes are implemented in Java and contain a servlet that allows them to act as a web client and server in order to send and receive MAVIS messages. Processes can be addressed according to their functionality which allows transparent addition or replacement as well as alternative methods for complex tasks such as multimedia matching.





Conclusions





The MAVIS 2 architecture provides an integrated framework for multimedia retrieval and navigation using both the media content and associated concepts. This is achieved primarily through the introduction of the multimedia thesaurus.
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