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Abstract. This paper is concerned with a new direct-sequence spread-spectrum multiple-access communication system based
on the so-called residue number system (RNS) or redundant residue number system (RRNS). The system operates in a multi-
path fading environment, and a RAKE receiver structure with maximum ratio combining is used for demodulation.
Approximations to the error probabilities are given by using Gaussian statistics for the multiple-access and the multipath inter-
ference. Concatenated codes employing residue number system product codes (RNS-PC) as the inner codes and nonbinary
Reed-Solomon (RS) codes as the outer codes are adopted to improve the system performance. The performance of the system
is determined for a range of different length RNS-PC schemes. The results show that, for a given outer RS code and a given
number of moduli of the inner RNS-PC, the performance of the system ean be optimized by varying the relative number of
information moduli and redundant moduli of the inner RNS-PC and the moduli’s values.

1. INTRODUCTION

A direct-sequence code division multiple-access (DS-
CDMA) communication system, in which a set of M-ary
orthogonal pseudo-random noise (PN) sequences is
assigned to each user has been proposed by Enge and
Sarwate in [1], and the performance has been analyzed,
when the channel impairments are considered as a combi-
nation of additive white Gaussian noise (AWGN) and
multiple-access interference. Under this communication
model, k& = log, M bits of information is transmitted in a
symbol period. In [2], the above system has been dis-
cussed by Enge and Sarwate, when impulsive noise chan-
nels are considered. Instead of nonfading channels, Chase
and Pahlavan have investigated the performance of the
M-ary DS-CDMA system with diversity in the presence
of multipath and multiple access interference in [3].

~-In the above system, M = 2% PN sequences are
employed by each user to transmit £ = log, M bits in a
single symbol period, and the number of PN sequences
of the system increases exponentially with increasing .
In other words, the number of the correlators or
matched filters in the receiver of an M-ary DS-CDMA
system increases exponentially with increasing &, when
a correlation receiver or a matched filter receiver is con-
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sidered, respectively. This essentially limits the length &
of every transmitted symbol, since the complexity of the
receiver is proportional to the number of correlators or
matched filters. For example, if we assume that there
are 100 mobile users, who are transmitting information
from a base station in a cell, and k£ = 8 bit symbols are
transmitted from a set of M = 28, then at least 51,200
(=2 x 100 x 28) PN sequences are utilized simultane-
ously in the cell for the forward channel (base-to-
mobile) and reverse channel (mobile-to-base). The base
station has at least 25,600 correlators or matched filters
and must synchronize with the 25,600 PN sequences of
the mobiles in the cell. Each mobile has to acquire and
track 256 PN sequences of the forward channel, and has
at least 256 correlators or matched filters, in order to
receive the 8 bit symbols sent by the base station. This
complexity might be unacceptable concerning both the
mobiles and the base stations.

To combat this problem, various spread-spectrum
schemes capable of sending multiple bits per symbol peri-
od have been proposed in [4, 5]. In [4], Vandendorpe has
proposed a communication system based on the combina-
tion of multitone modulation and DS spread-spectrum
techniques, in which multiple information bits are trans-
mitted in parallel and each bit modulates a carrier.
Another multiple bit per symbol transmission method has
been proposed in [5] using the combination of a set of
random orthogonal sequences (or codes) according to
combinational mathematics.

In recent years, the so-called residue number system

525



(RNS) arithmetic has attracted considerable attention for
designing high-speed special-purpose digital hardware
that is suitable for very large scale integration (VLSI).
Digital systems that are structured around RNS arithmetic
units may play an important role in ultra speed dedicated
real-time systems that support pure parallel processing of
integer-valucd data [6 - 14]. The RNS has two important
properties for digital processing applications [6]: the abil-
ity to usc carry-free arithmetic and the lack of ordered sig-
nificance among residue digits. The first property allows
each digit of the representation to be processed separately
from the others by a dedicated module. The second prop-
erty implies that any erroneous digit can be discarded
without affecting the result, provided that sufficient reso-
lution remains in the reduced system in order to unambig-
uously represent the result. With these inherent properties
of the RNS, residue arithmetic offers a variety of new
approaches to the realization of digital signal processing
algorithms [7 - 9], such as digital modulation and demod-
ulation [10], and the fault-tolerant design of arithmetic
units [11]. It also offers new approaches to the design of
error-detection and error-correction codes [12 - 14].

In this paper, a new communication system based on
the combination of the so-called residue number system
(RNS) or the so-called redundant residue number system
(RRNS) [6] and spread-spectrum techniques is proposed.
We will show that the complexity of the receiver can be
reduced by decreasing the number of corrclators or
matched filters. However, signal processing units for
binary-to -residue and residue-to-binary conversion have
to be designed for the transmitter and the receiver,
respectively, as we will highlight during our forthcoming
discussions with reference to Figs. 1 and 2. The perfor-
mance of the proposed system will be analyzed, when
random signature sequcnces are applied by using
Gaussian approximations. Specifically, we are concerned
with the bit error probabilities of the demodulated signals
or the decoded signals at the output of the receiver. The
channel itself is modeled as a multipath Rayleigh fading
channel, and diversity reception based on maximum ratio
combining (MRC) is adopted in the receiver, in order to
improve the performance. The well-known concatenated
code that employs an RNS product code [15] (RNS-PC)
as inner code and a nonbinary RS code as outer code is
adopted for error correction and error detection. The
inner code is used to detect and/or correct the residue
errors, and the nonbinary RS code with errors-only
decoding or errors-and-erasures decoding is used to cor-
rect the symbol errors or to fill the symbol erasures.

The remainder of the paper is outlined as follows. In
section 2, we present the description of the system and
the channel model. Section 3 describes the receiver struc-
ture. System analysis and derivation of the conditional
symbol error probability are given in section 4. In section
5, the performance of the uncoded system is analyzed,
while in section 6, the concatenated coded system is eval-
uated. Numerical results are presented in section 7.
Finally, in section 8 we present our conclusions.

2. SYSTEM DESCRIPTION AND CHANNEL MODEL

A residue number system is defined [12, 13] by the
choice of v possible integers m;, (i = 1, 2,..., v) referred to
as moduli. If all the moduli are pairwise relative primes,
any integer X, describing a message in this paper, can be
uniquely and unambiguously represented by the so-called
residue sequence (7, r5,..., r,) in the range 0 < X < M,
where r; = X (mod m,) represents the residue of X upon
division by m;, and M =[], m; is the dynamic range.
According to the so-called Chinese reminder theorem
(CRT) [13 - 15]. for any given v-tuple (ry, ra,..., F,),
where 0 < r; <m,, i = 1, 2,....v there exists one and only
one integer X such that 0 < X < M and r, = X (mod m,). It
can be shown that the numerical value of M can be com-
puted [13 - 15] by using

X=3rT,M; (modM)
i=1

where M, = M/m, and the integers T, are computed a pr-
iori by solving the congruences:

T, M;=1 (mod m,)

However, the real-time implementation of the CRT is
not practical, as it requires modular operations with
respect to a large integer M. In order to avoid proce-
ssing large valued integers, fast algorithms for the com-
putation of X have been proposed in [16, 17].

Following the definition of the RNS, it can be shown
that X, m; sequences are required, in order to transmit
k bits information in one symbol period, provided that
the condition M =[], m; = 2F is satisfied. Hence, the
number of correlators required in the receiver is propor-
tional to X | m,, as opposed to M = [, m; which is
the number of required correlators in the receiver of a
traditional orthogonal CDMA system [1], having the
same number of transmitted bits per symbol period as
the above RNS-based system.

For incorporating error control (both error correction
and error detection arc included), we are concerned with
the so-called RRNS [12 - 15], which is obtained by
appending additional (v — v) moduli m,, |, m ..., m,,
referred to as redundant moduli, to the previously intro-
duced RNS, in order to form an RRNS of « positive, pair-
wise relative prime moduli. The product m,,, |, m,....., i,
is denoted by M. Now an integer X in the range |0, M) is
represented as a u-tuple, (ry, r,,..., r,), corresponding to u
moduli. The RNS-based DS-CDMA communication
system, which will be discussed in this paper is based on
the above mathematical principles.

2.1. The transmitted signals

The block diagram of the proposed CDMA communi-
cation system based on the RNS is shown in Fig. 1. As
mentioned before, the information to be transmitted is first
transformed to a residue sequence, namely (r|, r...., r,),
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as seem in Fig. 1. The residue digits are then mapped to u
number of orthogonal sequences and multiplexed for
transmission.

In the system, each of the @ users is assigned a ran-
dom PN sequence set consisting of 3/, m; orthogonal
sequences of length N, which will be quantified during
our forthcoming discourse. The X2, m; orthogonal
spread-spectrum sequences of user g are expressed as
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where the number of m orthogonal sequences from the
subset [V‘O, e (m pyfori=1,2,. . uisused for
the transmlsmon of residue 7;, which takes one out of m;
possible values. The orthogonal sequence length of NV, =
T /T, represents the number of chips per symbol inter-
val and 7, is the duration of the waveform chip.

Let the g-th user’s data signal b (1) be a sequence of
rectangular pulses of bit duration 7, which takes values
of +1 or —1 with equal probability. We assume that there
are N code pulses in each data pulse, that is 7= NT,.
Then, the RNS-based DS-CDMA scheme transmits mul-
tiple bits per symbol and takes values from the set {0, 1,

., TTL, m;}. Inidally, we assume that the ¥ moduli are
all used for information transmission, that is (v = u). The
symbol duration T, is given by T [log, [T7., m;,], where [x]
represents the largest integer less than or equal to x. For a
fixed chip rate of 7 L=NT, a signature sequence of
length N, = N [log, TT:%; m,] is used within each symbol.

Assuming that the binary representation of the &-bit
data symbol of user ¢ transmitted in [dT,, (d + 1) T,] is
X, and that 0 < X, < [, m;, then in order to send the
data symbol, X, is first converted to residues with
respect to the moduli m,, m,,..., m,. Let the integer
message X, be represented by the residues as

(ryy ryseen 1) (3)
where r; = Xq (mod m,), (i = 1, 2,..., u). Then u specific
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I

Fig. 1 - The transmitter’s block diagram for user g.

the sequence set of (1) accordmg to eq. (3), and mod-

ulated onto the carrier to form the transmitted signal
representing X, The signal transmitted by user g in the
period [dT,, (d + 1) T,] can be written as

PN sequences (V‘l,I V(:q,)_ V‘q)) are selected from the

2P S PN (rycos(2m £+ 0,) @)
PN (1)= S VI P (1-nT) &)

where f. is the carrier frequency, and p =n—[n/N] - N,
such that V( 15 the p-th chip of the PN sequence V(sq
for a given ch1p index n in eq. (5). Furthermore, it was
shown in the Appendix that the average power of 2.,
PNE‘,’I_) (t) is u, when random signature sequences are c-
oncerned, hence, the average transmitted power of the
signal represented by eq. (4) is P. The rectangular chip
waveform PTC (#) of eq. (5) has a duration of T, and P,
(n=1for0<s<rand P, (1) =0, otherwise, while ¢,
represents the phase angle introduced by the g-th user’s
carrier modulation.

2.2. The channel model

We assume that the channel between the g-th trans-
mitter and the corresponding receiver is a multipath
Rayleigh fading channel. The complex lowpass equiva-
lent representation of the impulse response experienced
by user ¢ is given by

:iaq,S(t—qu)exp(jtpq,) (6)
1=l

where a,,. ¢, and fql represent the attenuation factor,
delay and phase shift [or the /-th multipath component of
the channel, respectively, while L is the total number of
diversity paths and 5(7) is the Delta-function. We assume
that the channel fading is sufficiently slow, so that the
multipath parameters can be estimated from the received
signal without error. Furthermore, we assume that the ¢-
th user’s multipath attenuations {aq,, I=1,2,...,L}ineq.
(6) are independent and identically distributed (i.i.d) ran-
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dom variables with zero means and variance of E {a?} =

o?. The path phases {¢,, /=1,2,..., L} are assumed to be
uniformly distributed random variables in [0,27], while
the g-th user’s path delays of {r,, ¢ =1,2,..., Q; 1=1,
2,..., L} are modeled as random variables that are mutu-
ally independent of each other and uniformly distributed
in [0, T,]. We also assume that the received signal powers
are the same for all the Q users. Then the received signal

generated by the Q users is expressed as

Q
r{r)= qu (1) +n(z)

(N
g=1
where
L
=24y \fu ZPN (_ q[)‘
I=1 i=1 @)

cos(27r fot+ Qq]]

and 0= @y + 94— 27 [, T, while n(z) is modeled as
AWGN with zero mean and double-sided power spec-
tral density of Ny/2.

3. RECEIVER MODEL

In order to combat the multipath distortion and
achieve an improved performance, diversity combining
is employed. For the multipath Rayleigh fading channels,
the combiner that achieves the best performance is the
one, in which each receiver branch output is multiplied
by the corresponding complex-valued path gain «,. Let
the first user be the reference user, i.e. ¢ = 1, and consid-
er the coherent correlator RAKE receiver with maximal

ratio combining (MRC), as shown in Fig. 2, where the
superscript of the reference user’s signal has been omit-
ted for convenience. We assume that the d-th data sym-
bol, which takes the value X, is received. Then, provided
{tp1=1,2,....,L} and {0, =1, 2,..., L} are perfectly
estimated, according to Fig. 2, the output decision vari-

able Z, fori=1,2.....u, andj=0, L,..., (m;— 1), can be
expressed as
I3 (d+1)T, +1y;
thZZZiﬂ:Z J ()aIIPNij(l_T]I)
i=1 =l 4T 41,
& | P
cos(27£fc r+ 611) =Y |—T,-
=1\ 2u
9)
L u K L u (q 1)
D(i-/)+ X X L+ X X Xl +N
n=L A=l g=2n=1 A=l
—
Azi for n=I
(i=1,2,...,u; j=0,1,....m; 1)

for receiving residue r;, where r; = X, (mod m;), and Z;; as
well as Z;; physically represent the outputs due to mult-
path propagation and that of the MRC stage, respectively.
The relevant variables in eq. (9) are defined as

Dy =a} (10)

oy Oy cos(em - 01,)

s, A=
L (1)

[Vlrl (d-1) R(Tln - r11)"‘Vhl (d)f"(fln - 711]]
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Fig. 2 - The RAKE receiver for the reference signals (@, =21 f.).
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I(q‘l) ~ Qy; O,y COS (an —0”)
mM —
L (12)

[V/{f) (d-1) R(rqn —r”) + V/{,"A) (d)f?(rq,, —TH)]

P -1 (d+1)T,
Nl:[17n] jn(t)allPNrj(t_Tll)'
u dr,

(13)
cos(27 f. t+6y,)ds

In egs. (9) to (13), &, is the term due to the presence of
AWGN, [ ;, is the self-interference inflicted to the /-th
branch of the RAKE receiver due to multipath of the r-
eference user, while I(,Z‘i), is the multiple-access inte-
rference (MAI) due to the signal transmitted by the g-th
(g > 1) user. Furthermore, Vﬁ: (d- 1R (z,,- 7)) and
Vfg (@R (745 — 71 are the continuous-time partial cross-
correlation functions [19] of the sequences V;; and Viﬁ:
Note that vﬁ; (d-1)and Vﬁ; (d) are transmitted by the g-
th user during [(d — 1) T, dT,] and [dT,, (d - 1) T,],
respectively.

The receiver uses the maximum likelihood decision
rule for the detection of residue r;. For an orthogonal
signaling scheme, this decision rule is reduced to select-
ing the maximum from the set {Zij,j =0,1,...,m—1},
and the index of the largest decision variable in Fig. 2
denotes the estimation of the transmitted residue r,. This
decision rule is optimum for transmission over an
AWGN channel using an orthogonal signaling scheme.
However, the MAI is not necessarily Gaussian, hence,
this receiver is actually not optimal. It is commonly
used, however, for its simplicity.

Using the same method, the estimates of all other
transmitted residues of the residue sequence (r), r,,..., 1)
can be obtained by selecting the maximum from the set
{Zij,j =0, 1,....m;— 1} fori = I,..., u. Let the received
sequence be expressed by (7, 75,..., 7,,), then, the trans-
mitted data symbol can be recovered by transforming this
residue sequence into its corresponding binary represen-
tation. Now let us derive the expressions of the condi-
tional and the unconditional error probabilities in the
forthcoming two sections.

4. PERFORMANCE ANALYSIS: CONDITIONAL
SYMBOL ERROR PROBABILITY

Due to the assumptions that {e,,}, {¢,,} and {7} are
modeled as independent random variables for different
users ¢ and/or for different diversity paths 1, and since
random signature sequences are used, the self-interfer-
ence term /_ ;; given by eq. (11) and the multiple-access
interference term 1(,,‘,’,{,) given by eq. (12) are also inde-
pendent random variables. From eqs. (11) and (12), we
know that the moments of all random variables [ ;; and
1(,,‘,1,{,) are finite. Consequently, the Liapounoff version of
the central-limit theorem [21] holds. Moreover, N, is
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Gaussian, since n(t) is Gaussian, Thus Z,:,- is asymptoti-
cally Gaussian. Hence, in this section and the following
two sections, we evaluate the performance of the RNS-
based CDMA system by using Gaussian approxima-
tions. According to egs. (9) to (13), we can arque that
the approximation becomes tight, as the number of
simultaneous users (, the number of moduli u and the
number of possible diversity path L increase.

4.1. Noise analysis

The noise term N,, which is given by eq. (13) is a
Gaussian random variable with zero-mean and variance
uay, Ny/2E, conditioned on a given fading attenuation
a,, where E, = E, [log, [I{; m/] is the transmitted ener-
gy per symbol period and E, is the energy per bit.

4.2. Multipath interference analysis

The multipath induced self-interference term given by
eq. (11) is from the reference user, which includes two
contributions: the self-interference from the L — 1 path sig-
nals of residue r, and the self-interference from the (u - 1)
L path signals of the other (4 — 1) residues. The term 7,
can be approximated as a Gaussian random variable with
zero-mean and its variance conditioned on a given fading
attenuation a; can be expressed as [22]

2
xy

tog, [Tm,

i=1

o’ (Is-,,11|0‘11): (14)
3N{

Eferty ]
|

when a rectangular chip waveform is used.
4.3. Multiple-Access Interference (MAI) analysis

The multiple-access interference term, due to the g-th
interfering user is given by eq. (12). It can also be appro-
ximated as a Gaussian random variable with zero-mean
and conditional variance of [22]

o’
o (147t ) = —— as)

—3410&1"14““3"}

i=1

when a rectangular chip waveform is used.

4.4. Decision statistic and conditional symbol error
probability

In this subsection, the symbol error probability condi-
tioned on the magnitude of the L diversity paths {a;;, I =
1,2,..., L} is derived by treating all interferences as addi-
tional noise. First, we obtain the error probabilities for
receiving the residues (ry, r,..., r,), respectively, and
then the symbol error probability is computed according
to the properties of the RNS. Assuming that the variance
of the different diversity branch attenuations is E { afm} =
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o2, after normalization by /P/2u T,, the decision statis-
tics of eq. (9) can be approximated as that of a Gaussian
random variable, having a mean given by:

E[Zii|{a1,}] = éaf,

and its variance can be computed according to egs. (9) -
(15), which is given by:

{0‘11})=
(xL-1No® (K-luLo’ +[2ES ]_l]-iaﬁ

(16)

o’ (ZU.

A7)

3N 3N uN,

N N

where N, = N [log, [T, m,].

Consequently, the error probability conditioned on the
diversity path attenuation {a,, [ =1, 2,..., L} for receiv-
ing residue r;, i =1, 2,..., u can be expressed as [18]

- (el {a” }) - (miz‘ l) erfc[ %J

where erfc (x) = 2112 ff exp (—12) dt is the complemen-
tary error function [18], and

L
y=7. 3 o

=1

2 2 -7
ycz{(uL%—A;)O' , (K-DuLo +[2EAJ ] 20)

(18)

19

p 3N, uN,

If we assume that all the moduli are used just for
transmitting information and there are no redundant
moduli in residue number system for error-detection and
error-correction, or in other words, if the dynamic range
of the binary information data is in the interval [0, ],
m;), then the symbol is received correctly, if and only if,
all the received residues are correct. Hence, after obtain-
ing the conditional error probabilities for receiving resi-
dues (ry, ry,..., r,) in eq. (18), the total symbol error
probability conditioned on the diversity path attenua-
tions {a,, /=1, 2,..., L} can be computed by:

p(EHa”}) =1- lli[l —= P, (EHC‘U})]

The unconditional error probability will be computed
by treating the ¢, terms as Rayleigh distributed random
variables in the following section.

2D

5. UNCODED PERFORMANCE: AVERAGE ERROR
PROBABILITY

The symbol error probability given in eq. (21) is con-
ditioned on the random variables {a;, [ =1, 2,..., L},
representing the fading diversity path amplitudes. Hence,
the (unconditional) average error probability depends on
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the probability distribution of ZIL:I a?,. Since aij is
Rayleigh-distributed, ¥}, a3, is a Chi-square-distributed
random variable with 2L degree of freedom, and the
probability density function of y = ¥, Z,Lzl a3, in eq. (19)
is given by [18]:

1 _ _
p(y)= WYL Lexp(~y/7.) @

(L-1

where }7(‘ =7 E {a2“} =7 o
Due to the individual residue error probabilities p,,

(s| {ay,}) being independent random variables, the

average symbol error probability can be computed as

the expected value of the symbol probabilities of eq.
(21), which is given by:

P (e)=E| P(e{e, })|=1 —ﬁ{l ~E|p,, (e\{al,})]} (23)

i=1
where

E|p, (el{ou})]= Il’m, (el{en}) p(r)dy =

(24)
(m —1)[ﬂj§,l L-T+k {“_“]k
" 2 )50 k& )\ 2
and
_ 7
- 2+7%, 25)

Finally, the bit error probability of the uncoded RNS
based DS-CDMA system is computed from the symbol
error probability of eq. (23), as follows [18]:

— okl _
P, = P (e
b 2k_] x()

where k = [log, [z, m/] is the number of bits per symbol.

(26)

6. CODED PERFORMANCE

It is well known that the performance of a digital
communication system can be improved by using error
correction coding. However, fading-induced channel
memory can degrade the coded performance. Usually,
in order to disperse the burst errors, interleaving is used
before coding. Unfortunately, long interleaving is unac-
ceptable for voice communication, since a large inter-
leaving may lead to long delays.

Reed-Solomon (RS) codes [18] are an efficient class
of linear codes using multi-bit symbols that are maxi-
mum distance separable. They exhibit powerful burst
error and erasure correction capability. An extended
code RS (V,, K,), where N, is the number of coded sym-
bols and K, is the number of information symbols,
respectively, can correct up to [(N' - K,)/2] random
symbol errors, or detect up to (N, — K,) symbol errors.
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Alternatively, it is capable of correcting up to (¥, - K)
symbol erasures. Moreover, it i capable of correcting n,
or less random symbol errors and n, symbol erasures,
simultaneously, if and only if 2n, + n, <N, - K.

Residue number system product codes (RNS-PC) con-
stitute a class of codes constructed according to the char-
acteristics of the RNS arithmetic [15]. They are also max-
imum distance separable codes. A RNS (i, v) code has a
minimum distance of (u — v + 1). It is able to detect (1 —
v) or less residue errors and correct up to [(4 — v)/2] resi-
due errors. Furthermore, a RNS (u, v) code is capable of
correcting a maximum of t residue errors and simultane-
ously detect a maximum of f > 7 residue crrors, if and
onlyift+f<u-v.

In this section, we estimate the performance of a
system, in which a code is constructed using the well
known concatenated coding principle employing a
RNS-PC code as the inner code, and a non-binary RS
code as the outer code. The inner code is used not only
to correct or detect residue errors, but also to decide,
which non-binary RS code symbol is erasured. When
the inner RNS (u, v) code is detected in error and the
erroneous residues cannot be corrected, the RNS-PC
decoding marks the decoded symbol as an erasure.
Otherwise, a RS code symbol is obtained by RNS (u, v)
decoding. However, the decoded symbol may be still in
error due to the limited correction capability of the RNS
(u, v) code. Hence, a RS codeword may contain three
types of symbols: correct symbols, erasured symbols
and erroneous symbols before RS decoding. The outer
RS decoding may correct these symbol errors and fill
the symbol erasures.

We assume that a redundant residue number system
(RRNS) is constructed using the moduli (m, ms,..., m,),
where (1, m,,..., m,), (v < u) are defined as the informa-
tion moduli, (m,,,, m,,,,..., m,) as the redundant moduli,
and m,,; 2 max {m,, my,...,m,} forj=1,2,...,u—v. The
interval |0, M = [I_, m,) is the information symbols’
dynamic range, and [0, MMy) is the RNS (i, v) code’s
dynamic range, where My = [I. ., m,. Notice that since
the information symbols’ dynamic range is [0, M), not [0,
MMy) as in the RRNS, the energy for transmitting a sig-
nal, now must be reduced according to E, = E,, [log, T[T,
m;], and the previous number of chips per symbol, N,
must be replaced by N [log, II;_, m;], when the error
probabilities are computed. The encoding procedure of
the concatenated code is performed as follows:

1) Encode X, information symbols using a RS (¥,
K,) code, assuming that a symbol is constituted
by k bits, and 2% < M but 2%+ > M,

2) Each symbol of the RS (N, K,) code is encoded
into a RNS (i, v) code by computing the residues
with respect to the moduli {m;, m,,..., m,}, and
expressing the encoded result as {7, r5,...,7,};

3) The u residues are transmitted by selecting u
orthogonal spreading PN sequences, as discussed
in previous sections.

After the receiver provides the estimates of the u resi-
dues, the code can be decoded as follows:

1) The residue errors are detected and/or corrected
using RNS (u«, v) decoding. If no residue errors are
detected, because there are no residue errors or
there are undetectable residue errors in the RNS
(u, v) code, or since the residue errors are correct-
ed by the RNS (&, v) decoder, an estimate of a RS
code symbol is obtained. Otherwise, if uncorrect-
able residue errors are detected in the RNS (u, v)
code, the RS code symbol is marked as an erasure.

2) Following the above estimation of all symbols of
a full RS (¥,, K,) codeword, the symbol errors of
the RS codeword are corrected and the erasures
are filled by the RS (¥, K,) decoder. Otherwise,
a “decoding failure” is declared.

Upon using the above decoding procedure, the aver-
age symbol error probability, after error-correction only
decoding, can be expressed as [18]:

S 1 ol Nr it —i
P(S):— [[ . ]pr U_pt)Nl (27)
)r2+1]

N, i=|(~, K,

where p, is the symbol error probability after RNS-
PCerror-correction only decoding but before the RS
error-correction only decoding.

The average symbol error probability, after errors-
and-erasures decoding, can be expressed as [20]:

p(e‘{a”}) =1- Ilﬁ[l = P, (e‘{al,})]

where j, (i) = max (N, - K, + 1 — 2i, 0). Note that P (¢) is
the joint average probability of the uncorrectable RS
symbol errors plus that of the erasures that cannot be
filled, while p, is the probability of symbol error and p, is
the probability that a symbol is erasured, respectively.
Assuming that the average error probabilities. p,, (€), p,,
&),..., ﬁmu (&) for receiving the residues {r, r,,..., r,} are
given by eq. (24), then p, and p, in eqgs. (27), (28) are
computed as the probabilities of erroneous RNS-PC
decoding, as follows:

[(u—v)/l] u
p,=1- z P{[_],S}
i=0 !

assuming an error-correction only RNS (u, v) code,
where P [(¥), €] is the probability that i out of the u resi-
dues are received erroneously, but the others error-free-
ly. For example,
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where P, (¢), P,,, (€), P, () are given by eq. (24), and
the above equation represents the probability of receiv-
ing residues of r;, r,, and r; in error.

For a t-residue error-correction and f > t residue
error-detection RNS (u, v) code, where t + B < u — v, p,
and p, can be expressed as

” lip[[”

(29)
B u
P = ZPH JEJ
i=r+l [\ 1
Watson and Hastings have shown [12] that:
1 —
P = M—RP % (€)
30
p=M2=1p (¢) -
€ MR R

for the residue error-detection only RNS (u, v) code,
where again M, = [T, ,, m, and

Pee)=1-T1[1- 70, ()]

is the average error probability of the RNS (u, v) code
or the average symbol error probability of the RS code.

3D

7. NUMERICAL RESULTS AND DISCUSSIONS

The performance of the proposed RNS-based DS-
CDMA system was numerically evaluated and we pro-
vide the corresponding performance results for a range
of system parameters in this section. Notice that the
system is reduced to the traditional M-ary orthogonal
DS-CDMA system discussed in [1], when u = 1.

In Fig. 3 and Fig. 4, the BER versus 62 E,/N, perfor-
mance of the RNS-based DS-CDMA scheme with u =3

o 128-ary
o RNS4,5,7)
¢ RRNS(11,12:13)

TN S Y I Y I T

L !

o2 E/N, (dB)

Fig. 3 - Performance comparison of RNS-based (1 = 3) and M-ary
orthogonal (¥ = 1) DS-CDMA system with Q = 1 user. N = 256 chips
per bit, L = 2 and 3 diversity paths and RS (128, 99) coding.
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o RNS(4, 5, 7)
¢ RRNS(11,12: 13)
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N I I

a2 E,/N, (dB)

Fig. 4 - Performance comparison of RNS-based («# = 3) and M-ary
orthogonal (4 = 1) DS-CDMA system with Q = 50 user, N = 256
chips per bit, L = 2 and 3 diversity paths and RS (128, 99) coding.

and that of M-ary orthogonal DS-CDMA (that is u = 1.)
are evaluated and compared. In Fig. 3, we let the number
of users Q = 1, hence, there is no multiple-access interfer-
ence to the reference signal. However, in Fig. 4, we let
Q = 50. We assume that an extended RS (128, 99) outer
code is adopted for error correction and erasure-filling
and a 7 bit Reed-Solomon code symbol is transmitted per
symbol period, which corresponds to operating over the
Gulois Field GF (128). Hence, the average symbol ener-
gy is 7 E, and there are 7N chips per symbol.
Furthermore, when u = 1, M is equal to 27 = 128 for M-
ary orthogonal DS-CDMA. When « = 3, we let the three
relative prime moduli, m,, m,, m,, be 4, 5, 7 correspond-
ing to a non-redundant or to a “no residue error detec-
tion” RNS-based DS-CDMA system. Since the product
of the moduli obeys m m, m; = 140 > 128, any 7 bit
symbol can be uniquely represented by a residue
sequence (ry, r,, r;) with respect to m,, m,, m;. However,
for the RRNS with (z — v) = | redundant modulus or resi-
due error detection system, we opted for m;, m,, ms given
by 11, 12, 13, respectively, where m, m, are the informa-
tion moduli and m, m, = 132 > 128, while m; = 13 is the
redundant modulus. Usually, for a given dynamic range,
i.e., a given number of bits per symbol, the moduli are
selected according to the following criteria:

a) the symbol can be uniquely and unambiguously
represented by a so-called residue sequence with
respect to the moduli;

b) since the sum of the modulus values determines
the number of required correlators, the modulus
values are selected as close to each other as pos-
sible, in order that their product is maximized
and their sum is minimized.

Let us consider the single-user performance first, as
portrayed in Fig. 3. Firstly, observe that all the three
systems have substantially improved performances,
when L = 2 is increased to L = 3, although the largest



improvement was observed in the context of the con-
ventional M-ary DS-CDMA system, characterized by
curve “square”. When comparing the non-redundant
RNS (4, 5, 7) scheme of curve “circle” to the redundant
RRNS (11, 12, 13) system, there is a cross-over point
for L = 2 around o? E,/N, = 5 dB and for L = 3 in the
vicinity of 1 dB, above which the RRNS (!1, 12, 13)
system performs better. Since these o? E,/N, values are
in the useful practical operating range of DS-CDMA
systems, the improvements are beneficial in practical
terms. Should, however, the o? E, /N, value experienced
fall below these thresholds, the RNS (4, 5, 7) systems
will slightly outperform the RRNS (11, 12, 13) arrange-
ment. Furthermore, at L = 2 the conventional M-ary DS-
CDMA system is outperformed by both RNS-based
schemes, despite the reduced complexity of the pro-
posed schemes due to their lower number of correlators.
However, for L = 3 the best performance was guaran-
teed by the M-ary DS-CDMA scheme, when o? E,/N,
does not exceed 3 dB, otherwise, the RRNS (11, 12, 13)
achieves the best BER performance. Lastly, in the com-
plexity comparison also the RNS coding complexity
must be taken into account. Similar general conclusions
can be drawn also from Fig. 4, where Q = 50 users were
considered. However, due to the multiple access and
matipath interference, the cross-over points of curves
“circle” and “diamond” for the RNS (4, 5, 7) and RRNS
(11, 12, 13) schemes are shifted to the right-hand side.
Fig. 5 portrays the BER versus o2 E,/N, performance
with parameters L = 3, N = 256 and @ = 10,50,100
users. The inner code is RRNS (3, 2), where m; = 11,
m, = 12, my = 13 and m;, is the redundant moduli for
error detection. Notice the graceful degradation of the
performance as the number of active users, (J, increases.
In Fig. 6, we evaluated the influence of RNS-PC cod-
ing on the approximations to the average bit error prob-
ability after RS (128, 99) decoding. When r=0and 8 =
0, the three moduli m; = 4, m, = 5, m; = 7 are all infor-
mation moduli corresponding to a non-redundant or to a

10° ]
A .
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0 3 6 9 12 15
o2 E /N, (dB)

Fig. 5 - Bit error probability of RNS-based DS-CDMA system with
RNS (3. 2). RS (128. 89), L = 3 diversity paths and N = 256 chips per
bit for ¢ = 10,50 and 100.
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Fig. 6 - Bit error probability of RNS-based DS-CDMA system with
RS (128, 99), 4 = 3 moduli, L = 3 diversity paths, N = 256 chips per
bit and Q = 50.

“no residue error detection” RNS-based DS-CDMA
system. The symbol errors are corrected by RS (128, 99)
errors-correction only decoding. When t =0 and § = 1,
moduli m, = 11, m, = 12 are the information moduli, and
ms = 13 is the redundant modulus for residue error detec-
tion. When using RNS-PC decoding. symbol erasure
information is generated, which can be filled in by the
RS decoding. Specifically, the symbol errors and era-
sures are corrected and filled by RS (128, 99) errors-and-
erasures decoding. The BER of the RNS-based DS-
CDMA system with the redundant modulus improved by
more than three orders of magnitude in comparison to
that of the RNS-based DS-CDMA system without redun-
dant moduli around o? E, /N, = 10 dB.

In Fig. 7 and Fig. 8, we plotted the bit error probabil-
ities versus o? E,/N, after RS (128, 99) decoding for a
range of other schemes. The inner RNS-PC codes with
u = 5 moduli (Fig. 7) and u = 6 moduli (Fig. 8) are used
to correct and/or to detect the residue errors. In Fig. 7 a
u = 5 moduli inner code, O = 50 users, N = 256 chips

10-10
10711
1012
1013
10714
10715
10-16
10717
10-18
10-18
10720
0

BER

o b e L NE

3 6 g 12
% E,/N, (dB)

—
[93]

Fig. 7 - Bit error probability of RNS-based DS-CDMA system with
RS (128, 99), u = 5 moduli, L = 3 diversity paths, ¥ = 256 chips per
bit and Q = 50.
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Fig. 8 - Bit error probability of RNS-based DS-CDMA system with
RS (128, 99), u = 3 moduli, L = 3 diversity paths, N = 256 chips per
bit and Q = 50.

per bit, L = 3 diversity paths are assumed and the other
parameters are given by Table 1. In Fig. 8 2 u = 6 mod-
uli inner code, Q = 50, N = 256, L = 3 diversity paths
are assumed and the other parameters are given by
Table 2. Note that the moduli used in Fig. 7 and Fig. 8
were chosen according to the same selection criteria,
which were used in of Fig. 3 and Fig. 4. For a given
number of moduli, one set of moduli sometimes can be
used for the different inner codes as shown in Table 2.
The results show that, for a given total number of total

Table 1 - Parameters for 5 moduli inner code

No. RNS-PC
Code

Values
of Moduli
my, My, My, My, My

Capability
of Correction
and Detection

(1) | RNS(5,5) | ¢t=0,6=0 2,3,5,7,11

(2) | RRNS (5,4) | t=0,=1 3,5,7,8,11

(3) | RRNS(5,3) | r=1.8=0 5.6,7,11,13

(4) | RRNS (5,2)| r=1,8=2 | 11,12,13,17.19
L \

Table 2 - Parameters for 6 moduli inner code
1 — —
“ No. | RNS-PC Capability Values

Code of Correction of Moduli

and Detection | m), m,, ma, my Ms, Mg

(1) RRNS(6,4)l t=0,p =2 2,3,5,7,11, 13

(2) RRNS(6,2) | t=1,8=3 | 11,12,13,17,19,23
(3) |[RRNS (6,4) | t=1,8=0 | 2,3,5711,13
(4) |[RRNS (6,2) | t=2,8 =0 | 11,12,13,17,19,23
5) |RRNS(6,3) | t=1.8=2 | 56,7, 11,13,17
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moduli, the system performance can be optimized by
varying the relative number of information moduli v and
redundant moduli (u — v), as well as by appropriately
choosing the values of each modulus. For example,
given u = 6 in Fig. 8, the results show that the system
with the inner RNS (6, 3) code, for which the informa-
tion moduli are m; = 5, m, =6, m; =7, and the redundant
moduli are my =11, ms =13, mg=17, andt =1, =2,
i.e. scenario “diamond” achieves the best performance.

8. CONCLUSIONS

A communication system based on the combination
of RNS or RRNS and spread-spectrum modulation has
been presented. The performances of the uncoded and
coded systems with coherent RAKE receiver have been
studied, when considering a combination of AWGN and
multiple-access interference besides multipath fading.
From the results, we draw the following conclusions:

1) The performance of the proposed RNS-based
DS-CDMA system was significantly improved
with an increasing number of diversity paths,
when the channel was the multipath fading chan-
nel. However, in the RNS-based DS-CDMA
communication system, since each user activates
multiple spreading PN sequences, the system
performance is seriously affected by both multi-
ple-access interference and multipath interfer-
ence. The interference inflicted to a reference
signal comes from each PN sequence of the
interfering users, consequently, the performance
is more sensitive to these interference sources
than that of the M-ary orthogonal DS-CDMA
system, which was proposed and studied in [1].

2) Systems with the same length inner RNS-PC
codes, equal number of active users and equal-
length spreading PN sequences have been com-
pared. The results show that the RNS-PC codes
are a class of powerful residue error-detection
codes. By using RNS error-detection codes to find
residue errors and to provide erasure information
for RS decoding, the error control performance of
the non-binary RS code with errors-and-erasures
decoding is effectively improved and hence the
system performance is also enhanced.

3) Given a constant-length inner RNS-PC code, the
performance of RNS-based DS-CDMA systems
can be optimized by varying the relative number
of information moduli and redundant moduli as
well as by optimizing the moduli values.

APPENDIX A
Average power of a random sequence
In this Appendix, we will derive the average power
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of the random sequence which is represented by

u o0

V=3 YV, P (t-nT) (A1)
i=ln=—co

where V;, are independent random variables assuming

values of {+1, -1} with equal probability and Py (1) is

the rectangular chip waveform over the interval defined

as [0, T7,.). We write eq. (A.1) in the following form,

V= Y AP (1-nT.) (A.2)
where
1=, (A3)

for —eo < n < oo, As the quantities of V;, are independent
random variables and take values of +1 or —1, respec-
tively, with equal probability, hence, the distribution
function of A can be directly derived and represented as

am)=2 31 ola- i

(A.4)

where (¥) = u!/i! (u —1)! and 6 () is the dirac-Delta func-
tion, while A is a discrete random variable, assuming val-
ues in {—u, —u+2,..., u—2, u} with probability f, (1).

For a rectangular pulse having amplitude A, which is
defined in [7;, 7,), the average power over [7, 7,) can
be computed by

Poe =A%, for 1 <t<7, (A.5)
Hence the average power of the sequence of eq. (A.1)
having amplitude distribution given by eq. (A.4), can be

computed as
_ U
P(V)=2 4 f(4)
i=0
Finally, upon simplifying eq. (A.6) using X7, (¥) =

20, 3 i =u2+tand T, 2 #)y=u (u+ 1) 2+2 The
average power of eq. (A.1) is derived as

(A.6)

P(V)=u (A7)
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