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Abstract

This paper presents a novel algorithm for
statistical behavioral modeling, based on two
statistical techniques: mutual information and
Bootstrap. In contrast to Euclidean distance
calculations, clustering faults by measuring
the mutual information (entropy) between
two fault populations is more efficient and
robust. Employing the bootstrap technique
results in a significant reduction of expensive
Monte Carlo simulation time.
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1. Introduction

Simulating a complicated circuit with
macromodels or behavioral models is a
widely employed methodology for electronic
circuit design because it saves time and
simplifies the design process [1-5].

A macromodel usually denotes a
simplified form of a sub-circuit, which may
be repeated many times in a design. There are
two ways to realize a macromodel: as a
simplified circuit or as a statistical macro.

A behavioral model describes a sub-
circuit with explicit equations. Even when
circuit behavior, in particular, that of a faulty
circuit, is not easy to derive, behavioral
modeling still plays an important part in
device level or block design, such as FETs or
opamps. There are also two ways to realize
behavioral models, analytical and statistical.
An analytical description of a sub-circuit is
usually generated by a designer. It should be
noted that even using an analytical approach,

behavioral modeling still needs verification
which can be expensive.

A statistical behavioral model can be built
in the same way as a statistical macromodel.
The difference is that a statistical macromodel
does not include an explicit transfer function.
Furthermore, simulation using statistical
macromodels employs table look-up
techniques, while simulation using statistical
behavioral models is based on a few
mathematical calculations, and may therefore
have a cheaper computational cost.

One application of behavioral modeling is
in analogue fault simulation. Exhaustive fault
modeling is very expensive. The common
method is to cluster faults into several groups
by hand. Fault simulation only needs to be
done for each group rather than for each fault.
The criterion for fault clustering is to measure
the Euclidean distance between fault
responses [4]. This simple measurement is
not robust when the fault populations are not
distributed in a homoscedastic (normal
distributions with the same variances)
manner. In this paper, fault clustering is
performed by applying Shannon’s theorem, or
mutual information theory [10-12]. Because
the populations formed by the faulty behavior
of circuits are distributed in a heteroscedastic
(normal distributions having different
variances) manner [15], mutual information
exploits this characteristic during fault
clustering. However, mutual information is
based on a population probability density
calculation. To calculate this explicitly would
require a large computational cost in the form
of Monte Carlo simulations.

Hence, the Bootstrap method [7] is
applied to reduce the number of Monte Carlo



simulations. The Bootstrap method is a well-
established robust statistical methodology.
Although Bootstrap has been widely
employed in the social sciences [8] and signal
processing [9], there are few reports of
applying Bootstrap to electronics design [13].

2. Mutual information theory

A simple explanation of mutual
information theory is given here. Suppose
there are two persons, A and B. According to
mutual information theory, they will not be
best friends unless A is the best friend of B
and B is the best friend of A.

Mutual information theory aims to
minimize the entropy within a system. As
described in [14], mutual information is
measured by the difference between the initial
uncertainty
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This leads to the system uncertainty
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In the above equations, 1ℜ∈Ψ  is a space
containing classes, dℜ∈Ω  is a space
containing features (d is the number of
dimensions), p(g, x) is the joint probability
for the gth class and the feature x, ( )gp  is the
apriori probability for the gth class and p(x) is
the (known) probability of the feature x.

The work in [14] aimed to extract the
features { }x=Ω  for a given number of

classes { }g=Ψ . An optimal set of features is
selected based on minimizing the system
uncertainty.

Here, however, the number of classes is
unknown. We therefore define the initial
uncertainty, average uncertainty and system
uncertainty as above, but now ( )xp  is the

unknown average pattern probability for the
pattern x.

It is not necessary that all the populations
in a data space (here, one population refers to
one group of faults) are distributed
homoscedastically. If the Euclidean distance
is used for fault clustering, it is difficult to
define a suitable threshold for all the fault
populations because some fault populations
have a large deviation and some fault
populations have a small deviation [15]. A
low threshold leads to some faults, which
should be grouped together, not being
grouped while a large threshold will result in
some faults being grouped, that should not be.

Hence, fault clustering using mutual
information between different fault
populations should perform better than using
a Euclidean distance calculation.

3. Probability density estimate

The average class probability is calculated
from

( ) NNgp g=
where, N is the number of total patterns and
Ng is the number of patterns, that belong to
the gth class. The average pattern probability
is

( ) ( )dNp πσ= xx
where σ  is defined to be

{ }  & |  max ii Ω∈Ω∈−=σ jj xxxx

and Nx is the number of patterns that fall in
the area centered at x with the radius σ . The
strategy for selecting σ  is to ensure that all
the probabilities are not be zero and hence we
will not meet numerical problems when
calculating the entropy. The joint probability
is calculated from

( ) ( )dgNgp πσ= xx,

where gN x  is the number of patterns that fall
in the area centered on x with the radius σ
belonging to the gth class.



By the definition of the average
probability density p(x) and the joint
probability density p(g,x), above, it is not
difficult to derive the conditional probability
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4. Bootstrap method

In section 2, it was argued that using
mutual information to cluster the fault
populations will make the behavioral
modeling procedure more efficient and
robust. The most important thing is that
applying mutual information theory can make
behavioral modeling automatic. Mutual
information is calculated based on the
average probability and joint probability of
populations. For probability calculation, we
prefer to have an information-rich data space.
However, the generation of such information
in this case is impractical because the Monte
Carlo simulation of a large number of faults
subject to process variations is very
expensive. The principle of reducing the
number of Monte Carlo simulations by
applying the Bootstrap technique has been
addressed in [13].

The basic principle of Bootstrap is the
random replication of the original sample. We
wish to obtain a statistical estimate, S, from a
sample x, where,

},,,,,{ 21 ni xxxx ⋅⋅⋅⋅⋅⋅=x .
The first step of the Bootstrap method is

to generate a bootstrap sample,
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xb has the same dimensionality as x and the
elements of xb are randomly drawn from the
original sample. For example, if we have a set
{ 1.0, 3.1, 9.2, 6.7} , one of the bootstrap
samples might be { 1.0, 3.1, 3.1, 6.7} . From

xB, a series of new statistical estimates can be
calculated as

},,,{ 21 mB SSS ⋅⋅⋅=S .
A robust estimate of S is then

( )bSES =∗ .
This is particularly effective when the

original sample is expensive or difficult to
obtaining. Bootstrap has two good asymptotic
properties for a statistical estimate [7]. The
first is the asymptotic property of the
estimate. When the bootstrap draw number
becomes large, the confidence interval will
tend to converge. The second is the
asymptotic property of the distribution. Even
using small runs of a Monte Carlo simulation,
Bootstrap draws asymptote to a normal
distribution [13].

5. Parameter estimation

Numerical approximation is commonly
used to estimate the parameters of a
regression function. Steepest descent is one
such method

∇η−=∆w

where η is a small coefficient, ∇  is the first-
order derivative and w is the parameter to be
estimated. However, this method can oscillate
and a damping factor, α, is added to control
the oscillation

ttt ww ∆α+∇η−=∆ ++ 11 .

6. The behavioral modeling algorithm

The algorithm proposed here is as
follows.

Step 1. Prepare a circuit for simulation and
insert all the possible or required faults into
the circuit, one at a time. Label these faulty
circuits together with the fault-free circuit

0Ω .



Step 2. Define a regression function for all
the faults and fault-free circuit ( )wx,ℑ , where

0Ω∈x  and hℜ∈w  (h is the dimension of
the parameter space).

Step 3. Run M Monte Carlo simulations for
all the faulty circuits as well as the fault-free
circuit

MCarloMonte Ω →Ω  0

Step 4. Extract N bootstrap samples from
MΩ

BBootstrapM Ω →Ω
thus BΩ  is the final data ready for modeling.

Step 5. Cluster the patterns in BΩ  into k
groups so that
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k
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Step 6. Run a parameter estimation for a

regression function ( )wx,ℑ̂  on BΩ . The
objective of the parameter estimation is to
minimize the error between ( )wx,ℑ  and

( )wx,ℑ̂ .

7. Experimental results

Figure 1 shows a differential amplifier
composed of nine MOS transistors.

We inserted 24 possible short faults into
this circuit. Table 1 lists the faults, the
number in brackets indicates the transistor
number and other two digits denote the
terminals of the transistor1, where a short
fault is realized by a resistor with a resistance
of 10 ohms. Ten Monte Carlo DC sweep
simulations were conducted for each faulty
circuit as well as for the fault-free circuit.
Including the fault-free circuit, we have 25
patterns in 0Ω  and 250 patterns in MΩ . After
clustering using mutual information theory,
we obtained eight groups, see Table 1. Thus
25 faults (including the fault-free) were

reduced to eight classes. This means that we
only need to build a family of eight groups of
parameters for the regression function

( ) ( ){ }888111 ,,,, wxwx Ω∈ℑ⋅⋅⋅Ω∈ℑ .
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Figure 1 Example circuit

Table 1 Fault simulation results
No. Faults class No. Faults class
0 1 13 (5,g,d) 1
1 (1,s,g) 2 14 (6,s,g) 6
2 (1,s,d) 2 15 (6,s,d) 3
3 (1,g,d) 2 16 (6,g,d) 2
4 (2,s,g) 2 17 (7,s,g) 5
5 (2,s,d) 3 18 (7,s,d) 7
6 (2,g,d) 3 19 (7,g,d) 8
7 (3,g,s) 3 20 (8,s,g) 5
8 (4,d,g) 4 21 (9,d,g) 3
9 (4,d,s) 2 22 (9,d,s) 3
10 (4,g,s) 3 23 (9,g,s) 1
11 (5,s,g) 5 24 (c) 6
12 (5,s,d) 3

We then took 100 bootstrap samples from
MΩ , giving 250000 patterns in BΩ .

For this example, the regression function
was chosen as
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Hence, there were 32 parameters to
estimate in total for the eight clusters. This
meant that we only needed one parameter
estimation routine. Of these eight regression
functions, only five actually needed
parameter estimation because the output for
three classes was stuck at 0 V, -5 V and +5 V.

The five regression functions, which have
non-stuck responses, were calculated to be
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The accuracies of these behavioral models
are given in Table 2 and Figures 2 to 6.

Table 2 Behavioral model accuracy
Class Accuracy
1 0.099471
4 0.060641
6 0.046106
7 0.004699
8 0.068811

In Figures 2 to 6, the solid lines show the
responses of the behavioral models and the
dotted lines show the original circuit
responses.

Figure 2 shows the response for group 1
(fault-free, the 13th fault and the 23th fault). It
can be seen that the behavioral model and the
real circuit responses are very close.

Figure 3 shows the responses for group 4.
Again, the error between the real circuit

output and the behavioral model is very
small.

Figure 4 shows the responses for group 6.
In the middle of the plot, there is a relatively
large difference between the circuit responses
and behavior model. This is because the
transfer function for this group is different
from the regression function defined above.
However, the absolute difference is only
about 0.1 V and the general trend of the curve
is correct.

Figure 5 shows the responses for the 7th

group. The circuit model response has a small
slope above 0.5 V, again the regression
function does not reflect this slope. However,
this error is still very small because the slope
is very small.

Finally, Figure 6 plots the responses of
the 8th group. It can be seen that the match
between the circuit response and the
behavioral model is once again good.
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Figure 2 Circuit and behavioral model
responses for group 1.
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Figure 3 Circuit and behavioral model
responses for group 4.
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Figure 4 Circuit and behavioral model
responses for group 6.
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Figure 5 Circuit and behavioral model
responses for group 7.
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Figure 6 Circuit and behavioral model
responses for group 8.

8. Conclusions

A novel algorithm for statistical
behavioral fault modeling for analogue
circuits has been presented in this paper. With
this algorithm, exhaustive fault modeling can
be avoided and manual fault clustering can be

automated. The clustering mechanism is
robust and efficient by using mutual
information theory. Employing the bootstrap
technique also reduces the Monte Carlo
simulation time. Finally, the experimental
results show good performance of the
behavioral models.
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