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Abstract

A technique for parameterising the macromodels of
analogue circuit blocks under fault conditions is
described. The technique uses a Robust Heteroscedastic
Probabiligtic Neural Network to classify smulation data.
A large reduction in the number of fault classes can be
obtained. The classification process is fast and the
macromodels generated are accurate.

1. Introduction

Macromodels of analogue circuits have been used to
increase the speed of circuit simulation for a number of
years [1]. With appropriate characterisation, such
macromodel s can be extremely accurate, while increasing
simulation speed significantly. Recently, research into
anal ogue and mixed-signal testing techniques has required
the use of large numbers of simulations of circuits under
fault conditions. The computational cost of circuit
simulation is such that exhaudive fault smulation is
impractical for all but the smallest circuits.

Given that comprehensive fault simulation of anaogue
circuit blocks is possible, it is still necessary to evaluate
the testability (the controllability and observability) of
larger circuits containing those blocks. Two possibilities
exist (other than simply allowing processor speeds to
increase): increasing the speed of the basic circuit and
fault simulation agorithms [2]; and using more abstract
fault models.

It has been shown [3, 4] that macromodels can accurately
represent circuits under fault conditions by varying the
macromoddl parameters. There are potential problems to
do with loading effects if the macromodels are not
sufficiently detailed. The major difficulty, however, has
been to characterise the macromodels under fault
conditions. Two benefits accrue from this the
macromodels simulate faster than the full circuit modds
and different faults produce similar macroscopic effects,
allowing the number of faults modelled to be reduced.
Therefore the problem of characterisation is that of
matching circuit performance to model parameters aand of
grouping responses. Essentially therefore it is a problem
of pattern recognition. Previoudly this work has been done
manually, which has proved extremely laborious.

The object of the work reported in this paper has therefore
been to automate the characterisation of macromodel
parameters. The technique used is that of the Robust
Heteroscedagtic Probabiligtic Neural Network [5]. Thisis
described briefly in the next section. In section 3, the
overall methodology is described and in section 4, the
technique is applied to a number of circuit examples,
alowing the characterisation of  SpectreHDL
macromodels. The method is shown to be fast and
accurate. Some proposals for further enhancements are
discussed in the final section.

2. Robust Heteroscedastic Probabilistic
Neural Network

The principle of the Robust Heteroscedastic Neura
Network (RHPNN) has been described elsewhere. Here a
brief summary of its principles will be given.

A probabilistic neural network (PNN) classifies data by
estimating the probahility density functions (pdfs) of the
different classess A PNN requires a training phase,
followed by a validation phase before it can be used to
classify real data A PNN consists of a set of Gaussian
distribution functions. The training patterns are used as
the centres of the Gaussian digtribution functions and a
common variance or covariance isassumed (thisis known
as a homoscedastic PNN). Conversely, the Gaussian
distribution functions of a heteroscedastic PNN are
uncorrelated and separate variance parameters are
assumed. Of coursg, this heteroscedadticity is a property
of such rea data as model parameters. This type of PNN
ismore difficult to train, because of numerical difficulties.
A robust method has been proposed to solve these
numerical  problems, hence the term “Robust
Heteroscedastic Probabilistic Neural Network” (RHPNN).

The PNN is afour layer feedforward neura network that
realises the Bayes classifier given by (1).

Onaes ()= a1 o ()} M

where x 00%is a d-dimensional pattern, g(x) is the class
index of x, the a priori probability of classj (1 <j <K) is
a; and the conditional probability density function of class



j isf;. The object of the PNN isto estimate the values of f;.
Thisis done using a mixture of Gaussian kernel functions.

The training algorithm for homoscedastic PNNs of an
expectation process (E) followed by a maximization
process (M) (EM agorithm). This algorithm converges to
the Maximum Likelihood (ML) estimate. For the
heteroscedastic PNN, the EM algorithm frequently fails
because of numerical difficulties. These problems have
been overcome by using the “Jack-Knife” which is a
robust statistical method. Unlike other PNNs, the RHPNN
does not need a validation phase.

It has been shown [5] that the RHPNN can be used
successfully to differentiate between circuit responses and
hence to classify a circuit as faulty or fault-free. Here the
problem is a little different. The number of classes of
faulty behaviour is not known a priori. The data has to be
grouped dynamicadly. This involved some minor
modificationsto the original RHPNN.

3. Generation of Macromodels

The objective of this work was to generate parameters for
existing macromodels, not to derive the macromodels
themselves. Therefore, no attempt has been made to
include models of “unusual” behaviour. The first step is
therefore to write a macromodel. Fg. 1 shows a
SpectreHDL modd of an opamp in closed loop
configuration. SpectreHDL was chosen because of its
availability, but another analogue HDL would have been
equally suitable.

The parameters of the fault-free macromodel were derived
after HSpice simulations of full transistor circuit model.
The parameters were obtained manualy in this case,
although it would be possible to use the RHPNN.

Fault simulations of the full transistor-level modd of the
circuit were then performed. We used the ANAFINS tools
[6] to inject faults and to control the HSpice simulations.
In addition we performed full Monte Carlo simulations in
order to modd the expected parametric variation.

Following the transistor-level simulations, the smulation
data is extracted and classified using the RHPNN
program. Hence, macromodel parameters are obtained.
These parameters are used in invoking the macromode
within a Spectrefile, for example:

xanmp pin nin psu nsu out opanp \

(gai n=2. 64e-4 rin=4.001e5 vin_offset=0 \
rout =1. 054e2 vout _offset=-4.992 \
bk_freqg=2.500e7)

Notice that these are sgnificantly different to the default
parameters shown in Fig. 1. Unspecified parameters take
default values.

4. Circuit Examples

A number of circuit examples were used to verify the
methodology. Three examples are given here an OTA
configured as an inverting amplifier; a folded-cascode
opamp, aso configured as an inverting amplifier and a
VCO in a PLL. All the simulations were run on a 167
MHz Sun UltraSPARC.

40 digtinct faults were inserted into the OTA. To generate
the training data, 30 Monte Carlo simulations of the fault-
free circuit and 5 Monte Carlo simulations of each of the
40 faulty circuits were performed, giving 230 sets of data.
For the testing (i.e. classification) phase, 30 Monte Carlo
simulations were run for the fault-free circuit and for each
faulty circuit giving 1230 data points. Four measurements
were obtained from each simulation run and used for
classification: input resistance, output resistance, gain and
output offset voltage. The RHPNN, classified the 40 faults
and the fault-free circuit into 11 distinct groups. The
classification process took about 9 minutes. Fig. 2
compares the DC transfer characteristics, the frequency
response and the time domain response for four faults at
transistor and macromodel levels. As can be seen, thereis
relatively close correspondence between the results.

The folded cascode opamp has 17 MOSFETs (compared
with 8 for the OTA). The same macromoded was used, as
for the OTA. In this case, 84 distinct faults were
simulated, together with the fault-free circuit. The same
numbers of Monte Carlo simulations were performed, thus
450 simulations were used for training and 2550 for
testing. Again four measurements were made. This time,
20 distinct fault groups were found. The RHPNN took
around 53 minutes to analyse the data.

The third circuit anadysed was a VCO in a PLL. 155
distinct faults were introduced and the same numbers of
Monte Carlo simulations were performed, giving 805 sets
of training data and 4680 sets of testing data. It may be
noted that these fault smulations took around 6 days to
complete! Six measurements were used to classify the
data in the RHPNN. 30 distinct fault groupings were
obtained. The classfication took around 10 hours 15
minutes.

Thisfinal exampleillustrates well the kind of speed up in
fault smulation that can be obtained, once a circuit block
has been characterised. A trandent anaysis of the full
netlist of the PLL takes around 50 minutes, as shown in
Table 1. A smulation of the PLL as a set of macromodels
takes just under 3 minutes. Simulations of the full
transisor moddl of the PLL with the VCO macromodel
and of the PLL macromodd with the VCO moddled at
transisor level were also performed to compare the
accuracy of simulations. Two things should be noted. First
the simulation of the macromode of the VCO with the
full PLL netlist actualy takes longer than the full
simulation of the entire circuit. Second there is a



difference in the smulation results when expressed in
terms of the capture range and lock range. Both these facts
are consequences of the macromodels used (rather than of
their characterisation). The increase in simulation time is
possibly caused by incorrect modelling of the loading
effect of the VCO on therest of the circuit. The variations
in the capture and lock range are caused by the modd of
the low pass filter of the PLL. It should be noted,
however, that the centre frequency of the PLL was found
to be the same for all four versions of the circuit mode.

5. Conclusions

One of the hardest problems in generating macromodels
of circuits under fault conditionsis the parameterisation of
the macromodels. It has been shown in this paper that the
Robust Heteroscedastic Probabilistic Neural Network
(RHPNN) can classify the results of a large number of
fault simulations within an acceptable time. The accuracy
of the parameterised macromodels is generally good.

The major remaining problem is to generate the
appropriate macromodel structure. Under fault conditions,
a circuit block may load other parts of the circuit in
unusual ways. Such loading needs to be modelled.
Therefore either more detailed macromodels are required
or the macromodels themselves must be generated
dynamically. This problem will form the basis of further
research.
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Circuit Smulated Simulation time Capture Range L ock Range
PLL netlist 50m 13s 1.47 MHz 2.76MHz
PLL macromodel 2m43s 990 KHz 2.58MHz
PLL netlist with VCO 1lhr 8m 49s 900K Hz 3.0MHz
macromodel
PLL macromode with VCO 26m 53s 1.08MHz 2.26MHz
netlist

Table 1 Results of the PLL performance of the 4 simulated combinations




modul e opanp (vin_p, vin_n, vspply_p, vspply_n, vout)
(gain, rin, vin_offset,rout, vplimt,
vnlimt, vout_offset, bk_freq)

node [V,I] vin_p, vin_n, vspply_p, vspply_n, vout;

paraneter real gain = -3;
paraneter real rin = 100e3;
paraneter real vin_offset = -3.60e-4;

paraneter real rout = 173;
paraneter real vplimt = 4.94;
paraneter real vnlimt = -4.99;
paraneter real vout_offset = 0;
paraneter real bk _freq = 4.251e5;

node [V,|] vac_out, vac_in;
real vin_val,vo,C = 1/(2*Pl *rin*bk_freq);

anal og {
/11 nput stage
vin_val = V(vin_p,vin_n) - vin_offset;

I(vin_p, vin_n) <- (vin_val / rin);

/1 Pol el

V(vac_in) <- vin_val;

V(vac_out, vac_in) <- rin * I(vac_out, vac_in);
I (vac_out) <- dot(C*V(vac_out));

//vol tage gain
vo = V(vac_out) * gain + vout_offset;

/1 Qutput Limting
if (vo > V(vspply_p)){
vo = vplimt;

}
else if (vo < V(vspply_n)){
vo = vnlinmt;

}

V(vout) <- vo - (-l(vout)*rout);
}
}

Figure 1 SpectreHDL Mode of Opamp configured as Inverting Amplifier
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Figure 2 Comparison of Transstor-level and Macromode Fault Simulations of OTA




