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Abstract
We present a model of cooperative problem solving that describes the process from its beginning, with some agent
recognizing the potential for cooperation with respect to one of its goals, through to team action. Our approach is to
characterize the mental states of the agents that lead them to solicit, and take part in, cooperative action. The model
is formalized by expressing it as a theory in a quantified multi-modal logic.
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1 Introduction

Agents — both human and artificial — can engage in many and varied types of social in-
teraction, ranging from altruistic cooperation through to open conflict. However, perhaps
the paradigm example of social interaction is cooperative problem solving (CPS), in which
a group of autonomous agents choose to work together to achieve a common goal. For ex-
ample, we might find a group of people working together to move a heavy object, play a
symphony, build a house, or write a joint paper. In short, the aim of this paper is to develop a
formal model of such cooperative problem solving.

Researchers working with the tools of game and economic theory have developed a number
of models that attempt to explain various aspects of the cooperative problem-solving process.
Relevant examples include the circumstances under which cooperation can occur in a society
of self-interested autonomous agents [1] and how negotiation protocols can be designed to
ensure that (for example) truth-telling is the optimal strategy [23]. However, these models
typically make assumptions that render them of limited value in many practical situations
(we discuss the limitations of game-theoretic models in more detail in Section 2.2). One of
our aims in this article is, therefore, to present a formal model of CPS that is inherently more
suitable as a computational model — we elaborate on this issue in Section 7. Moreover, we
wish the model to be comprehensive, in that it should cover the entire CPS process — from
recognition of the need for cooperation through to completed team action. In more detail, the
model consists of four stages:

� recognition — in which an agent identifies the potential for cooperation;

� team formation — in which the agent solicits assistance;

� plan formation — in which the newly formed collective attempts to construct an agreed
joint plan; and finally,

� execution — in which members of the collective play out the roles they have negotiated.

The remainder of this article is structured as follows. Section 2 introduces the idea of CPS
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by way of some simple motivating examples. In order to formally express this model, a
new quantified multi-modal logic had to be devised, for representing the beliefs, goals, and
actions of agents and groups of agents. This logic is informally introduced in Section 3 (a
complete formal definition of its syntax and semantics is given in Appendix A). The logic
is used to formalize the notions of conventions, commitments, and intentions in Section 4.
These definitions are subsequently used in our model of CPS, which is presented in Section 5.
Section 6 discusses the properties of the model, and some conclusions and open issues are
presented in section 7.

2 Modelling CPS: issues and scope

Many aspects of CPS have been investigated by researchers from distributed artificial intel-
ligence, economics, philosophy, organization science, and the social sciences. These models
can be divided into two broad categories:

� implementation-oriented models for realising cooperative systems, managing cooperative
activities, and achieving coordination in cooperative systems at run-time [7, 27]; and

� formal theories of cooperation and related issues; examples include economic and game-
theoretic models of cooperation and negotiation [23], formal models of communication
based on speech act theory [6], and models which typically use a multi-modal logic to
describe the mental state of agents engaged in social activities [11, 18, 22].

Implementation-oriented models are useful in that they help to identify the various steps of the
CPS process. For example, consider the Contract Net protocol [27]. This protocol contains
the following steps: (i) task announcement: an agent (the manager) finds it has a problem that
it does not have the resources to solve locally, and broadcasts an announcement to this effect;
(ii) bidding: those agents that receive the announcement, and have the appropriate skills to
help, send a bid to the manager, representing an offer to help; (iii) awarding: the manager
awards the task to the most appropriate bidder, thus establishing a manager–contractor re-
lationship between the two agents; and finally, (iv) expediting: the contractor carries out the
task it has been awarded (which may involve generating sub-tasks, and further, hierarchical
manager–contractor relationships). On completion of the task, the contractor informs the
manager of the final result.

On examination, the Contract Net protocol reveals the following stages of CPS: (i) there
is a point at which a manager recognizes the potential for social action; (ii) there is an an-
nouncement stage, during which the prospective manager attempts to solicit assistance with
respect to the task; (iii) there is a negotiation stage, during which potential managers and
contractors engage in a dialogue, with the aim of agreeing which agent will do what; and
(iv) there is a subsequent execution stage, during which participants play out the roles they
have negotiated. Examination of other models of CPS (e.g. partial global planning [7]) indi-
cates the same basic stages. Given this commonality, these are the four stages that our CPS
model must cover.

Now that we have a broad understanding of the key steps that appear to be common to most
forms of CPS, we can begin to identify the key properties that our model must satisfy. Such
desiderata are presented in Section 2.1. We then go on to discuss the purpose of our model,
and discuss why formalization in symbolic logic is appropriate in Section 2.2. In Section 2.3,
we discuss the different perspectives that such a model may take, and justify our choice of an
internal perspective.
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2.1 Desiderata for a theory of cooperative problem solving

We can identify the following desiderata for an adequate theory of the cooperative problem-
solving process:

� Agents are autonomous.
Perhaps the most important requirement for a theory of CPS is that it cannot require
benevolence (i.e. an a priori disposition to be helpful) on the part of agents. Agents are
autonomous problem solvers [33]: hence they will take part in cooperative activities only
if they choose to do so. A theory that simply required agents to cooperate whenever
they were asked to would not be adequate, because it would fail to capture a significant
proportion of real-world examples of cooperative activity.

� Cooperation can fail.
A corollary of the fact that agents are autonomous is that cooperation may fail. If agents
are not required to cooperate, then sometimes they won’t. Even when initial cooperation
is established, it can subsequently fail for many different reasons. For example, a group
of agents that agree to cooperate in principle may discover that the assumptions upon
which their choices were made do not in fact hold. Alternatively, events beyond the
control of the team may make successful completion of their cooperation impossible. An
adequate theory of cooperation must recognize that such failure is possible, identify the
key points at which it may occur, and characterize the behaviour of a rational agent in
such circumstances.

� Communication is essential.
Although something resembling cooperation is possible without communication [28], we
argue that communication is so fundamental to the everyday process of cooperation that
an adequate theory should describe when and where communication should take place.
That is, it should predict communication.

� Communicative acts are characterized by their effect.
An adequate theory of cooperation should not prescribe the means through which com-
munication actually takes place. For example, one possibility in a formal theory would
be to define a number of message types, and assume that communication takes place by
exchanging such messages. This would be unsatisfactory, however, as each of us makes
use of many different methods for communication in our everyday lives, ranging from
formal written statements and instructions to entirely informal and personal devices. All
such approaches are equally valid from the CPS perspective.

� Agents initiate social processes.
Cooperation does not arise from a vacuum. It occurs because a group of agents believe
they will in some way benefit from it. For example, an agent might believe that the
cooperative solution to a problem is in some way better than a non-cooperative one: it
may be more accurate or more up-to-date, for example. An adequate theory of coopera-
tion should account for both the circumstances under which agents will begin to initiate
cooperation and when they will initiate the social processes required to instantiate and
complete cooperative actions.

� Agents will be mutually supportive.
Cooperating agents will support one another during the execution of their joint action [3].
By this, we mean that agents will execute their part of the team’s action, and will typically
do what they can to ensure that the remainder of the team does likewise. An adequate
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theory of cooperation must describe the types of mutual support, when it should occur,
and what form such support should take.

� Agents are reactive.

Any realistic environment is highly dynamic. Agents must recognize this, and respond
accordingly to any changes that affect their plans [33]. An adequate theory of cooperation
must therefore recognize this reactive aspect of rational behaviour, and characterize the
behaviour of the agents in such circumstances.

2.2 The role of our CPS model

Formalism in AI and multi-agent systems research plays many roles, which are too often
confused. When presenting a logical theory of cooperative problem solving, it is therefore
important to be precise about the role we expect the theory to play. In general, logical theo-
ries in multi-agent systems play one (or more) of the following roles: they can be exercises
in formal philosophy, attempting to capture the properties of some human social activity in
a precise way; they can be specifications for future computer systems, which attempt to pre-
scribe the way in which a rational, intelligent system should behave; or they can be knowledge
representation formalisms, intended to be directly represented and manipulated within some
system.

Our theory is primarily intended as a specification for future cooperative systems. We
have taken a number of extant models of cooperation and cooperative activity and from them
abstracted the common components. We have then formalized this model in a multi-modal
logic. The model we have derived cannot be implemented directly, since the modal logic
we use to express the model does not lend itself to direct execution. (Direct execution of a
logical formula corresponds to a constructive proof of satisfiability for that formula. Even
for propositional multi-modal logics of the type we consider in this paper, the satisfiability
problem is extremely complex [13].)

However, we argue that the model can be used to derive a set of data structures and algo-
rithms that may be used to realise a cooperative system. We comment on this issue further in
Section 7.

Why not game theory?
Game and economic theory has proved to be one of the most successful formalisms for under-
standing cooperative behaviour [23]. It helps us to understand the parameters of cooperation,
how it can arise, under what circumstances it is likely to succeed, and so on. However, while
game theory is a useful analytical tool, it is not generally a good engineering tool, with which
to build computational systems. This is primarily because of the type of representation em-
ployed by game theory. The building block of game theory is the notion of utility, whereby
agents are allocated a real-valued payoff for every outcome in a particular encounter. A
‘rational’ agent is then one that acts to maximize its expected payoff in such an encounter.

Such simple abstractions lead to powerful models, that have been used to great
effect in analysing the way an ‘ideal’ agent would behave in a multi-agent encounter [2].
However, game theoretic models are recognized to be idealizations of the way that agents
would operate: they are not computational models, and ignore the practicalities of computing
an appropriate action to perform [24]. Moreover, assuming the presence of a utility function,
which assigns payoffs to possible outcomes, is simply not practicable for many real-world
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problems. In this sense, game-theoretic models are simply too coarse-grained for direct im-
plementation in real systems. For these reasons, we choose to express out model of CPS as a
logical theory.

2.3 Components and perspectives

When devising a model of cooperative activity, we must choose a perspective from which to
view the activity. There are two alternatives: external and internal [26]. With an external
perspective, the actions performed by the agents are studied in order to determine when and
how well the agents are cooperating; with an internal perspective, the agent’s internal state is
used as the basis for evaluation. For the reasons described below, this work adopts an internal
perspective.

The first reason for using an internal approach is that it provides a high-level specification
tool for the designer of a cooperating agent — it identifies the agent’s key data structures,
defines the relationships which exist between these structures, and places some constraints
on the values which the structures can take (see [17] for an illustration of how an internal
perspective model of cooperation was used to derive the high-level architecture of a social
agent). The prescriptive nature of this approach contrasts with external models, which are
mainly concerned with developing theories about agents, rather than on models which might
be used by agents. (To reiterate, we are not suggesting that the logic be used directly as a
knowledge representation formalism or programming language.)

The second reason for adopting an internal approach is that with the external perspective,
it is sometimes difficult to distinguish between actions that are coordinated, but which one
would not be inclined to call cooperative, and actions that are truly cooperative, in that the
participating agents have a collective goal. To illustrate this point, consider the following
scenario [25]. A group of people are sitting in a park. As a result of a sudden downpour all of
them run to a tree in the middle of the park because it is the only available source of shelter.
This is not cooperative action. Each person has the intention of stopping themselves from
becoming wet, and even if they are aware of what others are doing and what their goals are,
it does not affect their intended action. This contrasts with the situation in which the people
are dancers, and the choreography calls for them to converge on a common point (the tree).
In this case, the individuals are performing exactly the same actions as before, but because
they are performing these actions as a consequence of a shared goal, they can be regarded as
performing a cooperative action. The external approach is not able to distinguish between the
individuals trying to stay dry, and the cooperating dancers.

Having fixed upon an internal perspective, the next stage is to identify and characterize the
structures which control an agent’s cooperative problem solving activities. These structures
can be divided into two categories: (i) those related to individual behaviour, and (ii) those
that are responsible for guiding social behaviour. A number of researchers believe that joint
action can be reduced solely to individual mental states; whereas others believe that individual
behaviour is equivalent to social behaviour in which the groups have precisely one element.
Our CPS model requires both individual and societal features to be present. Group constructs
(such as teams, joint goals, joint commitments, and so on) are a natural tool for describing
social activity; however, since it is the individuals who ultimately have the ability to act,
there must be a clear mapping to the individual mental states of the participating agents.
We therefore define social attitudes in terms of individual attitudes: following [5, 18], we
take individual beliefs and goals to be primitive, and define other constructs, including those
which characterize collective mental states, in terms of them.
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3 A formal framework

This section gives an overview of the formal framework in which the model of CPS will
be expressed; a complete formal definition is given in Appendix A. This framework is a
quantified, sorted multi-modal logic, which both draws upon and extends the work described
in [5, 22, 30]. The logic can be viewed as the well-known branching time logic CTL* [8],
enriched by the addition of some further modal connectives for referring to the beliefs and
goals of agents, together with a simple apparatus for representing the actions performed by
agents, which makes use of some ideas from dynamic logic [14].

First, it is worth saying a few words about the models that underpin the logic. Intuitively,
a model is a time tree, with paths through the tree representing possible histories of the en-
vironment. The tree will be finite in the past (i.e there was a ‘start’ of time), and infinite in
the future (i.e. there is no ‘end’ of time). Time is linear in the past, and branches into the
future. Nodes in the temporal tree structure are referred to as states, for they correspond to
states of the environment. Arcs in the branching time structure are labelled with primitive
actions. The performance of such an action transforms one state into another. (We do not
require that actions are deterministic.) Each primitive action is associated with a single agent,
that performs the action.

The logic is quantified and many-sorted; for simplicity, we do not allow functional terms
in the language other than constants. Terms come in four sorts. First, we have terms that
denote agents, and we use i; j; : : : and so on as variables ranging over agents. In addition, we
have terms that denote sets of agents, i.e. groups — we use g; g0; : : : as variables ranging over
groups of agents. Next, we have terms that denote sequences of actions — we use �; �0; : : :
as terms denoting sequences of actions. The role that such terms play will become clear
later. Finally, we have terms that denote other objects in the environment — bits of string,
cars, tables, blocks, and so on. We will use a; b; : : : to stand for such individuals. The actual
logical apparatus of quantification is standard for quantified many-sorted logics.

The logic makes a distinction between formulae that express properties of states, and for-
mulae that express properties of paths, or histories through the temporal tree structure. The
former are known as state formulae, the latter as path formulae. We begin our introduction
by discussing the various state formulae operators (see Table 1 for an overview of the state
and path operators in the logic). First, we have a nullary operator true: a logical constant
for truth. This formula will be satisfied wherever it is evaluated. Next, we have operators
(Bel i ') and (Goal i '), which mean that agent i has a belief and goal of ' respectively. An
agent’s beliefs intuitively correspond to the information that the agent has about its environ-
ment. For example, an agent might believe that the temperature of the room is 20 degrees
celcius, or that Bill Clinton is a liar. Agents can have nested beliefs; thus an agent might
believe that Bill Clinton did not believe of himself that he was a liar. For technical reasons,
we require that an agent only believes state formulae. The formal semantics for belief are
given in terms of ‘possible worlds’ [4]. The restrictions to be imposed on the language model
theory ensure a belief logic of KD45, which thus implies that belief is consistent and closed
under implication, and that an agent is aware of what it does and does not believe. The modal
system KD45 is widely recognized as a logic of idealized belief [12].

Turning to goals, the idea is that an agent’s goals represent those states of affairs that,
ideally, it would like to bring about. For example, an agent might have a goal that the temper-
ature in the room be 20 degrees celcius, or might have a goal that Bill Clinton be impeached.
As with beliefs, an agent’s goals must be state formulae, and the semantics of goals are also
given in terms of possible worlds. Restrictions on the semantics of goals ensure that the logic
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TABLE 1. A summary of primitive operators in the logic
(Bel i ') agent i believes '
(Goal i ') agent i has a goal of '
(� = � 0) term � denotes the same as � 0

(i 2 g) agent i is a members of group g
(Agts � g) group g is required to do action sequence �
A' on all paths, ' holds (inevitably ')
(Happens �) action expression � happens next

of goals corresponds to a modal logic KD, i.e. the modal system D [4]. Thus goals are closed
under implication, and are consistent.

In addition to these two modal connectives, we have first-order equality: a formula (� =
� 0) will be true if � and � 0 denote the same individual. The 2 operator allows us to relate
agents to groups of agents. It has the expected set-theoretic interpretation, so (i 2 g) means
that the agent denoted by i is a member of the group denoted by g. In order to allow us to
represent the agents required to perform a sequence of actions, we have an operator Agts. This
operator takes two arguments: the first is a term denoting a sequence of actions, the second
is a term denoting a set of agents. Thus (Agts � g) means that the group denoted by g are
precisely the agents required to perform the actions in the action sequence denoted by �. We
allow state formulae to be combined using the usual connectives of classical logic: ‘:’ for
‘not’, ‘_’ for ‘or’, ‘^’ (and), ‘)’ (implies), and so on.

We now consider path formulae. As we noted above, the idea is that path formulae express
properties of a single path through a branching time structure. The main operator for ex-
pressing the properties of paths is ‘Happens’. This operator takes a single argument: an action
expression, and expresses the fact that this action expression is the first thing that happens
on the path. Action expressions closely resemble the programs of dynamic logic, so the path
formula (Happens �) will be satisfied on some path if the program � is the first thing to occur
on the path.

Action expressions are formed using constructions that are well known from dynamic
logic: ‘;’ (for sequential composition), ‘j’ (for non-deterministic choice), ‘�’ (for iteration),
and ‘?’ (for test actions). Thus the path formula (Happens �;�0) means action � happens first
on the path, and is immediately followed by �0. The formula (Happens �j�0) means either
� or �0 happen first on the path. The formula (Happens ��) means that the action � occurs
one or more times at the start of the path. Finally, the formula (Happens '?) means that the
formula ' is satisfied in the first state of the path. Here, ' must be a state formula. As with
state formulae, compound path formulae can be made by combining path formulae using the
standard logical connectives ‘:’ for ‘not’, ‘_’ for ‘or’, and so on.

State and path formulae are related to one another through path quantifiers, a concept
borrowed from branching temporal logic [8]. The logic contains two such path quantifiers:
‘A’, which means ‘on all paths’, and ‘E’, which means ‘on some path’. These path quantifiers
are unary modal connectives that are applied to path formulae to make state formulae. Thus
A' is a state formula, which will be satisfied in some state if the path formula ' is satisfied
on all the paths through the temporal tree structure that originate from that state. The formula
E' is a state formula, which will be satisfied in some state if ' is satisfied on at least one path
through the temporal tree structure that originates from that state.
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3.1 Some derived operators

A number of derived operators will now be introduced. First, the usual connectives of linear
temporal logic: 'U  means ' is satisfied until  becomes satisfied; }' means ' is even-
tually satisfied; ' means ' is always satisfied. These connectives are used to build path
formulae. The path quantifier E is the dual of A; thus E' means ' is a path formulae satisfied
on at least one possible future.

'U  
def
= (Happens (: ?;'?)�; ?)

}' def
= trueU '

'
def
= :}:'

E'
def
= :A:':

The next derived operators allow us to relate agents and groups of agents. The operators �
and � relate groups together, and have the obvious set-theoretic interpretation; (Singleton g i)
means g is a singleton group with i as the only member; (Singleton g) simply means g is a
singleton.

(g � g0)
def
= 8i � (i 2 g) ) (i 2 g0)

(g � g0)
def
= (g � g0) ^ :(g = g0)

(Singleton g i)
def
= 8j � (j 2 g) ) (j = i)

(Singleton g)
def
= 9i � (Singleton g i):

(Agt � i) means i is the only agent of �.

(Agt � i)
def
= 8g � (Agts � g) ) (Singleton g i):

To capture the notion of an action � achieving a goal ', we introduce a derived operator
Achieves :

(Achieves � ')
def
= E(Happens �) ^ A((Happens �) ) (Happens �;'?)):

Thus (Achieves � ') is very similar to the dynamic logic h�itrue ^ [�]'. Thus not only does
(Achieves � ') indicate that if � happens, then ' is true afterwards, but also that � does indeed
occur on some path [14].

We will have a number of occasions to write A(Happens �) (action � occurs next in all al-
ternative futures), and A:(Happens �) (action � does not occur next in any alternative future),
and so we introduce abbreviations for these structures.

(Does �)
def
= A(Happens �)

(Doesn't �)
def
= A:(Happens �):

Finally, we find it convenient to make use of mutual mental states, although we recognize that
such states are idealizations, not realisable in any system that admits the possibility of com-
munication failure [9]. The mutual belief of ' in a group of agents g is written (M-Bel g '),
and the mutual goal of ' in g is written (M-Goal g '). We give the full definition of mutual
belief, but omit that for M-Goal, since it is essentially identical. Mutual belief is defined via
an ‘everyone believes’ operator, E-Bel, which plays the role of the ‘everyone knows’ operator
in knowledge theory (see, for example, [9, p. 23]).

(E-Bel g ' 0)
def
= '

(E-Bel g ' u+ 1)
def
= 8i � (i 2 g) ) (Bel i (E-Bel g ' u))

(M-Bel g ')
def
= (E-Bel g ' u) for all u 2 IN:
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4 Commitments, conventions, and intentions

The key mental states that control agent behaviour in our model are intentions and joint inten-
tions — the former define local asocial behaviour, the latter control social behaviour. Inten-
tions are so central because they provide both the stability and predictability that is necessary
for social interaction, and the flexibility and reactivity that is necessary to cope with a chang-
ing environment. Previous attempts to formalize commitment have not distinguished between
the commitment that underpins an intention and the associated convention. We clearly dis-
tinguish the two concepts: a commitment is a pledge or a promise; a convention is a means
of monitoring a commitment — it specifies under what circumstances a commitment can be
abandoned and how an agent should behave both locally and towards others when one of
these conditions arises [16].

In more detail, one may commit either to a particular course of action, or, more generally,
to a state of affairs. Here, we are concerned only with commitments that are future-directed
towards a state of affairs. Commitments have a number of important properties (see [16]
and [5, pp. 217–219] for a discussion), but the most important is that commitments persist:
having adopted a commitment, we do not expect an agent to drop it until, for some reason,
it becomes redundant. The conditions under which a commitment can become redundant are
specified in the associated convention — examples include the motivation for the goal no
longer being present, the goal being achieved, and the realisation that the goal will never be
achieved [5].

When a group of agents are engaged in a cooperative activity they must have a joint com-
mitment to the overall aim, as well as their individual commitments to the specific tasks
that they have been assigned. This joint commitment shares the persistence property of the
individual commitment; however, it differs in that its state is distributed among the team
members. To minimise the potential drawbacks of this distribution, an appropriate social
convention must be put in place. This social convention identifies the conditions under which
the joint commitment can be dropped, and also describes how the agent should behave to-
wards its fellow team members. For example, if an agent drops its joint commitment because
it believes that the goal will never be attained, then it is part of the notion of ‘cooperativeness’
which is inherent in joint action that it informs all of its fellow team members of its change
of state. In this context, social conventions provide general guidelines, and a common frame
of reference in which agents can work. By adopting a convention, every agent knows what
is expected both of it, and of every other agent, as part of the collective working towards the
goal, and knows that every other agent has a similar set of expectations.

Having informally introduced commitments and conventions, we now present rigorous
definitions. A convention is a set of rules, each rule consisting of a re-evaluation condition �
and a goal 
. The idea is that if ever an agent believes � to be true, then it must adopt 
 as a
goal, and keep this goal until the commitment becomes redundant. Formally, a convention, c,
is an indexed set of pairs:

c = f(�k; 
k) j k 2 f1; : : : ; lgg

where �k is a re-evaluation condition, and 
k is a goal, for all 1 � k � l.
Joint commitments have a number of parameters. First, a joint commitment is held by a

group g of agents. Second, joint commitments are held with respect to some goal '; this is
the state of affairs that the group is committed to bringing about. Third, joint commitments
are held relative to a motivation, which characterizes the justification for the commitment.
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They also have a pre-condition, which describes what must initially be true of the world in
order for the commitment to be held. For example, in most types of joint commitment, we
do not expect participating agents to initially believe that the object of the commitment, ', is
true. Finally, a joint commitment is parameterized by a convention c. Joint commitment is
then informally defined as follows. A group g is jointly committed to a goal ' with respect
to motivation  , pre-condition �, and convention c iff:

1. pre-condition � is initially satisfied; and

2. every agent i 2 g has a goal of ' until the termination condition is satisfied;

3. until the termination condition is satisfied, if any agent i 2 g believes that the re-evaluation
condition of any rule in c is satisfied, then it adopts the goal corresponding to the re-
evaluation condition, and maintains this goal until the termination condition is satisfied;

where the termination condition is that one of the goal parts of the convention rules is satis-
fied. More formally, if c = f(�k; 
k) j k 2 f1; : : : ; lgg is a convention, then:

(J-Commit g '  � c)
def
= 8i � (i 2 g) ) � ^ A((p ^ q)U r)

where

p
def
= (Goal i ')

and

q
def
=

l̂

k=1

(Bel i �k) ) A[(Goal i 
k)U r]

and

r
def
=

l_
k=1


k:

Notice that the motivation,  does not appear to be used in the right-hand side of this defini-
tion; however, it can appear in the convention rules. To illustrate how commitments and con-
ventions work, we will specify a minimal social convention, that is similar to the Levesque–
Cohen model of joint persistent goals (JPGs) [18]. Let

�soc
def
= :(Bel i ') ^ (Bel i E}')

and

csoc
def
=

8>>>>>>><
>>>>>>>:

((Bel i ')| {z }
�1

; (M-Bel g ')| {z }

1

);

((Bel i A :')| {z }
�2

; (M-Bel g A :')| {z }

2

);

((Bel i : )| {z }
�3

; (M-Bel g : )| {z }

3

)

9>>>>>>>=
>>>>>>>;
:

It is not difficult to see that (J-Commit g '  �soc csoc) expands to:
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8i � (i 2 g) )
:(Bel i ') ^ (Bel i E}') ^

A

2
66664

0
BBBB@

(Goal i ') ^
( ((Bel i ') ) A((Goal i (M-Bel g '))U p)) ^

((Bel i A :') ) A((Goal i (M-Bel g A :'))U p)) ^

((Bel i : ) ) A((Goal i (M-Bel g : ))U p))
)

1
CCCCA U p

3
77775

where
p

def
= [(M-Bel g ') _ (M-Bel g A :') _ (M-Bel g : )]:

A collective with such a commitment will have a mental state in which:

� initially, every agent does not believe that the goal' is satisfied, but believes' is possible;

� every agent i then has a goal of ' until the termination condition is satisfied (see below);

� until the termination condition is satisfied, then:
– if any agent i believes that the goal is achieved, then it will have a goal that this becomes

a mutual belief, and will retain this goal until the termination condition is satisfied;
– if any agent i believes that the goal is impossible, then it will have a goal that this

becomes a mutual belief, and will retain this goal until the termination condition is
satisfied;

– if any agent i believes that the motivation  for the goal is no longer present, then it
will have a goal that this becomes a mutual belief, and will retain this goal until the
termination condition is satisfied;

� the termination condition is that it is mutually believed that either:
– the goal ' is satisfied;
– the goal ' is impossible to achieve;
– the motivation/justification  for the goal is no longer present.

To represent systems in which commitments can be dropped for different reasons, then
all that needs to be changed is the convention. This flexibility is only available because
conventions are clearly identified as a separate concept — for example in [18] the above
conditions are hardwired into the definition of joint commitment, hence the model builders are
imposing a definitive convention and there is no scope for varying agent behaviour according
to the complexity of the collaboration.

We use the model of joint commitments to define joint intentions, which are held by a
group g with respect to an action � and motivation  .

(J-Intend g �  )
def
= (M-Bel g (Agts � g)) ^

(J-Commit g A}(Happens (M-Bel g (Does �))?;�)  �soc csoc):

This definition is based on that by Levesque–Cohen [18, p. 98]: the idea is that having a
joint intention to do � means having a joint commitment that eventually g will believe �
will happen next, and then � happens next. Note that we could make commitments and
conventions a parameter of joint intentions; we do not do this in order to simplify subsequent
formalism.

We define individual commitments as a special case of joint commitment.
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(Commit i '  )
def
= 8g � (Singleton g i) ) (J-Commit g '  �soc csoc):

An individual intention by agent i to do � with respect to motivation  is similarly defined
as a special case of joint intention.

(Intend i �  )
def
= 8g � (Singleton g i) ) (J-Intend g �  ):

5 The cooperative problem-solving process

In this section, we present the main contribution of the paper: a four-stage model of CPS.
First, an overview is given. Each stage in the model is subsequently considered in more
detail, and then formalized. The four stages are:

1. Recognition. The CPS process begins when some agent recognizes the potential for coop-
erative action. This recognition may come about because an agent has a goal that it does
not have the ability to achieve on its own, or else because the agent prefers a cooperative
solution.

2. Team formation. During this stage, the agent that recognized the potential for cooperative
action at stage (1) solicits assistance. If this stage is successful, then it will end with a
group of agents having some kind of nominal commitment to collective action.

3. Plan formation. During this stage, the agents attempt to negotiate a joint plan which they
believe will achieve the desired goal.

4. Team action. During this stage, the newly agreed plan of joint action is executed by the
agents, which maintain a close-knit relationship throughout. This relationship is defined
by a convention, which every agent follows.

Although we believe that most instances of CPS exhibit these stages in some form (either ex-
plicitly or implicitly), we stress that the model is idealized. We recognize that there are cases
which the model cannot account for, and we have attempted to highlight such cases wherever
appropriate. Our aim is to construct a framework that is complete (in that it describes CPS
from beginning to end), but abstract (in that details which might obscure more significant
points have been omitted). Finally, we note that in reality, these four stages are iterative, in
that if one stage fails, the agents may return to previous stages. In the interests of simplicity,
we have not attempted to represent this aspect in our model.

5.1 Recognition

CPS begins when some agent in a multi-agent community has a goal, and recognizes the
potential for cooperative action with respect to that goal. Recognition may occur for several
reasons. The paradigm case is that in which the agent is unable to achieve the goal in isolation,
but believes that cooperative action can achieve it. For example, an agent may have a goal
which, to achieve, requires information that is only accessible to another agent. Without the
cooperation of this other agent, the goal cannot be achieved. More prosaically, an agent with
a goal to move a heavy object might simply not have the strength to do this alone.

Alternatively, an agent may be able to achieve the goal on its own, but may not want to.
There may be several reasons for this. First, it may believe that in working alone, it will
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clobber one of its other goals. For example, suppose I have a goal of lifting a heavy object.
I may have the capability of lifting the object, but I might believe that in so doing, I would
injure my back, thereby clobbering my goal of being healthy. In this case, a cooperative
solution — involving no injury to my back — is preferable. More generally, an agent may
believe that a cooperative solution will in some way be better than a solution achieved by
action in isolation. For example, a solution might be obtained more quickly, or may be more
accurate as a result of cooperative action.

Believing that you either cannot achieve your goal in isolation or that, (for whatever rea-
son), you would prefer not to work alone, is part of the potential for cooperation. But it is not
enough in itself to initiate the social process. For there to be potential for cooperation with
respect to an agent’s goal, the agent must also believe there is some group of agents that can
actually achieve the goal.

In order to precisely define the conditions that characterize the potential for cooperative
action, it is necessary to introduce a number of subsidiary definitions. First, we require
definitions of single-agent and multi-agent ability: what it means to be able to bring about
some state of the world. Rather than complicate the logic further by introducing yet another
primitive modality, we adapt a well-known definition of ability that was originally proposed
by Moore [19].

As a first attempt to define ability, we might say an agent has the ability to achieve some
state ' if it knows of an action that it can perform, which would be guaranteed to achieve the
state of affairs. We will call this type 1 ability, and define it as follows.

(Able1 i ')
def
= 9� � (Bel i (Agt � i) ^ (Achieves � ')) ^ (Agt � i) ^ (Achieves � '):

Note that the action � in this definition is quantified de re with respect to the Bel modality [15,
p. 183]. The significance of this is that the agent must be ‘aware of the identity’ of the action
— it must have a rigid designator for it. Thus it is not enough for the agent to believe that
there exists some action that will achieve the goal. It must be aware of exactly which action
will achieve it.

Before proceeding, we prove some results about type 1 ability. First, we show that if an
agent has the type 1 ability to bring about some state of affairs, then that state of affairs is
actually possible.

THEOREM 5.1
j= (Able1 i ') ) E}'.

PROOF. Assume that hM;V; si j= (Able1 i ') for arbitrary hM;V; si. By expanding out the
definition of Able1, we get hM;V; si j= 9� � (Achieves � '). From this and the definition of
Achieves we get hM;V; si j= E(Happens �) ^ A(Happens �;'?), and hence hM;V; si j= E}'.

If an agent has the type 1 ability to bring about a state of affairs, then it is aware of this.

THEOREM 5.2
j= (Able1 i ') ) (Bel i (Able1 i ')).

PROOF. We need to show that if hM;V; si j= (Able1 i ') for arbitrary hM;V; si, then
hM;V; s0i j= (Able1 i ') for all s0 2 S such that (s; s0) 2 B([[i]]). Start by assuming that
hM;V; si j= (Able1 i ') for arbitrary hM;V; si. Hence hM;V; si j= 9� � (Bel i (Agt � i) ^
(Achieves � ')), and so for all s0 2 S such that (s; s0) 2 B([[i]]), we have hM;V; s0i j=
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9� � (Agt � i)^ (Achieves � '). We want to show that hM;V; s00i j= (Agt � i)^ (Achieves � ')
for all s00 2 S such that (s0; s00) 2 B([[i]]). But since the belief accessibility relation B is
transitive, it must be that if (s; s0) 2 B([[i]]), and (s0; s00) 2 B([[i]]), then (s; s00) 2 B([[i]]).
Hence hM;V; s00i j= (Agt � i) ^ (Achieves � '), so hM;V; s0i j= 9� � (Bel i (Agt � i) ^
(Achieves � ')) ^ (Agt � i) ^ (Achieves � '), and hence hM;V; s0i j= (Able1 i '), and we are
done.

If an agent has the type 1 ability to bring about some state of affairs, then it believes that state
of affairs is possible.

THEOREM 5.3
j= (Able1 i ') ) (Bel i E}').

PROOF. Assume that hM;V; si j= (Able1 i ') for arbitrary hM;V; si. By Theorem 5.2, we
therefore have hM;V; s0i j= (Able1 i ') for all s0 2 S such that (s; s0) 2 B([[i]]). From
Theorem 5.1, we thus have hM;V; s0i j= E}', and we are done.

An obvious failing of this definition when measured against our intuitions about ability is
that it does not allow for an agent performing an action in order to find out how to bring
about some state of affairs. This motivates a definition of type 2 ability, which allows for the
possibility of an agent performing an action in order to find out how to bring about a state
of affairs. The idea is that an agent will have the ability to bring about a state of affairs '
if either it has the type 1 ability to bring about ' (i.e. it knows of some action that it could
perform, which is guaranteed to bring about ' directly), or else it has the type 1 ability to
bring about a state of affairs where it has the type 1 ability to bring about '. We formalize
this as follows.

(Able i ')
def
= (Able1 i ') _ (Able1 i (Able1 i ')):

It is straightforward to see that type 1 ability implies type 2 ability.

THEOREM 5.4
j= (Able1 i ') ) (Able i ').

We can also prove results analogous to Theorems 5.1, 5.2, and 5.3 for Able. (Proofs for
Theorems 5.5 and 5.6 are straightforward, and are therefore omitted.)

THEOREM 5.5
j= (Able i ') ) E}'.

THEOREM 5.6
j= (Able i ') ) (Bel i E}').

THEOREM 5.7
j= (Able i ') ) (Bel i (Able i ')).

PROOF. We need to show that if hM;V; si j= (Able i ') for arbitrary hM;V; si, then
hM;V; s0i j= (Able i ') for all s0 2 S such that (s; s0) 2 B([[i]]). Start by assuming that
hM;V; si j= (Able i ') for arbitrary hM;V; si. By expanding out the definition of Able,
we get hM;V; si j= (Able1 i ') _ (Able1 i (Able1 i ')). We thus reason by cases. In the
first case, we have hM;V; si j= (Able1 i '), and so by Theorem 5.2, we have hM;V; si j=
(Bel i (Able1 i ')), hence hM;V; s0i j= (Able1 i ') for all s0 2 S such that (s; s0) 2 B([[i]]).
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By Theorem 5.4, we therefore have hM;V; s0i j= (Able i ') for all s0 2 S such that (s; s0) 2
B([[i]]), and so hM;V; si j= (Bel i (Able i ')). In the second case, we have hM;V; si j=
(Able1 i (Able1 i ')). So by Theorem 5.2, we have hM;V; si j= (Bel i (Able1 i (Able1 i '))),
hence hM;V; s0i j= (Able1 i (Able1 i ')) for all s0 2 S such that (s; s0) 2 B([[i]]), thus
hM;V; s0i j= (Able i ') for all s0 2 S such that (s; s0) 2 B([[i]]), and we are done.

To simplify future definitions, we will introduce another derived operator, Unable, which
has the obvious interpretation.

(Unable i ')
def
= :(Able i '):

We shall assume that if an agent is unable to achieve some state of affairs, then it is aware
that it is unable to achieve this.

j= (Unable i ') ) (Bel i (Unable i ')): (5.1)

We now need to define multi-agent ability, which we do by simply adapting the definition of
single-agent ability to the multi-agent case.

(J-Able1 g ')
def
= 9� � (M-Bel g (Agts � g) ^ (Achieves � ')) ^

(Agts � g) ^ (Achieves � ')

(J-Able g ')
def
= (J-Able1 g ') _ (J-Able1 g (J-Able1 g ')):

We now present some results about joint ability that are analogous to Theorems 5.1 through
to 5.7. (We omit proofs that can be obtained by straightforward adaptations of earlier results.)

THEOREM 5.8
j= (J-Able1 g ') ) E}'.

THEOREM 5.9
j= (J-Able1 g ') ) (M-Bel g E}').

THEOREM 5.10
j= (J-Able1 g ') ) (M-Bel g (J-Able1 g ')).

THEOREM 5.11
j= (J-Able1 g ') ) (J-Able g ').

THEOREM 5.12
j= (J-Able g ') ) E}'.

THEOREM 5.13
j= (J-Able g ') ) (M-Bel g (J-Able g ')).

PROOF. We need to show that if hM;V; si j= (J-Able g ') for arbitrary hM;V; si, then
hM;V; si j= (M-Bel g (J-Able g ')). Start by assuming that hM;V; si j= (J-Able g ') for arbi-
trary hM;V; si. By expanding out the definition of J-Able, we get hM;V; si j= (J-Able1 g ')_
(J-Able1 g (J-Able1 g ')). We thus reason by cases. In the first case, we have hM;V; si j=
(J-Able1 g '), and so by Theorem 5.10, we have hM;V; si j= (M-Bel g (J-Able1 g ')), so
from Theorem 5.11, we have hM;V; si j= (M-Bel g (J-Able g ')). In the second case, we
have hM;V; si j= (J-Able1 g (J-Able1 g ')). So by Theorem 5.10, we have hM;V; si j=
(M-Bel g (J-Able1 g (J-Able1 g '))), thus hM;V; si j= (M-Bel g (J-Able g ')), and we are done.
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THEOREM 5.14
j= (J-Able g ') ) (M-Bel i E}').

PROOF. Straightforward from Theorems 5.13 and 5.12.

We can now more precisely define potential for cooperation. With respect to agent i’s goal
', there is potential for cooperation iff:

1. there is some group g such that i believes that g can jointly achieve ';

and either

2. i can’t achieve ' in isolation; or

3. i believes that for every action � that it could perform that achieves ', it has a goal of not
performing �.

Note that in clause (1), an agent needs to know the identity of the group that it believes can
cooperate to achieve its goal. This is perhaps an over-strong assumption. It precludes an
agent attempting to find out the identity of a group that can achieve the goal, and it does not
allow an agent to simply broadcast its goal in the hope of attracting help (as in the Contract
Net protocol [27]). We leave such refinements to future work. Clause (2) represents the
paradigm reason for an agent considering a cooperative solution: because it is unable to
achieve the goal on its own. Clause (3) defines the alternative reason for an agent considering
cooperation: it prefers not to perform any of the actions that might achieve the goal. (We do
not consider the reasons why an agent will not want to perform a particular action — this will
be domain-specific.)

Using the various definitions above, we can now formally state the conditions that charac-
terize the potential for cooperation.

(PfC i ')
def
= (Goal i ') ^

(Bel i :') ^
9g � (Bel i (J-Able g ')) ^�

(Unable i ') _
(Bel i 8� � (Agt � i) ^ (Achieves � ') ) (Goal i (Doesn't �)))

�
:

We now prove some properties of potential for cooperation.

THEOREM 5.15
j= (PfC i ') ) (Bel i E}').

PROOF. Assume hM;V; si j= (PfC i ') for arbitrary hM;V; si. Then by expanding out the
definition of PfC, we get hM;V; si j= 9g � (Bel i (J-Able g ')). So for all s0 2 S such that
(s; s0) 2 B([[i]]), we have hM;V; s0i j= (J-Able g '), and so from Theorem 5.12, we have
hM;V; s0i j= E}'. Thus hM;V; si j= (Bel i E}').

The final result of this section shows that if there is potential for cooperation with respect
to an agent’s goal, then the agent is aware of this.

THEOREM 5.16
j= (PfC i ') ) (Bel i (PfC i ')).

PROOF. Assume hM;V; si j= (PfC i '), for arbitrary hM;V; si. We need to show that
hM;V; si j= (Bel i �), for each conjunct � in the definition of potential for cooperation:
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� hM;V; si j= (Bel i (Goal i ')).
Immediate from (A.11).

� hM;V; si j= (Bel i (Bel i :')).
Immediate from axiom 4 for belief modalities.

� hM;V; si j= (Bel i 9g � (Bel i (J-Able g '))).
Immediate from axiom 4 for belief modalities.

� hM;V; si j= (Bel i (Unable i ') _
(Bel i 8� � (Agt � i) ^ (Achieves � ') ) (Goal i (Doesn't �)))).
There are two cases to consider. For the first case, assume that hM;V; si j= (Unable i ').
Then by the assumption that agents are aware of what they cannot achieve, hM;V; si j=
(Bel i (Unable i ')).
For the second case, assume hM;V; si j= (Bel i 8� � (Agt � i) ^ (Achieves � ') )

(Goal i (Doesn't �))). In this case, hM;V; si j= (Bel i (Bel i 8��(Agt � i)^(Achieves � ') )
(Goal i (Doesn't �)))) follows from axiom 4 for belief modalities.

5.2 Team formation

Having identified the potential for cooperative action with respect to one of its goals, what is
a rational agent to do? We propose that such an agent will attempt to solicit assistance from
a group of agents that it believes can achieve the goal. If the agent is successful, then at the
conclusion of this team formation stage, the agent will have brought about in such a group
a mental state wherein each member of the group has a nominal commitment to collective
action. The group will not yet have fixed upon an action to perform, and in fact will not share
any kind of commitment other than to the principle of joint action. In particular, there will
not yet be a joint intention: this comes later.

How does an agent go about forming a team? The most important point to note is that
it cannot guarantee that it will be successful in forming a team: it can only attempt it. We
therefore require a model of attempts. We adopt that proposed by Cohen and Levesque [6, p.
240]. The idea is that an attempt by agent i to bring about a state ' is an action �, which is
performed by i with the goal that after � is performed, ' is satisfied, but with the intention
that at least  is satisfied. The ultimate goal of the attempt — the thing that i hopes to bring
about — is represented by ', whereas represents ‘what it takes to make an honest effort’ [6,
p. 240]. If i is successful, then bringing about  will be sufficient to cause '.

Formally, an attempt by i to achieve ' by performing �, at least achieving  , is written
fAttempt i � '  g; following Cohen and Levesque, we use curly brackets here to indicate
that attempts are complex actions, rather than predicates or modal operators [6, p. 240].

fAttempt i � '  g
def
=

2
664

(Bel i :') ^
(Agt � i) ^
(Goal i (Achieves � ')) ^
(Intend i �; ? true)

3
775?;�:

We prove some properties of attempts. First, if an agent attempts to bring about some state
of affairs ', then it believes that ' is possible.

THEOREM 5.17
j= (Happens fAttempt i � '  g) ) (Bel i E}').
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PROOF. Assume hM;V; pi j= (Happens fAttempt i � '  g) for arbitrary hM;V; pi. Then
from the definition of Attempt, we have hM;V; pi j= (Goal i (Achieves � ')). Hence from the
properties of Achieves, we have hM;V; pi j= (Goal i E}'). Now from (A.12), it must be that
hM;V; pi j= (Bel i E}').

Similarly, if an agent attempts to bring about some state of affairs ' by at least bringing about
 , then it believes that  is possible.

THEOREM 5.18
j= (Happens fAttempt i � '  g) ) (Bel i E} ).

PROOF. Assume hM;V; pi j= (Happens fAttempt i � '  g) for arbitrary hM;V; pi. Then
from the definition of Attempt, we have we have hM;V; pi j= (Intend i �; ? true). Now,
from the properties of Intend, we can conclude that hM;V; pi j= (Bel i E}(Happens �; ?)).
By temporal reasoning, we can conclude hM;V; pi j= (Bel i E} ).

The team formation stage can then be characterized as the following assumption about ratio-
nal agents: an agent i, who believes that there is potential for cooperative action with respect
to its goal ', will eventually attempt to bring about in some group g (which it believes can
jointly achieve '), a state wherein:

1. it is mutually believed in g that g can jointly achieve ';

2. it is mutually believed in g that every agent in g is individually committed to ', relative
to i still having a goal of ';

or, failing that, to at least cause in g

3. the mutual belief that i has a goal of '; and

4. the mutual belief that i believes g can jointly achieve '.

Parts (1) and (2) of this definition represent the minimal commitment that the group has
towards i’s goal ' if i is successful in its attempt to solicit assistance. This commitment
does not yet involve a collective goal; merely the mutual belief that the group can bring
about the goal, and that every member of the collective is individually committed to the
goal on i’s behalf. If g are helpfully inclined towards i, then this will be sufficient to cause
them to proceed to the next stage of CPS. We leave as unspecified the reasons why g may
(or may not) be helpfully inclined to i, as these reasons will be domain specific. Note that
part (2) of the definition might arguably be dropped: an agent might have its own reasons for
agreeing to participate in a cooperative action, that are unconnected with the original request
for participation.

It is implicit within this assumption that agents are veracious with respect to their goals,
i.e. that they will try to influence the group by revealing their true goal. We do not consider
cases where agents are mendacious (i.e. they lie about their goals), or when agents do not
reveal their goals. The interested reader is referred to [10, pp. 159–165] for a discussion and
formalization of such considerations.

It is useful to introduce a definition which captures the commitment that agents have to
collective action if team formation is successful. We write (Pre-Team g ' i) iff it is mutually
believed in g that: (i) g can jointly achieve '; and (ii) every agent in g has a commitment to
', relative to i still having a goal of '.

(Pre-Team g ' i)
def
= (M-Bel g (J-Able g ') ^ 8j � (j 2 g) ) (Commit j ' (Goal i '))):

The following results capture some important properties of Pre-Team.
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THEOREM 5.19
j= (Pre-Team g ' i) ) (M-Bel g (Pre-Team g ' i)).

PROOF. Straightforward from axiom 4 for M-Bel.

THEOREM 5.20
j= (Pre-Team g ' i) ) (M-Bel g E}').

PROOF. Assume that hM;V; si j= (Pre-Team g ' i) for arbitrary hM;V; si. Expanding out
the definition of Pre-Team gives hM;V; si j= (M-Bel g (J-Able g ')). Theorem 5.12 tells us
that j= (J-Able g ') ) E}', and from necessitation for M-Bel operators, we therefore know
that j= (M-Bel g ((J-Able g ') ) E}')). From the K axiom for M-Bel and propositional
reasoning, we can therefore conclude that hM;V; si j= (M-Bel g E}').

The main assumption concerning team formation can now be stated.

j= 8i � (Bel i (PfC i ')) ) A}9g � 9� � (Happens fAttempt i � p qg) (5.2)

where

p
def
= (Pre-Team g ' i)

and

q
def
= (M-Bel g (Goal i ') ^ (Bel i (J-Able g '))):

If team formation is successful, then for the first time there will be a social commitment: a
commitment by a group of agents on behalf of another agent.

5.3 Plan formation

If an agent is successful in its attempt to solicit assistance, then there will be a group of agents
with a nominal commitment to collective action. But collective action cannot actually begin
until the group agree on what they will actually do. Hence the next stage in the CPS process:
plan formation.

We saw above that a group will not form a collective unless they believe they can actually
achieve the desired goal. This, in turn, implies there is at least one action known to the group
that will take them ‘closer’ to the goal (see the definition of J-Able, above). However, it is
possible that there are many agents that know of actions the group can perform in order to take
them closer to the goal. Moreover, some members of the collective may have objections to
one or more of these actions. One of the desiderata for our model, discussed in Section 2.1, is
that agents are autonomous — they have control over their internal state, and will not simply
perform an action because another agent wants them to [33]. It is therefore necessary for the
collective to come to some agreement about exactly which course of action they will follow.
Such an agreement is reached via negotiation.

Negotiation usually involves agents making reasoned arguments for and against courses of
action; making proposals and counter proposals; suggesting modifications or amendments to
plans; and continuing in this way until all the negotiators have agreed a final result.1 Negotia-
tion has long been recognized as a process of some importance in multi-agent systems [23, 29]

1It may also involve agents lying, though we shall not consider such cases here.



582 The Cooperative Problem-Solving Process

Unfortunately, these analyses demonstrate that negotiation is also extremely complex — a
rigorous attempt at formalization is quite beyond the scope of this paper (see [20] for a log-
ical formalization of argumentation). Instead, we simply offer some observations about the
weakest conditions under which negotiation can be said to have occurred.

What can we say about negotiating a plan? First, we note that negotiation may fail: the
collective may simply be unable to reach agreement, due to some irreconcilable differences.
In this case, the minimum condition required for us to be able to say that negotiation occurred
at all is that at least one agent proposed a course of action which it believed would take the
collective closer to the goal. However, negotiation may also succeed. In this case, we expect
a team action stage to follow immediately — we shall say no more about team action here,
as this is the subject of the next section.

We shall now make the above discussion more precise. First, we define joint attempts:
what it means for a group of agents to collectively attempt something. As might be expected,
joint attempts are a generalization of single-agent attempts. An attempt by a group of agents
g to bring about a state ' is an action �, of which g are the agents, performed with the mutual
goal that after � is performed,' is satisfied, or at least  is satisfied (where  represents what
it takes to make a reasonable effort).

fJ-Attempt g � '  g
def
=

2
664

(M-Bel g :') ^
(Agts � g) ^
(M-Goal g (Achieves � ')) ^
(J-Intend g �; ? true)

3
775?;�:

We can now state the minimum conditions required for negotiation to have occurred. Intu-
itively, the group will try to bring about a state where they have agreed on a common plan,
and intend to act on it. Failing that, they will bring about a state where at least one of them has
proposed a plan which it believed would achieve the desired goal. More formally, if group g
are a pre-team with respect to agent i’s goal ', then g will eventually jointly attempt to bring
about a state in which g are a team with respect to i’s goal ', or, failing that, to at least bring
about a state where some agent j 2 g, has made g mutually aware of its belief that some
action � can be performed by g in order to achieve '. Formally:

(Pre-Team g ' i) ) A}9� � (Happens fJ-Attempt g � p qg) (5.3)

where

p
def
= (Team g ' i)

and

q
def
= 9j � 9� � (j 2 g) ^ (M-Bel g (Bel j (Agts � g) ^ (Achieves � '))):

We can make some other assumptions about agent behaviour during negotiation. Most
importantly, we assume that agents will attempt to bring about their preferences. For exam-
ple, if an agent has an objection to some plan, then it will attempt to prevent this plan being
carried out. Similarly, if it has a preference for some plan, then it will attempt to bring this
plan about. More precisely, if group g are a pre-team with respect to agent i’s goal ', and
there is some action � such that it is mutually believed in g that � achieves ', and that g are
the agents of �, then every agent j 2 g that has a preference that � does/does not occur will
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attempt to ensure that � does/does not occur, by at least making g mutually aware of its pref-
erence for/against �. Note that we are once again assuming that agents are veracious; that
they attempt to influence the team by revealing their true preferences, rather than by lying
about their preferences, or not revealing their true preferences.

To formalize the assumption that members make their preferences known, we need to
capture the notion of an agent trying to cause and trying to prevent a group performing an
action. These are straightforward.

(Try-to-cause i g �)
def
= 9�0 � (Agt �0 i) ^

(Happens fAttempt i �0(Does �) (M-Bel g (Goal i (Does �)))g) :

The definition of (Try-to-prevent i g �) is very similar to that of Try-to-cause, and is therefore
omitted. The assumption that agents who have a preference for some action make the team
mutually aware of their preference is captured in the following assumption.

j= 8� � (Pre-Team g ' i) ^ (M-Bel g (Agts � g) ^ (Achieves � ')) )
[8j � (j 2 g) ^ (Goal j (Does �)) ) A(Try-to-cause g �)]:

(5.4)

Similarly, the assumption that agents who prefer some action not to be performed make the
team mutually aware of their preference is captured as follows.

j= 9� � (Pre-Team g ' i) ^ (M-Bel g (Agts � g) ^ (Achieves � ')) )
[8j � (j 2 g) ) (Goal j (Doesn't �)) ) A(Try-to-prevent g �)]:

(5.5)

If the plan formation phase is successful then the team will have a full joint commitment to
the joint goal, and will have agreed to the means by which they will pursue their joint goal.2

5.4 Team action

If a collective is successful in its attempt to negotiate a plan, then we expect that collective
to follow up negotiation with action. This gives us the fourth, and final stage in our model:
team action. For this stage, we simply require that the team has a joint intention of an agreed
action. A group g are considered a team with respect to i’s goal ' iff there is some action �,
such that:

1. � achieves '; and

2. g have a joint intention of �, relative to i having a goal of '.

The formalization of Team is simple.

(Team g ' i)
def
= 9� � (M-Bel g (Achieves � ')) ^ (J-Intend g � (Goal i ')):

At this stage, the commitment that agents have to action is essentially that characterized by
Levesque–Cohen–Nunes in their model of teamwork [18]. From the definition of J-Intend, we
know that the group will remain committed to mutually believing they are about to perform
the action, and then performing it. Moreover, if ever one of them comes to believe, for

2Ideally, we would like to specify that the group also negotiate a convention for monitoring team action. Unfor-
tunately, we have no direct way of representing such behaviour: it would require quantification over formulae of the
language, and such a meta-level notion cannot be represented at the object level in a normal modal language such as
that used here.
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example, that i no longer has a goal of ', then this agent will make the team aware of this,
and team action will end. It is straightforward to prove the following properties of team
action.

THEOREM 5.21
j= (Team g ' i)) (M-Bel g E}').

THEOREM 5.22
j= (Team g ' i)) (M-Bel g E(Happens �)).

So a team working toward an agent i’s goal ' mutually believe that ' is possible. More-
over, they mutually believe that the action they intend to perform in order to achieve ' can
actually happen.

6 Desiderata revisited

In Section 2.1 we identified a number of properties that an adequate theory of CPS should
exhibit. We now revisit these properties, and see how our model stands up against them.

� Agents are autonomous.
The model predicts that once the agents are formed into a collective, they will attempt to
negotiate a plan that they believe will achieve the desired objective. Moreover, they will
make their preferences known with respect to such plans, and are not required simply to
accept another agent’s proposal; they are therefore autonomous.

� Cooperation can fail.
There are a number of stages at which the cooperation process may fail. First, an agent
that has recognized the potential for cooperation may be unable to form a team of agents.
Secondly, having formed the team, the agents may be unable to agree upon a plan of
action. Finally, cooperation may fail after a plan has been agreed because of unforeseen
circumstances or because one of the agents drops its commitment to the endeavour.

� Communication is essential.
Although we have not explicitly considered communication, our model is consistent with
one of the best current theories of speech acts: in [6], Cohen–Levesque built a theory in
which illocutionary acts are treated as attempts to bring about some mental state in con-
versation participants [6, p.227, pp.240–241]. At a number of points, our model predicts
precisely such attempts. For example, in the team formation stage, an agent that recog-
nizes the potential for cooperation will perform some action in an attempt to bring about
a Pre-Team mental state in some group that it believes can help with its goal.

� Communication acts are characterized by their effects.
In our model, rational agents will communicate with other agents if they recognize the
potential for cooperation with respect to one of their goals. However, our model does not
require that agents use any pre-defined communication language or cooperation protocol.
In our model, as in that of [6], any action can be viewed as communicative, as long as it
is performed by an agent in the appropriate circumstances.

� Agents are reactive.
The model presented above is essentially a set of liveness properties [21]; this is consis-
tent with the view of agents as intelligent reactive systems, responding in a reasoned way



The Cooperative Problem-Solving Process 585

to their goals, and events that occur in their environment. Moreover, the agents have a spe-
cific set of conditions and associated goals specified in their convention, which indicate
the events they should respond to.

� Agents initiate social processes.
The model predicts that agents will attempt to initiate social interaction if they have some
goals which they cannot achieve in isolation or for which they prefer the assistance of
others. Moreover, agents will initiate the social process of team planning if they reach the
state of being a Pre-Team, and the social process of team action if they reach the state of
being a team.

� Agents will be mutually supportive.
During the planning phase, the agents support one-another by making sure that they in-
form their fellow group members if they believe the plan will not achieve its intended aim
(for whatever reason). During execution, the social convention ensures that agents sup-
port one-another by ensuring that others know when they believe the cooperative activity
is in difficulty.

7 Discussion

This article has contributed to the theoretical foundations of multi-agent systems by pre-
senting a formal model of the cooperative problem solving process. This four-stage model
predicts and describes the circumstances under which agents will recognize the potential for
cooperation, and how they will behave when this situation arises, from attempting to build a
team, negotiating a collective plan, and acting as a team. We noted that this model is both
abstract and idealized: there are cases that it does not consider, and no doubt some assump-
tions have been made that are either too strong or too weak. Nevertheless, we are aware of
no other attempt to formalize the cooperative problem solving process in this way.

The fundamental nature and form of the model was deliberately chosen to provide assis-
tance to practitioners who are concerned with developing cooperating agents. The model
provides a coherent set of conceptual mechanisms upon which cooperative behaviour can
be based. Thus, these mechanisms can be used to identify a cooperating agent’s key data
structures, the properties that these structures should exhibit, the operations which can be
performed on the structures, and the various interrelationships which exist between the struc-
tures. Such models are especially useful when the cooperating agent is to be realized using a
(traditional) symbolic AI architecture since there is a comparatively straightforward mapping
between the model and the architecture’s separation of concerns.

There are a number of issues that we intend to address in future work, the most obvious
of which is the need for refinement of the model, including more detailed treatments of the
process of recognising potential for cooperation; the process of building a team; the process
of negotiation; and the various conventions that may be used for collective action. Finally,
we have said nothing about the meta-cooperative process by which agents come to agree on
a convention itself: we have taken conventions as given. In real-world cooperative scenar-
ios, such activities are just one part of the cooperative process, that must be addressed by
researchers in multi-agent systems.
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Appendix

A The formal framework: a complete definition

A.1 Syntax
DEFINITION A.1
The language contains the following symbols:
1. the propositional connectives : (not) and _ (or), and universal quantifier 8;

2. the operator symbols Bel, Goal, Happens, Agts, 2, =, and A;

3. a countable set Pred of predicate symbols — each symbol P 2 Pred is associated with a natural number called
its arity, given by arity(P );

4. a countable set Const of constant symbols, the union of the mutually disjoint sets ConstAg (agent constants),
ConstAc (action sequence constants), ConstGr (group constants), and ConstU (other constants);

5. a countable set V ar of variable symbols, the union of the mutually disjoint sets V arAg , V arAc, V arGr and
V arU ;

6. the action expression constructors ‘;’, ‘j’, ‘�’, and ‘?’;

7. the punctuation symbols ), (, � and comma ‘,’.

DEFINITION A.2
A term is either a constant or a variable; the set of terms is Term. The sort of a term is either Ag, Ac, Gr or U ; if
s is a sort then by Terms we mean Consts [ V ars. Thus �s 2 Terms.

Notice that the language contains constants, but no other functional terms. The syntax of (well-formed) formulae
(hfmlai) of the language is defined in Figure 1. Note that we demand that a predicate P is applied to arity(P )

terms.

A.2 Semantics
First, some general concepts. It is assumed that the world may be in any of a set S of states. A state transition is
caused by the occurrence of a primitive action (or event): the set of all primitive actions is DAc. From any state,
there is at least one — and perhaps many — possible actions, and hence resultant states. The binary relation R on S
is used to represent all possible courses of world history: (s; s0) 2 R iff the state s could be transformed into state
s0 by the occurrence of a primitive action that is possible in s. Clearly, R will branch infinitely into the future from
every state. A labelling function Act maps each arc in R to the action associated with the transition.

The world is populated by a non-empty set DAg of agents. A group over DAg is simply a non-empty subset
of DAg ; the set of all such groups is DGr . Agents and groups may easily be related to one-another via a simple
(typed) set theory. Agents have beliefs and goals, and are (idealized) reasoners. The beliefs of an agent are given by
a belief accessibility relation on S in the usual way; similarly for goals. Every primitive action � is associated with
an agent, given by Agt(�). Finally, the world contains other individuals (chairs, pints of beer, etc.) given by the set
DU . A complete formal definition of the language semantics will now be given. First, paths (a.k.a. fullpaths) will
be defined: a path represents a possible course of events through a branching time structure.
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hag-termi ::= any element of TermAg

hac-termi ::= any element of TermAc

hgr-termi ::= any element of TermGr

htermi ::= any element of Term
hpred-symi ::= any element of Pred

hvari ::= any element of V ar

hac-expi ::= hac-termi
j hac-expi ; hac-expi
j hac-expi ‘j’ hac-expi
j hstate-fmlai?
j hac-expi�

hstate-fmlai ::= hpred-symi(htermi; � � � ; htermi)
j (Bel hag-termi hstate-fmlai)
j (Goal hag-termi hstate-fmlai)
j (Agts hac-termi hgr-termi)
j (htermi = htermi)
j (hag-termi 2 hgr-termi)
j Ahpath-fmlai
j :hstate-fmlai
j hstate-fmlai _ hstate-fmlai
j 8hvari � hstate-fmlai

hpath-fmlai ::= (Happens hac-expi)
j hstate-fmlai
j :hpath-fmlai
j hpath-fmlai _ hpath-fmlai
j 8hvari � hpath-fmlai

hfmlai ::= hstate-fmlai

FIGURE 1. Syntax

DEFINITION A.3
If S is a non-empty set and R is a total binary relation on S then a path over S;R is an infinite sequence (su : u 2
IN) such that 8u 2 IN , su 2 S and (su; su+1) 2 R. The set of all paths over S;R is given by paths(S;R). The
head of a path p = (s0; : : :) is its first element s0, and is given by hd(p).

Next, we present the technical apparatus for dealing with the denotation of terms.

DEFINITION A.4
The domain of quantification, D, isDAg[(D�

Ac)[DGr[DU (where S� denotes the set of non-empty sequences
over S). If n 2 IN , then the set of n-tuples over D is denoted by Dn.

The language thus allows quantification over agents, sequences of primitive actions, groups, and other individuals.
(Note that D is fixed, for all states.)

DEFINITION A.5
An interpretation for constants, I , is a sort-preserving bijection I : Const ! D. A variable assignment, V , is a
sort-preserving bijection V : V ar ! D.

Constants are therefore rigid designators. It is possible to derive a function which returns the denotation of an
arbitrary term relative to I; V .
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DEFINITION A.6

[[� ]]I;V
def
=

�
I(�) if � 2 Const
V (�) otherwise.

Reference to I; V will usually be suppressed.

DEFINITION A.7
A model, M , is a structure:

hS;R;DAg; DAc; DGr;DU ; Act;Agt; B;G; I;�i

where:
� S is a non-empty set of states;

� R � S � S is a total binary relation on S;

� DAg is a non-empty set of agents;

� DAc is a non-empty set of actions;

� DGr is the set of groups over DAg ;

� DU is a non-empty set of other individuals;

� Act : R! DAc associates a primitive action with each arc in R;

� Agt : DAc ! DAg gives the agent of each primitive action;

� B : DAg ! }(S � S) associates a transitive, Euclidean, serial belief accessibility relation with every agent in
DAg ;

� G : DAg ! }(S � S) associates a serial goal accessibility relation with every agent in DAg , such that:

1. 8i 2 DAg , G(i) � B(i);

2. 8i 2 DAg , if (s; s0) 2 G(i) and (s; s00) 2 B(i) then (s00; s0) 2 G(i);

� I : Const! D is an interpretation for constants; and finally

� � is a function

� : Pred� S !
[
n2IN

Dn

which gives the extension of each predicate symbol in each state, such that

8P 2 Pred;8n 2 IN;8s 2 S; if arity(P ) = n then �(P; s) � Dn

(i.e. it preserves arity).

The semantics of the language are defined via the satisfaction relation, ‘j=’, which holds between interpretation
structures and formulae of the language. For state formulae, an interpretation structure is a triple hM;V; si, where
M is a model, V is a variable assignment and s is a state. For path formulae, an interpretation structure is a triple
hM;V; pi, where p is a path. The rules defining the satisfaction relation are given in Figure 3 (state formulae) and
Figure 4 (path formulae). The rules make use of some syntactic abbreviations. First, we write occurs(�;u; v; p) if
action � occurs between ‘times’ u; v 2 IN on the (possibly finite) path p: this meta-level predicate is defined by the
rules in Figure 2.

Additionally, two functions are defined that return all the primitive actions referred to in an action sequence, and
the agents required for an action term, respectively.

actions((�1; : : : ; �n))
def
= f�1; : : : ; �ng

agents(�)
def
= fi j 9�0 2 actions([[�]]) s.t. Agt(�0) = ig

(where � 2 TermAc):
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occurs(�; u; v; (s0; : : :)) iff [[�]] = (�1; : : : ; �n); n � v � u and 8w 2 f1; : : : ; ng;
Act(su+w�1; su+w) = �w

(where � 2 TermAc)
occurs(�;�0; u; v; p) iff 9w 2 fu; : : : ; vg s.t. occurs(�; u; w; p) and

occurs(�0; w; v; p)
occurs(�j�0; u; v; p) iff occurs(�; u; v; p) or occurs(�0; u; v; p)
occurs('?; u; v; p) iff hM;V; hd(p)i j= '

occurs(��; u; v; p) iff 9w1; : : : ; wx 2 IN s.t. (w1 = 0) and (w1 < � � � < wx)
and 8y 2 f1; : : : ; xg; occurs(�;wy ; wy+1; p)

FIGURE 2. The meta-language ‘occurs’ predicate

hM;V; si j= true

hM;V; si j= P (�1; : : : ; �n) iff h[[�1]]; : : : ; [[�n]]i 2 �(P; s)
hM;V; si j= (Bel i ') iff 8s0 2 S; if (s; s0) 2 B([[i]])

then hM;V; s0i j= '

hM;V; si j= (Goal i ') iff 8s0 2 S; if (s; s0) 2 G([[i]])
then hM;V; s0i j= '

hM;V; si j= (Agts � g) iff agents(�) = [[g]]
hM;V; si j= (�1 = �2) iff [[�1]] = [[�2]]
hM;V; si j= (i 2 g) iff [[i]] 2 [[g]]
hM;V; si j= A' iff 8p 2 paths(S;R); if hd(p) = s

then hM;V; pi j= '

hM;V; si j= :' iff hM;V; si 6j= '

hM;V; si j= ' _  iff hM;V; si j= ' or hM;V; si j=  

hM;V; si j= 8x � ' iff hM;V y fx 7! dg; si j= '

for all d 2 D s.t. x and d are
of the same sort

FIGURE 3. State formulae semantics

A.3 Some properties
If a formula ' is valid (satisfied by all interpretation structures), we write j= ', as usual. The language defined
above is a many-sorted first-order language, and it inherits the expected properties of such languages. Additionally,
the Bel and Goal operators have the properties that one would expect of them, given the restrictions on accessibility
relations enforced above: the logic of Bel is KD45, and the logic of Goal is KD. Necessitation works for both Bel

and Goal [4].

THEOREM A.8

j= 8i � (Bel i ')  ) ) ((Bel i ') ) (Bel i  )) (A.1)

j= 8i � (Bel i ') ) :(Bel i :') (A.2)

j= 8i � (Bel i ') ) (Bel i (Bel i ')) (A.3)
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hM;V; pi j= (Happens �) iff 9u 2 IN s.t. occurs(�; 0; u; p)
hM;V; pi j= ' iff hM;V; hd(p)i j= '

(where ' is a state formula)
hM;V; pi j= :' iff hM;V; pi 6j= '

hM;V; pi j= ' _  iff hM;V; pi j= ' or hM;V; pi j=  

hM;V; pi j= 8x � ' iff hM;V y fx 7! dg; pi j= '

for all d 2 D s.t. x and d are
of the same sort

FIGURE 4. Path formulae semantics

j= 8i � :(Bel i ') ) (Bel i :(Bel i ')) (A.4)

j= ' ! j= 8i � (Bel i ') (A.5)

j= 8i � (Goal i ')  ) ) ((Goal i ') ) (Goal i  )) (A.6)

j= 8i � (Goal i ') ) :(Goal :') (A.7)

j= ' ! j= 8i � (Goal i '): (A.8)

PROOF. These properties are generalizations of the corresponding modal logic theorems implied by the restrictions
imposed on the model theory of the language — see, for example, [4].

Turning to the relationship between beliefs and goals, we can prove the following.

THEOREM A.9

j= 8i � (Bel i ') ) (Goal i ') (A.9)

j= 8i � (Goal i ') ) :(Bel i :') (A.10)

j= 8i � (Goal i ') ) (Bel i (Goal i ')): (A.11)

PROOF. Axiom (A.9) is known as realism, and is a consequence of an agent’s goal accessibility relation being a
subset of its belief accessibility relation [5, pp. 227–228]. The second realism axiom (A.10) also follows from
this constraint. For suppose that hM;V; si j= (Goal i '), for arbitrary hM;V; si. Then for all s0 2 S such that
(s; s0) 2 G([[i]]), we have hM;V; s0i j= ', and since G([[i]]) � B([[i]]), it must be that (s; s0) 2 B([[i]]). Hence
hM;V; si j= :(Bel i :'). For (A.11), assume hM;V; si j= (Goal i ') for arbitrary '. Hence hM;V; s0i j= '

for all s0 2 S such that (s; s0) 2 G([[i]]). We need to show that for all s00 2 S such that (s; s00) 2 B([[i]]), we
have hM;V; s00i j= (Goal i '). But if (s; s0) 2 G([[i]]) and (s; s00) 2 B([[i]]), then from the constraint on the goal
relation, we must have (s00; s0) 2 G([[i]]), and since hM;V; s0i j= ', we have hM;V; s00i j= (Goal i '), and we
are done.

We will also require that the logic satisfies the following strong realism constraint.

j= 8i � (Goal i E') ) (Bel i E'): (A.12)

Thus if an agent has a goal that ' is possibly satisfied, then it believes that ' is possibly satisfied. The semantic
constraint corresponding to this axiom is quite intuitive, but we omit it in the interests of brevity — the reader is
referred to [22, pp. 317–333] for a discussion.

THEOREM A.10

j= A(')  ) ) ((A') ) (A )) (A.13)

j= A' ) ' (A.14)

j= :A' ) A:A' (A.15)

j= ' ! j= A': (A.16)
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The A operator thus has the properties of a normal modal operator based on a universal relation, and thus analogues
of the modal axioms KT5 (modal system S5) hold for this operator [4, p. 98]; also, a version on necessitation holds.

The following theorem captures some simple properties of action expressions and the Happens operator that are
used in our proofs (see [5, p. 229] for others).

THEOREM A.11

j= (Happens '?) ) ' (A.17)

j= (Happens �;'?) ) }': (A.18)

PROOF. For (A.17), assume hM;V; pi j= (Happens '?) for arbitrary p. Then by the semantics of Happens, we
have hM;V; hd(p)i j= ', hence hM;V; P i j= '. For (A.18), assume hM;V; pi j= (Happens �;'?). Then
by the semantics of Happens, we have that occurs('?; u; v; p) for some u; v 2 IN , such that v > u. Hence

hM;V; pi j=}'.

The M-Bel operator has properties rather similar to those of Bel.

THEOREM A.12

j= 8g � (M-Bel g ')  ) ) ((M-Bel g ') ) (M-Bel g  )) (A.19)

j= 8g � (M-Bel g ') ) :(M-Bel g :') (A.20)

j= 8g � (M-Bel g ') ) (M-Bel g (M-Bel g ')) (A.21)

j= 8g � :(M-Bel g ') ) (M-Bel g :(M-Bel g ')) (A.22)

j= ' ! j= (M-Bel g '): (A.23)
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