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Abstract

Joint responsibility is a new meta-level description of
how cooperating agents should behave when engaged in
collaborative problem solving. It is independent of any
specific planning or consensus forming mechanism, but
can be mapped down to such a level. An application of
the framework to the real world problem of clectricity
transportalion  management  is  given and  its
implementation is discussed. A comparative analysis of
responsibility and two other group organisational
structurcs, selfish problem solvers and communitics in
which  collaborative  behaviour  emcrges  from
interactions, is undertaken. The aim being to cvaluate
their relative performance characteristics in dynamic and
unpredictable environments in which dccisions are taken
using partial, imprecise views of the system.

Introduction

As computing systcms arc being applicd Lo cver more
demanding and complex domains, so the infecasibility of
constructing a singlc monolithic problem solver becomes
more apparent. To combat this complexity barricr, systcm
engincers are starting to investigate the possibility of using
multiple, cooperating problem solvers in which both
control and data is distributed. Each agent has its own
problem solving competence; howcever it needs to interact
with others in order (o solve problems which lic outside its
domain of cxpertisc, to avoid conflicts and to cnhancc its
problem solving.

To date, two types of multi-agent system have been
built: those which solve particular problems (cg air traffic
control (Cammarata, McArthur & Steeb 1983), vehicle
monitoring (Lesscr & Corkill 1983) and acting as a pilot’s
aid (Smith & Broadwcll 1988)) and those which arc
general (cg MACE (Gasscr, Braganza & Herman 1988)
and ABE (Haycs-Roth ct al. 1988)). Howcver, as yct, there
have been few scrious attempts at applying gencral-

t The work described in this paper has been partially
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purpose systcms to real size, industrial problems (Jennings
& Wittig 1992). One of the major stumbling blocks to this
advancement has been the lack of a clear, implementable
theory describing how groups of agents should interact
during collaborative problem solving (Bond & Gasser
1988; Gasser & Huhns 1989). Such a theory becomes
especially important in complex domains in which events
occur at unpredictable times, in which decisions are based
on incomplete and imprecise information, in which agents
posses multiple arcas of problem solving competence and
when social interactions are complex (i.e. involve several
itcrations over a prolonged period of time). In these harsh
cnvironments it is difficult to cnsurc that a group’s
bchaviour remains  coordinated, because  initial
assumptions and dcductions may be incorrect or
inappropriatc; thereforc a comprehensive thecory must
provide a grounded basis from which robust problem
solving communitics can be constructed.

Many authors have recognised that intentions, a
commitment to present and future plans (Bratman 1990)
arc essential in guiding the actions of an individual (Cohen
& Levesque 1990; Wemer 1989). However in order to
describe the actions of a group of agents working
collaboratively the notion of joint intentions, a joint
commitment to perform a collective action while in a
certain shared mental state (Cohen & Levesque 1991) is
nceded to bind the actions of tcam members together.
Most accounts concentrate exclusively on what it means
for a joint intention to cxist (Rao & Georgeff 1991; Searle
1990; Tuomecla & Miller 1988); this description being in
terms of nested structures of belicf and mutual belief about
thc goals and intentions of other agents within the
community. In contrast, the notion of joint responsibility
(Jennings 1991a) outlincd in this paper stresses the role of
intentions as ‘“conduct controllers” (Bratman 1990) -
specifying how agents should behave whilst engaged in
collaborative problem solving. This bchavioural
specification offers a clearer path from theory to
implementation; providing functional guidclines for
architecture design, criteria against which the monitoring
component can evaluate ongoing problem solving and a




prescription of how to act when collaborative problem
solving beccomes untenable. Responsibility subsumes the
work on joint persistent goals (Levesque, Cohen & Nuncs
1990), dcfining a fincr structurc for joint commitment
which involves plan states as well as goal states.

The responsibility framework has been implemented in
GRATE* (Jennings 1992) and dcmonstrated on the
cxemplar domain of monitoring clectricity transportation
nctworks. The problems faced in this domain arc typical of
many industrial applications - cspecially the nced to
respond to the dynamics of the process being controlled/
monitorcd and taking dccisions using partial, imprecise
views of the system. An introduction to electricity
transport management is given and a joint action involving
three agents is described. The responsibility framework is
outlined and its implementation in GRATE* is discussed.
Finally some cxperimental results are given: offcring an
cmpirical cvaluation of the characteristics of the proposcd
framcwork in dynamic, unpredictable environments.

Monitoring Electricity Transport Networks

To be available at customers’ sites, clectricity has to be
transported, sometimes over many hundreds of kilometres,
from the power station where it is produccd. During this
process, there is significant scope for problems (cg power
lincs may become broken, substations damaged by
lightning strikes, ctc.). To cnsure carly detection of such
problecms, many distribution companics have installed
sophisticated monitoring and diagnosis softwarc. An
illustration of three such systems, working together to
produce a list of faults, is given below:

Faulty
. clements
Monitoring
information
Network mode Black out

Network model

update

Monitoring
information

...............................................................

Figurc 1: Coopcerating Agents

The CSI is responsible for receiving messages from the
nctwork and analyzing them to determine whether they
represent a fault. The AAA can pinpoint the clements at
fault and the BAI can indicate the group of clements out of
service, both agents using information from the CSI.
Several cooperative scenarios can be identified between
this group of agents (Aarnts ct al. 1991), however we

concentratc on the onc dcpicted above. The CSI is
continuously receiving information about the state of the
network, which it groups together and analyses. In most
cascs, this information will periodically be sent to the BAI
and AAA so that they can update their network modecls.
However when the information encodcs a fault, the CSI
immcdiately informs the other two. The AAA starts its
diagnostic process for identifying the specific nctwork
clements at fault - initially producing a quick, approximate
answer which it subscquenty refines using a more
accuratc procedurc. At the same time, the BAI starts
detcrmining the group of clements out of service (the
black out arca), which when calculated is passed onto the
AAA. In order to be consistent, the elements identificd by
the AAA should also be in the black out arca produced by
the BAI - a fact taken into account by the AAA while
carrying out its dctailed diagnosis. While the AAA and
BAI arc working on the diagnosis, the CSI continucs to
monitor the network in order to detect significant changes
in status, which will invalidate any diagnoses being made,
or indicatc whether the fault was only transicnt. Once a
fault has been detected, each agent has a role to play and
by combining their cxpertise, problem solving is
enhanced. Overall system robustness and performance can
be improved by intelligently sharing information which is
available in the system, but not readily available to all the
agents. There are two main cases in which this can be
scen: firstly if the CSI detects that the fault is transient,
mcaning the other two arc atlempting to diagnosc a
nonexistent fault. Sccondly if further faults occur, the
nctwork topology may be so radically altered that the
diagnosis is predicated on invalid assumptions.

Joint Responsibility

The formal account of joint responsibility uses modal,
temporal logics to define preconditions which must be
satisfied before joint problem solving can commence and
to prescribe how individual tcam members should behave
once it has (Jennings 1991a). Both facets arc essential
ingredicnts for a full definition of joint intentionality.

Joint Problem Solving Pre-Conditions

Once the need for joint action has been established, three
conditions nced to be met before it can actually begin.
Firstly, a group of agents who wish to solve a common
problem must be identificd. In our cxample, willing
participants arc those which have or can be persuaded to
have the goal of participating in the detection of faulty
nctwork clements. Sccondly, participants must agree that
they will work together to achieve their common objective
- in particular they must acknowledge the principle that a




common solution is cssential. Without acknowledging
this, thcre can be no intentional joint action, only
unintentional (accidental) intcraction (Bratman 1990). The
actual solution will only begin to be developed once all
prerequisitecs have been satisficd. Finally agents must
agree that they will obey a “code of conduct” to guide
their actions and interactions whilst performing the joint
activity. This codc specificd below ensures that the group
operates in a coordinated and cfficient manner and that it
is robust in the face of changing circumstanccs.

Prescription of Behaviour

A comprchensive description of how individuals should
behave in social interactions needs to address the duality
of roles which they play - describing how to carry out
local problem solving and how to act towards othcrs

The notion of commitment is central to the definition of
joint responsibility and means that once agents agree they
will perform an action they will endeavour to carry it out.
Thercfore once the common solution has been agreed, all
participants should cnsurc that they rescrve sufficient
rcsources Lo carry out the actions in which they are
involved. However because of the unpredictability and
dynamics of thc environment - cvents may occur which
affcct this commitment. For cxample new information
may bccome available which invalidatcs previous
assumptions or uncxpccted cvenls may require urgent
attention. In such circumstances, it would be irrational for
an agent o remain committed to the previously agreed
actions; so conditions for reneging need to be enumecrated.
There are two levels at which lack of commiument can
occur: to the common objcctive (cg there is no longer a
nced to diagnose faults) or to the common solution. The
following rcasons for dropping commitment to the
common objcctive have been given (Levesque, Cohen &
Nuncs 1990):

* the objective alrcady holds

cg another agent has computed the faulty clements

« the motivation for the objective is no longer present

eg CSI realises that the group of alarms do not
corrcspond to a fault

« the objective will never be attained

cg AAA rcaliscs that it is not being supplicd with
sufficicnt alarm mcssagces to make a diagnosis

Howcver conditions under which agents can drop
commitment to thc common solution also nccd to be
defincd (Jennings 1991a). Scparatc conditions rclating to

plan states are neccssary because dropping commitment to
a plan typically involves developing a new solution for the
same problem rather than dropping the goal completely
(i.e. it has a diffcrent functional role) and also that it
provides a more dctailed specification for the system
implementor. Reasons include:

« following the agrced plan docs not Iead to the desired
outcome

cg CSI dctects a substantial change in the nctwork,
mcaning that the modcls being used by the AAA and
BAI arc so inaccurate that any ensuing diagnosis will
be incorrect

« one (or more) of the actions cannot be executed

cg CSI is no longer recciving information about the
network and so is unable to monitor its status

« onc of the agrced actions has not becn performed
corrcctly

cg the BAI has been distracted by an unplanned task
and cannot produce the black out arca at the agreed
time. Mcaning the AAA cannot compare its initial
hypothescs with the black out arca to cnsurc
consistency before undertaking the detailed analysis.

When an individual beccomes uncommitted (to either the
objcctive or the means of atlaining it) it cannot simply stop
its own activity and disrcgard othcr team members. Rather
it must endcavour to inform all team members of this fact
and also of the reason for the change. This ensures tcam
mcmbers can monitor the progress of events which affect
their joint work and, in the case of failure, the amount of
wasted resource can be minimised. Combining the local
and social facets, lcads to the following prescription of
behaviour for each team member:

while committed to joint action do
perform agreed activitics at correct times
monitor situation to ensurc commitment is still
rational
if no longer jointly committed then
suspend local actions associated with joint act
determine if local remedial action available
inform others of lack of commitment, rcason and
proposed remedy if exists

The remedy will depend on the rcason for dropping
commitment; varying from rescheduling actions if the plan
was not exccuted correctly, to drawing up a new solution
if the plan no longer leads to the desired objective, to
abandoning the joint action if the objective is unattainable
or the motivation no longer valid.




Implementing Responsibility

Joint responsibility is a meta-level prescription of agent
behaviour during collaborative problem solving which is
indcpendent of the mechanisms uscd to obtain agreements
and carry out planning. It is, therefore, cqually applicable
in communitics where onc agent carrics out all the
planning for othcr agents and in thosc in which the
planning is carricd out as a collaborative activity. It makes
explicit much of thc rcasoning present in such planning
systems, thus facilitating dceper rcasoning about the
process of collaboration. There arc an infinitc number of
possible rcalizations of the framework (of which GRATE*
is but onc); cach with its own protocol for obtaining
agrecments and dcfining the common solution. GRATE*
agents have the architecture shown below - thicker arrows
represent data flow and the thinner oncs control.
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Figurc 2: GRATE* Agent Architecture

An agent is divided into two parts: the domain level
system (DLS) in which thc agent’s problem solving
competence is located and the cooperation and control
layer (CCL) which cnsures that domain level actions are
coordinated with thosc of others. The CCL has three main
problem solving components - cach implemented as an
independent production system communicating with the
others via messages. The situation assessment module
provides an overview and cvaluation of the local and
global situation, as perceived by that agent. It monitors
local actions (o ensurc commitments arc honoured, detects
commitment failures and proposcs remedial solutions if
they exist. The cooperation module has to establish social
intcractions once the situation assessment module detects
the nced (cg cnact the GRATE* responsibility protocol),
maintain established social intcractions and provide

feedback on social action initiations from other agents.
The control module is the interface to the DLS and is
responsible for managing all interactions with it. The
information storc provides a repository for all domain
information rcceived by the CCL (cmanating from cither
the DLS or as a result of intcraction with other agents).
The acquaintance and sclf modcls arc representations of
other agents and of the local domain level system
respectively (Jennings 1991b).

In the GRATE* protocol, each tcam has one leader - the
agent which detects the need for joint action. This agent
then contacts other community members to establish
whether they are interested in participating in the group
activity. Interested community members create a joint
intecntion representation within their self model (sce
below) and return a message indicating their willingness to
participate.

Name: (DIAGNOSE-FAULT)
Motivation: ((DIAGNOSE-NETWORK-FAULT))

Chosen Recipe: (((START (IDENTIFY-INITIAL-BOA))
(START(GENERATE-TENTATIVE-DIAGNOSIS)) (START
(MONITOR-DISTURBANCE))) ((START (PERFORM-

FINAL-DIAGNOSIS))))
Start Time: 8 Maximum End Time: 82
Duration: 74 Priority: 20

Status: EXECUTING-JOINT-ACTION

Outcome: (VALIDATED-FAULT-HYPOTHESES)
Participants: ((SELF PROPOSER EXECUTING-JOINT-
ACTION) (CS/ TEAM-MEMBER EXECUTING-JOINT-
ACTION) (BAI TEAM-MEMBER EXECUTING-JOINT-
ACTION))

Bindings: ((BA/ (IDENTIFY-INITIAL-BOA) 19) (SELF
(GENERATE-TENTATIVE-DIAGNOSIS) 19) (CS/
(MONITOR-DISTURBANCE) 19) (SELF (PERFORM-
FINAL-HYPOTHESIS-DIAGNOSIS) 35))
Contribution: ((SELF ((GENERATE-TENTATIVE-
DIAGNOSIS) (YES SELECTED)) ((PERFORM-FINAL-
DIAGNOSIS) (YES SELECTED))) (BAI ((IDENTIFY-
INITIAL-BOA) (YES SELECTED))) (CS/ ((MONITOR-
DISTURBANCE) (YES SELECTED))))

Most of the structure is sclf cvident, however some slots
rcquirc cxplanation. The chosen recipe (Pollack 1990) for
joint intentions is a scrics of actions together with some
temporal ordering constraints that will produce the desired
outcome and for individual intentions (sce figure 3) it is
the name of a local recipe. For joint intentions the status
refers to the current phase of the protocol - forming-group,
developing-solution or exccuting-joint-action; whereas for
individual intentions it is simply exccuting or pending.
The participants slot indicates the organisational structure
of the group - in this example there is onc organiser
(AAA) and two other tcam members (BAI & CSI). The




bindings indicatc the agents who were chosen o
participate, the actions they are to perform and the time at
which thesc actions should be carricd out. The
contribution slot rccords thosc agents who expressed an
interest in participating in the joint action, the actions they
could potcntially contribute, an indication of whether they
were willing to make this contribution in the context of the
joint action and whether or not thcy were ultimately
choscn to participate.

When all the potential tcam members have replicd
indicating their willingness (or not) to participate, the
lcader decides upon a recipe for realising the desired
outcome. It then starts the detailed planning of the recipe’s
action timings using the following algorithm:

Forall actions in rccipe do
sclect agent A to carry out action o
(criteria: minimize number group members)

calculate time (t,) for a to be performed based on
tecmporal orderings

send (o, ty) proposal to A

A cvalualcs proposal against cxisting commitments
(C’s):
if no-conflicts (a, t,) then crcatc commitment Cg
for A to (o, tg)

if conflicts((a, tg), C) a priority(a) > priority(C)
then crcatc commitment Cy, for A to (a, () and
reschedule C '

if conflicts((a, ty), C) a priority(w) < priority(C)
then find free time (L + At,y), notc commitment Cy
~ and return updated time to Icader

il time proposal modificd, updatc remaining action
times by At

Making a commitment (above) involves creating an
individual intention to perform an action:

Name: (ACHIEVE (IDENTIFY-INITIAL-BOA))
Motivation: (SATISFY~JOINT-ACTION (DIAGNOSE-

FAULT)))
Chosen Recipe: (IDENTIFY-INITIAL-BOA)
Start Time: 19 Maximum End Time: 34
Duration: 15 Priority: 20

Status: PENDING

Figure 3: Individual Intention Representation

Qutcome: (Black-Out-Area)

Experimental Results

To verify the claim that the responsibility [ramework is
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Figure 4: Varying Chance of Unsustainability
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capablc of cnsuring robust joint problem solving in
dynamic and unpredictable cnvironments, a serics of
comparative cxperiments were undertaken using the
coopcrative scenario outlined carlier. Three organisational
structurcs were comparcd: responsibility, implicit group
formation and selfish problcm solvers. With the implicit
organisational structurc the agents do not explicitly form
groups (therc is no joint intcntion), rather the group
structurc “cmerges” as a result of intcraction (Stecls
1991). In the sclfish organisation, groups and common
solutions arc formcd as in thc GRATE* rcsponsibility
protocol. However if an agent comes to belicve that the
joint action has becomc unsustainable, it stops the
associated local processing, but docs not inform others of
its lack of commitment. This is dcecmed sclfish becausce the
agent who dctects a problem and realiscs that the joint
action is doomed to failurc docs not cxpend additional
resources informing othcrs, since doing so brings it no
dircct benefit.

Figurc 4 shows the performance of the three groups, in
the face of varying chances of the joint action becoming
unsustainable. An incrcascd chance of unsustainability
correcsponds 10 a morc dynamic cnvironment or an
cnvironment in which dccisions arc bascd on lcss stable
views. The distribution of the reason for unsustainability is
uniform over the conditions described carlier, as is the
time during the joint action at which thc problem occurs.
Wasted cffort is dcfincd to be the numbcer of processing
cycles from the rcason for commitment failure occurring,
to the time when an agent stops performing its associated
actions. The average is taken over all the agents in the
tcam (3 in this casc) over 100 runs.

As this figurc shows, the average wasted cflort for the
responsibility framcwork is significantly lcss than the
other two organisational forms, confirming our hypothcsis
that it Icads to robust behaviour in complex cnvironments.
The implicit group performs better than the sclfish onc
because agents exchange information (bascd on known
intcrests stored in the acquaintance modcls (Jennings
1991b)) which can lcad to the rccipicnt realising that some
of its intendcd actions arc no longcer appropriate and hence
should be abandoncd. This informal interchange mcans
that in the casc of unsustainability, an agent which cannot
dctect a problem with the joint action itsclf may be
supplicd with the necessary information by an agent who
can. In contrast, in the sclfish group structurc such
informal communication paths werce dcliberately not uscd
since calculating agents intcrested in a  picce of
information rcquirecs computational rcsource - mcaning
agents which were unable to detect a problem were Ieft to
complete all their actions. Thercfore when claiming that
sclf interest is the basis for cooperation (Durfee, Lesscr &

Corkill 1988; Axclrod 1984), it is important to note that it
should not be used as a critcria for defining agent
behaviour once the social action has started. Participation
in group problem solving requires some element of
compromise, meaning self interest needs to be tempered
with considcration for the group as a whole.

Other studies were also carried out to examine the
behaviour of the responsible (RESP) and implicit (IMP)
groups when  processing  power is  limited and
communication dclays varicd. Figure 5a shows the affect
of limiting the CCL’s processing power - in terms of the
total number of rules it can fire per cycle. It shows that the
difference in start times between the two organisational
forms rcmains virtually constant except when the amount
of processing per time unit becomes very small. This is
somewhat surprising since it was envisaged that the
responsibility protocol would require greater processing
power and hence bec more adversely affected. The
responsibility framcwork always takes longer to start,
because it constructs groups and common solutions afresh
cach time a joint action is required. In practice it is
unlikely that such activities would nced to be undertaken
cvery time, because common patterns would begin to
emerge and hence rcasoning from first principles would
not be nccessary. The figure also shows that cxcept in
cases where processing is severely limited, the delay
(comparcd with infinite proccssing power) in the time
taken to finish the joint action is approximately the same
for both organisational forms. Figure 5b shows thc affect
of varying the time taken for a message to be delivered. By
showing a sharper rise in start and finish times, it
highlights the greater communication overhcad present in
the responsibility protocol - a result consistent with theory
and practicc of organisational scicnce

Conclusions

The responsibility framework provides a new meta-level
description of how agents should bechave when engaged in
collaborative problem solving. It has been implemented in
the GRATE* system and applied to the real-world
problem of clectricity transportation management. An
analysis of its performance characteristics has been
undertaken: comparing it with emergent and selfish group
organisational structurcs. These experiments highlight the
benefits, in terms of decreased resource wastage, of using
responsibility as a means for prescribing agent behaviour
in dynamic and unpredictable environments. They also
indicatc that, in most cases, the GRATE* responsibility
protocol requires no more processing power than the
implicit group structure. Onc potential drawback, that of a
large communication overhead, has been identified -
therefore for less complex forms of social intcraction or




time critical cnvironments it may be appropriatc to devisc
a morc cfficicnt protocol, whilst retaining the behavioural
specification for robust and cohcrent behaviour,
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