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Performance of an Adaptive Successive Serial-Parallel
CDMA Cancellation Scheme in Flat Rayleigh Fading
Channels

Tik-Bin Oon, Member, IEEERaymond Steeld-ellow, IEEE and Ying Li

Abstract—The performance of a successive concatenated can-detection of weaker signals to be unreliable. The result is a
cellation scheme for code-division multiple-access (CDMA) uplink  decrease in the system capacity. Also, due to the asynchronous
transmission in cellular mobile radio is presented. Both serial and nature of the uplink channel, the nonzero cross correlation

parallel cancellation stages are employed. The serial cancellation bet th \ di d d ltiol
stage is first used to obtain initial data estimates followed by the etween the users: spreading codes produces a mulliple-access

parallel cancellation stages to enhance the accuracy of the esti-interference (MAI) noise floor that increases linearly with
mates. The performance of this scheme is evaluated via analysisthe number of users. Schemes have since been proposed to

and simulation. In our analysis, we develop a model to consider gvercome the two undesirable features [1], [2]. They are, how-
the impact of wrongly estimating the phase and amplitude of the o\er more complex than the single-user MF detection scheme.

channel impulse response on the successive concatenated cancellac lexit . ith th b f f tial
tion scheme. Analysis and simulation results in flat Rayleigh fading ompiexity varies wi € number of users from exponentia

asynchronous channels with both perfect and nonperfect channel for the optimurr_1 detectiop scheme proposed by Verdu [3], to
estimation and with perfect ranking confirms the accuracy of our lesser complexity suboptimum arrangements, such as parallel
analytical model as well as the significant improvement in per- or serial successive cancellation schemes [41.

formance compared to the conventional single-user matched filter We are concerned here with CDMA communications in cel-

(MF) detection and the stand-alone parallel cancellation schemes. ul dio wh th is a limit on th . ttainabl
Analytical results also show that the concatenated scheme has the ular radio wnere there 1s a imit on the maximum attainaple ca-

potential to reach the single-user performance bound for a wide pacity on the_ reverse link [5]. This is because Qf the uncan(?elled
range of user base size, up td&€ = 120 users, with a processing intercellular interference and the uncancelled intracellular inter-

gain of 127 using one serial and three parallel cancellation stages. ference. The uncancelled intracellular interference arises from
Finally, we propose a method whereby the receiver adapts with the 1 nprocessed multipath signals of the other users in the same
number of users in order to retain the bit error ratio (BER) per- cell. These unprocessed multipaths, which are due to frequenc
formance while decreasing the processing delay. s ) p . P ’ : . a ncy
o _ selective fading, being uncancelled, resultin the intracellular in-
Index Terms—CDMA, cellular radio, interference cancellation.  aference. Using the approximate power control capacity for-
mula [6] the maximum capacity gain is 2.8 when all the intra-
|. INTRODUCTION cellular interference is eliminated. However, this gain decreases
. . . to 1.5 if only 50% of the other user signal energies in the same
ODE-division multiple-access (CDMA) possesses qu_e” are cap);ured by the RAKE receiv%r g
herent flexibility to achieve a higher capacity and cal Inview of the limited capacity gain, itis prudent to adopt sub-

quality in an i.nterference—limited mob'ile radio environmen(g timum schemes of lesser complexity which not only combat
compared to time and frequency multiple access systems, two major problems relating to single-user conventional MF

conventional CDMA system employs single-user maiched f'lt%tection, but also improve receiver performance in the MAI

(MF) detection where the inter_ference_ from other Users shariQﬁvironment. One such scheme is the successive serial cancel-
Epr? same freqhuer)cy channtel Itsh conS|deITeg as Gafussmn t?l%st?on technigue which was first suggested by Viterbi [6]. In
h'.s happroac hg|ve§ “S? fo € sgjlca € 'neart—bar prot i Hls scheme, the strongest signal is first demodulated, followed
whic arls_eti v(\j/_ﬁen S|?nas rolm rrllo 'Il'fls arrive at base _S‘TB reencoding and remodulation. This signal is then subtracted
rece||(ver Wi | eren powerd ebvetﬁ. te consequence 1S m the delayed composite signal that arrived at the antenna.
Weaker sighals are swamped Dy the stronger ones causmg.lt f& difference signalis then used for the detection of the second
strongest signal. The process is repeated until the weakest user
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presented in part at the 47th Annual International Vehicular Technology qur5] [7] [8] The approaches either utilize successive serial can-
ference, Phoenix, AZ. This work was supported by Singapore Technologies L,l’I 7 . llel llati With llel
Singapore, and CVCP, U K. cée at!on, or successive parallel cance at|on._ it parallel can-
T.-B. Oon was with the Department of Electronics and Computer Scien&gllation, at each parallel stage all the other interfering signals
University of Southampton, Southampton S09 5NH, U K. He s now with CEgre cancelled simultaneously prior to the detection of the de-
Technologies, , Singapore. . .
R. Steele was with the Department of Electronics and Computer Scientg,ér,Ed Slgnal. The outputs of each parallel_stage are th.en remod-
University of Southampton, Southampton S09 5NH, U.K. ulated and subtracted from the delayed signal that arrived at the
Y. Liwas with the Department of Electronics and Computer Science, Univegntenna. i.e.. the delayed Composite signal. Each technique has
sity of Southampton. Southampton S09 SNH, U.K. She is now with Mump'ﬁ own merits. Serial successive cancellation has good near—far

Access Communications Limited, Southampton, SO16 7NS, U.K. ' e ) !
Publisher Item Identifier S 0018-9545(00)00632-0. resistance and good acquisition and tracking performance in an

0018-9545/00$10.00 © 2000 IEEE



OON et al: PERFORMANCE OF AN ADAPTIVE SUCCESSIVE SERIAL-PARALLEL CDMA CANCELLATION SCHEME 131

o DELAY SSPC | Receiver o

SWBR

Recovered data bits

SWBR: Sliding Window Block Ranker

Fig. 1. Successive serial-parallel cancellation scheme. The data framer frames the demodulated bits from the parallel stages into resjtesttiearaser b

MAI channel, but suffers from decoding delay penalty. The paril. SUCCESSIVESERIAL-PARALLEL CANCELLATION SCHEME
allel technique has less delay, but there are difficulties in coge
acquisition and reasonably good accurate control of the trans-
mitted power of the mobiles is required. An extension of the The block diagram of the base station (BS) employing a suc-
successive cancellation scheme employs successive serial €§8Sive serial-parallel cancellation scheme is shown in Fig. 1. It
cellation scheme for data detection and parallel successive c3@s three major components: the sliding window block ranker
cellation technique for subsequent cancellation of the interid@WBR), a bank of successive serial-parallel cancellation
ence [9]. In this way, the strengths of both serial and paraII@SPC) receivers each having serial and successive parallel
cancellation schemes are jointly utilized to tackle MAI inducegages, and a data framer. Based on the ranking information,
performance degradation and thereby achieve an order of mt User channel having the highest signal level is processed
nitude improvement in bit error ratio (BER) performance.  first in the serial cancellation stage.

In Section Il, we describe a SSPC scheme which is an ex- ] )
tension of the schemes described in [4] and [9]. It consists oPa Sliding Window Algorithm
sliding window block ranker and both serial and parallel cancel- In order to achieve ranking of each user's successive data
lation stages that operate in tandem. For the serial cancellati®ts, the SWBR processes the received composite signal using
stage, our scheme differs from the one in [4] and [10]. Instead®§liding window. The SWBR provides the ranking information
executing a block ranking based on the average amplitude valbased on the center bit of a 3-b window that slides one bit at a
of n bits and subsequent cancellation of thesgata bits, our time. Fig. 2 shows that the sliding window spans three bits, and
ranking and detection outputs only consider the middle bit ofsmccessive bits for users 1, 2, akd The first window, which
3-b data frame. This is done usingl&ding window rankeem- is shaded, only covers the users' data bits denoted by As, Bs,
ploying a 3-b frame length and a cancellation frame of similand Cs. Once the ranking information is obtained with respect
size. The 3-b frame size is determined to be the most cost effexbit B of each user the window slides forward by one bit. The
tive in terms of BER performance and processing complexigecond window only covers A's, As, and Bs data bits of all the
[11]. Section Il is concerned with developing a mathematicaisers. The ranking information is now obtained with respect to
model of the SSPC scheme that accounts for both phase and tire-center bit A of each user. This process then repeats for each
plitude channel estimation errors as well as the impact of proguccessive data bit of each user.
agation errors. As such, our deliberations differs from those inLikewise, the detection and cancellation processes in both the
[4] and [9] with respect to the mathematical model used arserial and parallel stages are performed on a 3-b frame basis that
the channel adopted, respectively. The mathematical model derresponds directly to the 3-b frame used in the sliding window
veloped in [4] does not consider channel estimation errors manking process. Note that, although, the detection and cancella-
error propagations. The simulation and analytical results aien process is done on a 3-b frame, only the data bits associated
presented in Section IV. We will show that the serial and paralieith the center bit of the frame are generated at the output of
cancellation stages operating in tandem are effective for largpe final parallel stage. In other words, each SSPC receiver ex-
number of users, whereas for lightly loaded systems the seealites both sequence detection and cancellation encompassing
cancellation stage alone suffices. In the same section, perfadength of three bits which corresponds to the 3-b frame in the
mance comparison will also be made with the stand alone mulBWBR process. The first SSPC receiver in Fig. 1 processes all
stage parallel cancellation (MSPC) scheme operating in simithe users' data bits corresponding to the first window, while the
conditions. The impact of extending the cancellation frame siggird SSPC receiver processes all the users' data bit that corre-
and nonperfect power ranking are also examined in the subspends to the third window while the fourth window is then pro-
qguent sections. Section V proposes an adaptive successivecsssed by the first SSPC receiver, and so on. In this way, each
rial parallel cancellation scheme where not all the users are psoiccessive bit of each user is processed. The frame length of
cessed by the serial cancellation stage when the number of uslerse bits is necessary to cover the asynchronous interaction be-
exceeds a system parameté€y. By this recourse the delay istween the users' data bits. To see this, let us refer to the first
decreased while maintaining the same average probability ofwindow of Fig. 2. Assuming that the second, first, aRidh
error. The final section contains the concluding remarks. user's signal is the strongest, second strongest, and the weakest,

System Overview



132 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 49, NO. 1, JANUARY 2000

{ 3rd Window ]
f ) Ind Window ' |
’ | 1st Window ' |

USER

Data Stream

Fig. 2. Sliding windows process in asynchronous channel.

r(t) DELAY ) To Parali Stanes We now hav_e an estimate of the CDMA signal th_at a_rrived at
the BS receiver for the strongest user. We see in Fig. 3 that

S we need to allow an appropriate delayto r(¢) to allow for

the processing delay due to the cancellation process before sub-
, O b_ﬂ Sty tracting §1(¢ — 1) from it. This delayr is determined by the
; S time required to demodulate the three data bits and regenerate
the corresponding signal. A CDMA signal is now formed which
_ is essentially devoid of the strongest interference component,
2 coad Seltrp namely, the interference from user 1. The second CDMA re-

St .8 @ ) . cei\_/er inthe SSC operateso@—v) — 5 (t—m1) to give a better
~ estimates of data bits, nameby(¢). Note thatr;, and the more
bo): Detected databits T, () : Estimated channel impulse resp generallyr;, relates to the delay of the CDMA signal over a
5(0 : Remodulated k-th user’s signal users' radio channel. Note also that, only one bit in this 3-b block
sequence denoted by(t), is the desired bit and subsequently
Fig. 3. Successive serial cancellation stage (SSC). produced at the final parallel stage. Once again we CDMA code

by(t) and pass it through our estimate of second user's channel
respectively. In this scenario, the A and C bits, correspondingt®give another CDMA signaly(t—72). Now 5 (t — 72) is sub-
the second user's signal, are affecting the center bit (i.e., bitdacted fromr(t — 27) and the user ranked third by the SWBR
of the first and theK'th users’ signals, respectively. If only bit Ais used to recover bits(¢), and so on. This process is repeated
or C of the strongest signal is cancelled, strong residual MAI @til the weakest signal is detected. This SSC process could be
other users' data bits would still be present. The configuratigfewed as aerial cancellatiorfront—end to the parallel cancel-
depicted in Fig. 1 assumes that hardware delay lines are uggtbn stages in the next subsystem block.
to delay the bandpass signdk). If the composite signal after  This detection and cancellation procedure starting with the
down conversion, is first digitized and stored in memory, only &rongest received CDMA signal and progressing to the weakest
single equivalent SSPC receiver is required to process the bageeived signal has several advantages. For example, it is easier
band signal. to acquire and track the strongest signal, and the data detected

In the following discussion on detection and cancellation prand subsequent cancellation is more reliable leading to less error
cesses we will assume, for ease of exposition that the first upespagation.

is the strongest user, followed by the second who is the next

strongest, and so on. D. Successive Parallel Cancellation Stage

C. Successive Serial Cancellation Stage Having regenerated a set of estimated and separable CDMA

The successive serial cancellation stage (SSC) in the SS§ighals;(t — 7;); j = 1,2, ... K, for the K users, we continue
receiver uses successive serial cancellation to obtain reliatdeseek an improvement to these estimates. This is achieved by
data estimates for interference regeneration. The strongest uploying a sequence of successive parallel cancellation stages
signal identified by the SWBR is first CDMA detected to giv§SPC’s). Fig. 4 shows the first stage. The received sigfal
the 3-b sequencg (¢) in Fig. 3. To improve the estimate of delayed by a further K is applied to the input of the first SPC.
the bits sequendg (), associated with the second user, we aFor the first user, we subtract all the interfering CDMA esti-
tempt to remove the interference due to the strongest signalrmates fromv(¢) to give an improved estimate of (¢) which is
a 3-b frame basis as indicated earlier. Thus, the 3-b seque@@MA decoded to give bits} (#). The same process is repeated
denoted by, (t) is CDMA coded and convolved with the esti-for all the other users. If no further stage is required, the center
mates of the channel impulse respohgé) to give3, (t —71).  bit of the 3-b blockb () for each user is sent to the data framer.
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Fig. 4. Successive parallel cancellation stage (SPC). \1,
) o V parallel stages of
The purpose of the data framer is to frame the output bits into cancelation,
respective user's demodulated bit stream. This is needed as the demodulation
e o . interference
rank of each user's signal in a 3-b block changes from block to regeneration
block. The changes in the ranking is a function of the Doppler ¢
fading rate of the channels. Framing of Data bit
o . : raming of Data bi
If additional parallel cancellation stages are required, the for corresponding

CDMA signal corresponding to the 3-b blodk(t) is regen- Next users
erated for each user. This set of regenerated CDMA signals
§}(t —7;); 5 =1,2,... K, for the K users are then applied to
the input of the second SPC. As before, for the first user, we End
subtract all the interfering CDMA estimates from an appropri-

ately delayed-(¢) to give a further improved estimate sf(¢)
which is CDMA decoded to give bitg?(¢), and so on. This

process is repeated for the next successive SPC, if required. ) ] ) ]
As 3;(t — 7;); 7 = 1,2,... K, are asynchronous there iswe shall adopt the technique employed in [12] to derive the bit

MAI from parts of other users bits. Thus, in generatfiigs) €O probability. We first obtain the ranked conditional proba-
we use a window of sufficient width such that if the center bRility of bit error at the output of each MF receiver in the serial
of bL(#) is bit B in Fig. 2, we consider the interference from bitSt29€ and at the outputs of the bank of MF receivers in each
A. B, and C from the other users within the same window. &f the parallel stages. The conditioning, which is based on the
mentioned earlier. Notice that our process only covers three H@g§kedRayleigh-distributed amplitude of the received signal, is
interaction between the user's signal. However, due to the asj}gh removed by averaging the conditional bit error probability
chronous nature of the CDMA channel, the two overlapping bit§th the appropriate probability density function (PDF) over the
of the interferer's signal on the desired bit are also themselj889€ Of likely ranked values.
subjected to interference arising from other bits of other users' )
signals which are wider than the 3-b frame width. So, if a largéy ASSumptions
cancellation frame is adopted, the MAI on the desired bit can beln our analysis, we only consider tmeversechannel of a
decreased resulting in a lower average probability of bit errorsingle-cell CDMA cellular system which is depicted in Fig. 6.
The flowchart in Fig. 5 summarizes the complete SSP{le assume that there is perfect open-loop power cohthal,
process as described earlier. To recapitulate, the SSPC pro@Sknows the spreading Gold code sequences of each mobile
begins with ranking, this is followed by successive serigkation (MS), and there is perfect carrier and code phase syn-
detection, interference regeneration of the strongest signal aglonization. At thekth MS transmitter, each data bit of the
the cancellation of this strongest signal from the composiigh user's data sequentg(t) is multiplied by a Gold code se-
received signat(t) on a 3-b basis. This process is repeated fejuence,cx(¢). The pulse shapedr(¢) of the data and Gold
each user's signal until the weakest user bit is decoded. Afteide signals are rectangular and the respective signals are
the serial stage of detection and cancellation are completed, the
regenerated interference signals of the serial stage are used in =
the first parallel cancellation stage. In the parallel cancellation bi(t) = Z bpAr(t —nT) @

Data bit

Fig. 5. Successive serial-parallel cancellation algorithm.

stages, the process of interferences cancellation, demodulation,
and interferences regeneration are done in a parallel format.gng
o>
[ll. ANALYTICAL MODEL OF THESSPC 8SHEME cnl(t) = Z FAp(t — nT) @)
In this section, we will consider the analytical model of the n=—oo

the SSPC rece've_r' V\_/e first derive the model for the serial S_tageLThis is only to facilitate easier analysis as the serial cancellation scheme
follow by the derivation of the complete model. In so doingperforms better in an unequal power situation [9].
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Fig. 6. Transmitter model.

whereb” is thenth data bit of thekth user having values af1 C. SSC Stage Model

with equal probability]is the data bit period; isthenth chip g received signal at the base station is the sum of the re-
of thekth user having the values dfl, 7. is the Gold code chip aived CDMA signals fromk usersyiz.

period, andl’ = NT.. There areV chips in one bit interval and '

K
this is also known as the processing gain. The BPSK signal ft _ /5P (t — . ) ;
each MS transmitter is Ab) glo‘k k(t — 7 )cr(t — ) cos(wet + ¢r) + n(t)
9)

sk(t) = /2Pl ()en(t) cos(wet + 61, (3) Where P is the average received power of each usgr, =
(P, + 0 — weTi), is thekth user random phase with uniform

whereP, is the average transmitted power ahds the carrier distribution bgtweerf_(), 2m), andn(t) is the zero mean additive
phase and. is the carrier frequency in radians per second. White Gaussian noise (AWGN) process representing thermal
noise with two-sided PSD equal 19, /2 (watts/hertz). The re-
B. Channel Model ceived powerP is the same for each user because of perfect
i ] _open-loop power control which is regularly modifying each mo-
For a flat Rayleigh fading channel the baseband channel igjte's transmitted power. Without loss of generality we can con-

pulse response for the channel used byiteMS is sider the composite signa(t) as a ranked set of signals with
k = 1 as the strongest user's signal dne- K as the weakest
hi(t) = oq.6(t — 1) exp(§Pr) (4) user's signal, as well as setting the respectjvo zero. At the

output of the first MF receiver in the SSC stage, i.e., the signal
where o, is the Rayleigh-distributed amplitude, is the as- at the input to the decision circuit, called the decision statistic
sociated asynchronous delay with uniform distribution betweéf 1, is given by

[0,T), and®, is the associated phase with a uniform distribu- T .
tion betweerf0, 27). The channel is assumed to be slow fading sy = / r(t)er(t) cos(wet + ¢1) dt
. . . . . . 0
with parameters that are time invariant over one bit period. In the —Dy1 1,1+ (10)

analysis of the serial stage, we do not address the impact of im- ) )
perfect ranking. We model the channel estimation errors for boihere the subscripts and 1 denote the serial stage and the
phase,A¢y, and amplitude Aay, as independent and iden-Strongest received signal, respectively, the compohgnt is

tically distributed zero mean Gaussian random variables wifie desired signal of the strongest user, andands are the
: K

tude and phase of thieh channel is therefore respectively. This decision statistic determines the strongest
R signal data bit estimati,, according to the following decision
G, = oy, + Doy G rule:
Following the approach adopted in [13], the respective variances _
. . . =-1, Z;<O. (12)
of the estimation errors are defined as h onfob. - i
e expression foD, ; is
Tha, = Bl(A%)] @)

T
0hg, £ 2 E[(A2%e)] (8) Ds1={ arV2Pb(t)cos(wt+ ¢1)cos(wet + ¢y ) dt

whereE[(A2e)] is the mean square error. Each channel has the T
same amount of estimation error in terms of the mean square :/ %\/ﬁbl(t) [cos(¢hy — 1 )+cos(2wet+d1 + By )]
error (MSE). The average MAI noise is modeled as a zero mean 0o 2
Gaussian random variable, and t@aussian approximation - P
technique is used to evaluate the variance [14]. We will show NalT\/;bl(t) cos(gr — ¢1 = A1)
that this technique is sufficiently accurate for most cases where P

o T\/;bl (t) cos(L¢r).

imperfect channel estimations prevail. = (13)
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The double-frequency terraw, in (13) is omitted as it is ap- Therefore, at the input to the second serial stage MF receiver we
proximately zero after the integration. The MAI is given by  subtracts; (¢t — 1) from the composite signalt), yielding

I

7’572(t)
—Zak\/ / bi(t — Ti)en(t — )L (t) cos(d — ) dt = r(t) —5.(t —71) (24)
K
(14) =n(t) + Z apV2Pc(t — 13 )b (t — 1) cos(wet + ¢r,)
k=2
and the AWGN component is
P +C¥1V2Pb1(t—Tl)Cl(t—Tl)COS(wct+¢1)
T . — &y V2Phy (t — t— ot + ¢ 25
77:/ n(t)e () cos(wet + du) dt. (15) aq 1(t — m)er(t — 1) cos(wet + ¢1) (25)
0
The conditional variance af, ; is, on using the Gaussian ap-Wherea, = a1 + Lay andgy = ¢; + Ady. At the output of
proximation second stage receiver the decision statistic is
, NT2 K 9 T
Var'(I; 1 Z Paj Elcos®(¢y, — </)1)] (16) Zysog = / rs,2(t)ca(t) cos(w .t + </A)2) dt
0

=D, I FE, 26
In (64) of the Appendix we show tha[cos2(¢s, — ¢1)] = i 2Hdep ot Ba2 4] (26)

yielding . . -
where the new ternt’; » is the residual MAI arising from the

NT2 K nonperfect cancellation of the strongest signal at the input to
Var' (I, —=P Z a. (17) the second stage. This residual MAI is due to both the channel
estimation and detection errors in the preceeding MF receiver.

The variance for the AWGN term in (10) can be shown to be Similarly, the expression for each term in (26) are

N,T
d = o . P
Var(n) = — (18) D, =asTy/ S b2(t) cos(La) 27)
We are now in a position to obtain the SIR expression, which is P T
conditioned ony;, andA¢,, at the output of the MF in the SSC Io= Z Qe /5 / bi(t — i) er(t — 73)
stage as P 2 Jo
D2 - ca(t) cos(¢n, — ¢a) dt (28)
SIR, ; = 51 (19) T X
Var'(I,,1) + Var(n) n= / n(t)ea(t) cos(wet + ¢z dt (29)
0
where
,P and
DYy = i T (cos”(Adn))- (20)
The probability of bit error is given by .
P / .
= a1/ — bi(t — 1 )ei(t — 1 )ea(t) cos(py — o) dit
Phey = E{Q(/E[SIR, 1])} I T
/P
whereE[] is the expectation operator and #¢-) function is — (o1 + Do)y — /

defined as
Du(t — m)er(t — Ti)ea(t) cos(py — o) dt

Qz) 2 % / h exp(—“;) du. (22) \f / by(t — 71)er (t — 1 )ca(t) cos(dy — o) dt

It will be recalled from Fig. 3 that having recoveréf, al- _ _ R
beit with a probability of bit erroE{Q(/ E[SIR; 1)}, we then - A‘7)1\/;/0 bi(t — m)er(t — 71)ca(t) sin(gpy — o) dt
re-CDMA code it and convolve it with our estimates of the P T ) )
channel impulse response. The emerging CDMA signal repre- — Am\/;/ bi(t — 1 )ei(t — mi)ea(t) cos(¢r — po) dit
sents an estimate of the strongest component in the originally 0 (30)
received signak(t). It is therefore the strongest interference
signal to all theX — 1 users and is given by y B
whereb (t) = bi(t) — b1(¢). The detail derivation of’;  is
S51(t—m) = &1@51@ —71)c1(t—711) cos(wet+ </31). (23) given in Section C of the Appendix. The variancedt given
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by (18) and the conditional variance hf, and the variance of I, 3

E, - are as follows: K P T )

, & =§3%J;/“mu—nwmwww@wawm—¢@w
* — 0
Var' (I, NT PZ o} E[cos®(¢n. — $2)] =t (40)
E5,3
_Epyw 31 Ty A
N kZ:?)Oék (31) = al\/g/ bi(t — 11 )c1(t — m1)ca(t) cos(py — ¢p3) dit
0

T2 17 T
d = 2 o 2 —_— P - . ~
V(B z2) = Bloi] (AP0 g0 P o o, g P + oo [ B - el - ne®sing - b d
2 0

T
+0ha, P (32) P 7. A,
74 6N — AOél g / bl(t — Tl)Cl(t — Tl)Cg(t) COS((/)l — (/)3) dt
0

asE[cos(¢x — ¢2)] = 0 and Efcos®(¢r — ¢2)] = 3. For a de- 7 T, )
tailed derivation of the previous expressions, see (64) and Sec-+ a1/ 3 / ba(t — T2)co(t — T2)c3(t) cos(pa — ¢3) dt
tion D of the Appendix, respectively. Therefore, the conditional 0

L P T . .
SIR at the output of the second receiver is + Ao /5 / Bo(t — 7o)ea(t — 7)es(t) sin(ga — a) dt
0
D? T
SIR, , = 2,2 33 [p ¥ .
*2 7 Var'(I, 5) 4+ Var(E, ») + Var(n) (33) AYS) 5 / ba(t — T2)ca(t — T2)cs(t) cos(2 — ¢3) dt
0
where (41)
) o P ) andy is defined in (15). Following the same procedure as in
D3, = a3l (COS (L2)). (34) ' the previous receivers, the conditional SIR for the third receiver
output is
Wheno? , = 0%, =0, (33) reverts to our original (19) for D2,
the conditional SIR with perfect channel estimation, but with SIR, 5 = ~ (42)

Var'(I, Var(FE, Ve
the index 1 becoming 2. At the input of the third serial stanh ere (L 3) + Var(Ej ) + Var(n)

receiver, we have

P
Dﬂ—@ﬁgwﬁ@@» (43)
75 3(t) = 75,2(t) — 82(t — 72) (35) T2 X
K
Var 9 P (0% 44
1)+ o V2Pex(t — mi)ba(t — 7 )cos(wet + 1) Z b (“44)
k=3
+a1v2Pc1(t—'rl)b1(t—'rl)cos( t+(/)1) Var(E573)
f /2P b " 1? 1? 1?
— V2P (t — 1)bi(t — 71) cos(wet + ¢1) = B[a3](4Pb, 1) NP +od, 6NP +oha gyl
+042\/2P62(t—7'2)b2(t—7'2) cos(w t+¢2) T2
~ 7 2 2 2
— oV 2P62(t—7'2)b2(t—7'2) COS( t—i—(/)g) (36) +E[a2:| (4Pb572)6—NP+O—A¢2 6—NP+UAa2 6—NP
45
The decision statistic at the output of third MF receiver in the — ( ).
SSC stage is and theVar(n) is as before. Based on mathematical induction,

we can show that the conditional SIR at the output of tte
T - serial stage MF receiver is (46), given at the bottom of the page,
Zs3 = /0 7s,3(t)ea(t) cos(wet + da) dt (37)  whereE, is the energy per bit anf, is the single-sided PSD of
=Dys+ILs+E,s+7 (38) the AWGN process. Now the SIR is con'dltloned on bath,
and«; as well as on the ranked Rayleigh amplitudg, To
where remove this conditionality, we first perform the expectation op-
eration on the conditional SIR with respect to the phase error
Dg 3 term,A¢y, and thejth-ranked signal amplitude;, followed by
P averaging the conditional probability of bit error with the prob-
= “3T\/;b3(t) cos(Lg3) (39) ability density function of théith-ranked signal amplitude over

T2— Doy,
SIR; .= = COS ( (/)k) = (46)
’ PZJ k1 a + GNPZ E[aZ)(4Pb, ) + & P(o%, + 02A¢)(k -1
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the range of all possible amplitude values. We therefore hatvese SIR’s we can then obtain the individual probability of bit
(47), given at the bottom of the page, since from [15] we knoerror. This process is repeated for the second parallel cancella-
that E[cos(bx)] = exp(_z,?%i), whereb is a constant and? is tion stage, and so on. The average probability of bit error for a
the variance of the Gaussian random variahl@herefore the particular parallel stage is obtained as for the SSC stage.

unconditionalkth stage probability of bit error is Therefore, the input to the MF for the strongest MS's signal
at the first parallel cancellation stage, denoted by the subscript
Pbs x = E[Q(\/ E[SIR, 4])] pl,is
eo K
= /0 Q(\/EISIR, ) fi k() dey,  (48) oy = r(t) — Z Sr(t — k)
k=2
whergfk71((ak) is the PDF of thek.th—ranked Rayleigh signal = n(t) + a1V2Pey(t — 11)bi(t — 71) cos(wet + ¢1)
amplitude [16] and has the following expression: 1%
K! - ‘ + > st —m) = &t — )]
fix (o) = mﬂa)h*k(l — F(a)** f(e) r=2
(49) ITL(t)+CY1V2PCl(t—Tl)bl(t—Tl)COS(wct—i-(/)l)
where f(«) and F'(«) are the PDF and CDF of the Rayleigh K
distribution of the flat fading signal amplitudes having a mean + Z[ak\/ 2Pcy(t — )by (t — 73) cos(wet + dr)
square valugs of one and is given by k=2 - R
9 5 — &kv2PCk(t—Tk)bk(t—Tk) COS(wct—i—(/)k)]. (53)
67 —
fley = B eXp( B ) At the output of this receiver the signal at the input to the deci-
= 2a exp(—a?) (50) sion circuit is the decision statistic;,; ; given by
F(a) =1 — exp(—a?) (51)

T
Dy = / ror 1 (e (£) cos(wet + o) dt
0
=Dy +FEp1+7 (54)

with

Ela?] = / a2 f; xe(e)d( o). (52)

23] o IR whereD,, , is the desired signal of the strongest user (ke
The mean square value of one is chosen to allow for ease of sith-£»1,1 @ndy are the zero mean Gaussian random variables
statistic is normalized to the value of unity. Equation (48) op>C stage and AWGN, respectively. The expressions for these
Pbs; k = 1,2,... K provides us with an expression for thecOmponents 0¥y, are
probability of bit error at the output of each serial stage receiver
inthe SSC stage. The average probability of bit error for the SSC Dpiq=ar Ty r cos(Lgy) (55)
stage is then obtained by performing an arithmetic averaging of 2

the sum of the individual probability of bit error at the output Ognd (56), given at the bottom of the next page, where (56) is

each serial stage receiver. v
g derived on a similar assumption as (30) wii(t) = by (t) —
D. SSPC Scheme Model b1(t), and the AWGN component is given by

In order to formulate the complete analytical model for the T .
SSPC receiver, we first need to model the impact of detection N = / n(t)c1(t) cos(w.t + ¢1) dt. (57)
errors in the previous serial stage on the current MF output of the 0
parallel stage. Observe that, for the SSPC receiver, the impagk variance ofz,; 1 can be shown to be
of detection errors on the first parallel cancellation stage (SPC)

outputs is due to the outputs of the SSC stage. To obtain the K 2 ) ) )
complete analytical model, we follow a similar approach to theVar(Ep1,1) = Y G—NP(E (0] (4Pby 1) + oAy, +TA0y)
one used in the SSC stage. We first obtain the SIR at the output k=2 (58)
of each MF receiver in the first parallel cancellation stage. With
HSIR | { 3T Bloos? (B }
skl = B K k—1
% + g]ifpzj;k-i—l E[O‘JQ] + g_]i’PE'v=l E[O‘%] (4Pbs ) + g_;P(UQAa + UQAqb) (k—1)
_ { i1+ ew (-2, )] } .
- 7 K k—1
98 T an L jerrs Bled] + 55 o2y E[o](4Pbs u) + 35 (04, +0hy) (k= 1)
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whereE[«?3] is defined by (52). The variance expression in (58) 10’

is obtained in a similar way to that in (32). Equation (58) ac- B

counts for the impact of detection errors in the SSC stage on " T T T .
the output of the individual MF'’s at the first parallel stage. The 142 (.

conditional SIR at the output of the MF for the strongest MS's
signal is therefore

D21 1
SI = il .
R Var(Epy,1) + Var(n)
Having obtained the conditional SIR, we can now proceed to

Average Pb
)

(59)

obtain the unconditional average probability of bit error as 10 X o gggvsey;;““'
7 e SSPC, Parallel Stage 1
Pbm,l = E[Q(\/ E[SlR;;l,l])] 10 O ——- SSPC, Parallel Stage 2
® —— SSPC, Parallel Stage 3

oo 10»5
_ / . 5 0 5 0 5 30 35
B /0 Q( E[Sl Fél’l])fl’ls (al) devy (60) : Numbler of Actzive Users2

wheref; x is defined in (49). The above process is repeated to , _ ,
. ’ L. , . Fig. 7. Simulation performance of the SSPC scheme versus conventional
obtain the Cond't'onadK - 1) SIR’s at the outputs of the first detection scheme without AWGN, but with perfect ranking and perfect channel

parallel stage. The individual average probability of bit errogstimation andv = 127.

Pby ks k=1,2,... K, thus obtained is then summed and av-

eraged over all th& users to give the average probability of bitndividual user data transmission rate was 8 kbps. Two simula-

error at the output of first parallel cancellation stage. tion models were adopted in order to curtail the simulation time.
To obtain the average probability of bit error for the next suerhe first was a chip and phase synchronous simulation (CSPS),

cessive parallel stage, we proceed as before. Assuming thalyereas the second technique was chip synchronous, but phase

deploy up toV;v = 1,2,...V, SPC’s, the residual MAl vari- asynchronous (CSPA). The first technique was employed for

ance for thejth MS at the output ofith SPC is perfect channel estimation simulations while the second tech-

Var(Epy ;) nigue was employed for simulating the impact of phase channel
72 K estimation errors. The CSPS and CSPA conditions were adopted

-+t p E[a2](4Pb o1y x) + 0%, +oi )|, O alleviate the complexity of the simulation. As such, the ana-
6N k:;# (Elor] (4Pbe—1.0) S B lytical results shown in this section were obtained using the cor-

61) responding CSPS and CSPA versions of the SIR expressions.
The channel estimation errors were generated independently

Once the variance of),, ; for the jth MS is obtained we can o each stage in both the serial and parallel stages according to
proceed to obtain the probability of bit errét,,. ; as before. e required variances.

V. ANALYTICAL AND SIMULATION RESULTS A. Performance Comparison with MSPC Scheme

This section presents the results obtained in the simulationl) Impact of Perfect Channel Estimation (PCEJhe
of the SSPC scheme operating in the presence of flat Raylefggrformance of both successive serial cancellation stage (SSC)
fading channels. and combined successive serial parallel cancellation stages
The processing gain wa& = 127. The Rayleigh fading (SSPC) for transmissions over flat fading channels are shown
statistic was generated for a Doppler bandwidth of 100 Hz aidFig. 7 for5 < K < 30. Also displayed is the performance of

K

pl,2 = E

k=2

aﬂ/?/o bi(t = m)er(t — ma)er (t) cos(dn — 1) di

— (o + Aak)\/g/o bi(t — T )en(t — 1)er (t) cos(y, — ) dt]
K . A
= kZ:Q [Oék\/g/o bi(t — Tr)er(t — T1)ci(t) cos(dn — 1) dt
T
" A(/)k\/g/o bi(t — m)en(t — m)er () sin(gn — 1) dt]

T
_ Aak\/g /0 bi(t — 1) e (t — 3)er(t) cos(dr — by) dt] (56)
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Fig. 8. Analytical versus simulated average probability of bit error for the SSEig. 9.  Analytical performance of the SSPC schemelfor= 20 users with
stage without AWGN, but with perfect ranking, perfect channel estimation, addVGN, perfect ranking, perfect channel estimation, aha= 127.
N = 127.

|
the conventional CDMA system that does not use cancellation 10 i‘\\:\\
methods and is employed as a bench marker. The curves are fc ’ RN
perfect ranking with the sliding window block ranker, perfect
channel estimation, and no receiver noise. The most striking .
feature of Fig. 7 is that the SSPC scheme outperforms the & '
conventional detection by several orders of magnitude. This
was chiefly due to the cancellation of the MAI in the SSPC
scheme. Observe that no error was recorded in the simulatiol JR—
for K = 5. However, there was only a marginal improvement ~ 10”| ¢ - $5CSuge

2

5

Average

. - . . S - SSPC, Parallel Stage |
in the average probability of bit error when the successive 5| ® v SSPC, Parallel Stage 2
. . . ® ——- SSC - Simulati
parallel cancellation stages were added to the successive seri O~ SSPC, Paralll Stage | - Simulation
cancellation stage. Only at higher user load (if€.> 30) was *[ & -SSP Poralel Sage 2 - Simulation
there an improvement in the bit error probability due to the use ’ ** Mean SNR per Bit * 3

of parallel stages. This was due to the individual characteristics
of the serial and parallel cancellation schemes. For a smalf@y. 10. Analytical and simulated performances of the SSPC schenfé fer
number of users, the spread of the Rayleigh-distributed sigﬁglusers with AWGN, perfect ranking, perfect channel estimation, sne:
amplitudes is wider, and as the successive serial cancellatiéh
scheme performs better with unequal powers, it offers the
lowest average probability of bit error. Therefore, adding 10’
parallel stages does not result in any significant improvement. )
On the other hand, as the number of users becomes large 2
the spread of the Rayleigh-distributed amplitudes betweer 10’
each user's signal shrinks and the advantage that accrues fro - ’
ranking is minimized as the next strongest signal begins to & -
have a significant impact on the detection of the strongest 10®
signal. In other words, the effect of the MAI begins to affect
the detection. Therefore, in such conditions, parallel stages ar: 2

able to remove the effect of MAI resulting in a performance  10°| & — sscsae
improvement. The amount of improvement depends on the size s| & SSPC, Parallel Stage |

5

Avera,

. . . @ o SSPC, Parallel Stage 2

of user base. This is clearly shown in Figs. 9-11. o | % === SSPC, Parallel Stage 3

Fig. 8 depicts the simulation and the analytical results for the ~« LS~ SSPC. Parllel Sage 4
successive serial cancellation stage with perfect channel esti > 10 Mean S]IfIR perBifO o 30

mation. Notice that for practical user base size, there is close

agreement between analytical and simulation results. The ingg: 11. Analytical performance of the SSPC scheméoe 120 users with

curacy of the analytical results when the number of users weGN, perfect ranking, perfect channel estimation, ahd= 127.

less than 15 is principally due to the inaccuracy of the Gaussian

approximation technique for small number of users. bit for different number of active usefs. Fig. 10 also includes
Figs. 9—11 shows the analytical results of the average prolsamulation results, and in each figure the curve for a single user,

bility of bit error of the SSPC scheme against the mean SNR pr = 1, is displayed. For small numbers of usefs, < 20,
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i ) ) i Fig. 15. Performance of the SSPC scheme with amplitude channel estimation
Fig. 13. Analytical and simulated performances of the MSPC schenf€ fer  errors of MSE = 0.01 and MSE = 0.001 and with perfect ranking/singt 127.

60 users with AWGN and with perfect channel estimation aha= 127.

significantly leading to an error floor which further parallel can-

the single-user bound is attained at the output of the SSC stagglation stages cannot alleviate. This result agrees with those
As such, there is no performance gain in utilizing the SPC'found in [17] and [18]. Observe also that as the number of users
When the number of users increases, the performance of theisereases, the improvement in performance between successive
rial stage begin to degrade, and an error floor of closedd® > parallel stages begins to shrink.
occurs forK = 120. What is significant, is that the single-user From the above results, it can be concluded that the SSPC
performance X = 1, can be almost achieved with a furtheischeme is superior to the MSPC scheme. It also follows that
three SPC stages fdt = 60. For K = 120, the single-user the SSPC scheme can be made adaptive to the offered traffic.
bound was achieved when four parallel cancellation stages we small number of users, the serial stage provides an accept-
deployed. able performance, and when the number of users exceeds a

The average probability of bit error versus the mean SN§ystem threshold the parallel stages can be activated. This adap-
per bit for different number of users for the stand alone MSPtwe scheme is discussed in the Section V.
scheme is depicted in Figs. 12—-14 figr= 20, 60 and120, re- 2) Impact of Channel Estimation Errorsin this section, we
spectively. For small numbers of users (i&.< 20), the MSPC  examine the accuracy of the analytical model in the presence
scheme performance approaches that of the SSPC schemeflishannel estimation errors. Fig. 15 shows the result of SSPC
attaining the single-user bound at the third parallel cancellatisnoheme with errors only in the amplitude estimates, while
stage. ForK = 60, the simulation and analytical results ard-ig. 16 shows the impact of having both phase and amplitude
close to each other for the data detection and first parallel castimation errors of equal measure. In both figures, the ranking
cellation stages. On the other hand, there are some discrepaas assumed to be perfect. As expected, the impact of having
cies between the simulation and analytical results for the secdmath types of channel estimation errors was worse than having
parallel cancellation stage. Nevertheless, as the number of usgrsers in the amplitude estimates alone. From both figures, it
increases, the the performance of the MSPC scheme degradesvident that the analytical results for the serial stage agree
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Fig. 17. Simulation performance of the MSPC Scheme with both phase a&fRfrs andV = 127.
amplitude channel estimation errors of MSE = 0.001 aAhe: 127.

alone cancellation scheme was also bounded by the channel es-
with the simulations for most practical user base sizes. The djnation errors. The nonmonotonicity of the analytical results
timistic result for the smaller number of users is attributable for the case of small channel estimation errors, as depicted in
the inaccuracy of using the Gaussian approximation technidfig. 15 can be attributed to the inaccuaracy of Gaussian approx-
for small number of users. Applying (7) and (8), the standaithation for small number of users. Fig. 18 depicts the corre-
deviationse,,, andoy, were 0.1 and 0.314 rad, respectivelysponding analytical results for the stand-alone parallel cancella-
for a MSE of 0.01. The corresponding values for a MSE dion scheme with up to four parallel cancellation stages. Notice
0.001 are 0.032 and 0.0993 rad. that the analytical results obtained are close to the simulation

In Figs. 15 and 16, only the performances of the serial caresults depicted in Fig. 17 albeit with some discrepancy.

cellation stage are shown as there was only a marginal improveFor the SSPC scheme, if the user base was further increased
ment going from serial to parallel stages in the SSPC receivard given a certain small mean square error in the channel es-
for small number of users as shown by both analytical and sitimations, there will be an improvement if parallel stages were
ulation results obtained using the complete SSPC scheme. Tdeployed. This is shown in Figs. 19 and 20, which depict the per-
was because the dominant source of errors in the serial stég@nance of the SSPC scheme with channel estimation errors
was due to the channel estimation errors and this was furttidMSE = 0.001 and0.0001, respectively, fod0 < K < 120.
bounded by channel estimation errors in the parallel stages. TR the case of lower channel estimation errors, the improve-
second factor is evident from the performance of stand alomeent obtained from the parallel stages is much more significant.
MSPC scheme where average probability of bit error curve f8imilarly, Figs. 21 and 22 depict the performance of stand alone
the second and third parallel cancellation stages in Fig. 17NesSPC scheme having the same MSE values. As expected, the
close to the curve obtained from the serial stage having a simiterformance of the stand alone scheme MSPC is much worse
mean square error. This meant that the performance of the staiodthe same mean square channel estimation error. Observe also
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amplitude channel estimation errors of MSE = 0.0001 andifor 40 t0 120 Fig. 23. Impact of imperfect ranking in the SSPC scheme.
users andV = 127.

B. Impact of Imperfect Ranking

s Fig. 23 depicts the impact of imperfect ranking on the SSPC
2 scheme with perfect channel estimation. Instead of having per-
10‘5' . i S fect ranking information for the SSC process, the ranking infor-
, ) v mation used to obtain the results in Fig. 23 was derived from
£ 02 T o e ° conventional matched filtering. The inaccuracy in ranking led
go . . }/,,/e/” to severe degradation in the performance of the SSC stage when
3 lo_i e co_mpa_red to the results obtained with perfect rankin_g. This is
s primarily caused by near—far effect of the MAI, resulting from
2 inaccurate ranking, on the demodulation of the desired bit. No-
10’: $ o g;;gt;g;znlswge tice also _that the pgrformance of the SSPC .scheme wit.h imper-
, § o panll Soge fect ranlqng was still better thgn the conventional detection case
10° where single-user MF detection is employed.
20 40 60 80 100 120 140

No of Active Users The degradation caused by imperfect ranking can however be

reduced by the SPC stages inthe SSPC receiver to the same level
Fig. 21.  Analytical performance of the MSPC Scheme with both phase apg the result obtained in perfect ranking. If there were channel
3;“5'5'“;?]3\92”{';;.es“mat'o” errors of MSE =0.001 andffor= 4010 120 ogtimation errors, then based on simulation results there will still
be an improvement in the use of additional parallel cancellation
stages in the SSPC receiver. However, this improvement is again

10° N bounded, as before, by the amount of channel estimation errors.
IO_T C. Impact of Extending Cancellation Frame Size
: . The investigation into this subject is motivated by the possi-
£ mj e e e bility of improving the average probability of bit error perfor-
g s e mance of the SSPC scheme by reducing the impact of wrong es-
g : /,/e/ timates of the data bit used to regenerate the interference. The ra-
<1 //"/ tionale behind the use of 3-b cancellation frame size is to ensure
s o« that the two partial cross correlations of the interfering users'
10* * Data Detection Stage signals with respect to the desired bit (in this case the center
’ & P s bit in Fig. 2) is removed. To remove the MAI due to these two
10..2 O == Panalel Stage 3 bits, the two corresponding data bits need to be estimated first.

20 40 6 80 100 120 140

5 . T
No of Active Users However, the accuracy of this estimation is influenced by other

stronger overlapping bits of other users on these two data bits

Fig. 22. Analytical performance of the MSPC scheme with both phase addle to the asynchronous nature of the channel. If these stronger
amplitude Qhannel estimation errors of MSE = 0.0001 andfot 40 to 120 interfering bits can be cancelled first, then the accuracy of es-
users andV = 127. . . . .

timating the two data bits used to regenerate the interference

would improve. This procedure necessitates the use of a larger
that for a large user base, the decrease in channel estimatiorcancellation frame size. The aim of this investigation is to find
rors resulted in only a small improvement in the average prolthe cost-effective cancellation frame size for the SSPC scheme.
bility of bit error for the given number of users. Fig. 24 depicts the simulation results of the average bit error
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10° spmsine Composite signal
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o ' H
on . 4 .
s 10 * I Bl "
§ ’’’’ S (K-Kp )sriegc‘ll\;risd composite
< 10° /,,//ef’ /(_,-./6 Recovered data
o g SWITCHES: A,B,C and D
10_6 Lo A Conventional
* 2 bit frame i . .
4 @ 3bit frame Fig. 25. Adaptive SSPC receiver.
10 A 5 bit frame
® 7 bit frame
" B Patel- 7 bit frame . Lo . .
10 P 10 O % 30 our processing gain is 127 and no FEC coding is used. By the
Number of Active Users addition of parallel stages in the SSPC receiver, the effect of the

MAI on the detection can be gradually reduced if significant

Fig.24. Impact of the cancellation frame size in the SSPC scheme with perf; .
ranking. Rtimber of successive parallel .stages are used. _
Channel estimation errors increase the detection errors at

rate as a function of cancellation frame sizes for the SSC StfFh serial stage receiver and thereby increase the residual
only. The performances of a single-user MF detection schefiaCrs- For the stand-alone parallel cancellation scheme, the
and the scheme employed by Patel in [4] for a frame size of Jrgpact of the channel e_st|mat|on errors is tp increase the
are also shown for comparison purposes. There was an improg®! floor as well. The improvement of adding a parallel
ment in enlarging a 2-b frame size to 7 b. The most significaﬁ?nce”at'on stage n the _M,S,PC scheme accrues from partial
improvement is increasing from the frame size of two to thrd§Moval of the MAlin the initial data estimation stage. As the
bits. Observe also that no error was recorded in our simulatiBrallél cancellation scheme can only mitigate the effect of
when the number of users were between 5-15. The decreasiéfi: 2dding parallel cancellation stages to the serial stage in
average bit error rate was not significant when increasing tH§ SSPC scheme does not yield any improvement if the MA
frame size from 3 to 5 bits and a negligible improvement fdp not the dominant cause of errors. i i
further increase in frame length. This negligible improvement W& have also shown that the 3-b cancellation frame is the
was primarily due to the large direct MAI effect on the desireBeSt size for successive cancgllgtlpn.'Increasmg.the cancellation
bit rather than the effect of stronger adjacent overlapping bits J2M€ Size beyond 3 byyields diminishing returns in performance
luded to above. From our results we conclude that a 3-b lendtd @n increase in complexity.
cancellation frame size is the best compromise in terms of the
performance gain and the penalty of increasing the processing V. AN ADAPTIVE SSPC SHEME
delay and signal processing complexity due to the larger frameBuilding on the results given in Section IV and summarized in
size [11]. Section D we propose an adaptive SSPC scheme that adapts ac-
cording to two parameters, namely, the number of useend
the BER. The block diagram of the adaptive SSPC receiver is
For perfect channel estimation and perfect ranking of thieepicted in Fig. 25. The adaptation algorithm works as follows.
received CDMA signal levels and when the number of uselfsthe number of user&” < K1, whereKr is a system param-
are below 25, the SSC stage is able to achieve the single-uster, only the serial cancellation stage is invoked as there is no
bound. This is because the successive cancellation schemeazhrantage in using subsequent parallel cancellation stages, and
capitalise on the large differences between each user's receveddelay imposed by the serial cancellation stage is deemed to
signal power. The probability of the bit error of weaker usetse acceptable. The recovered data bits are produced by the SSC
is due in part to error propagation from wrong decisions madeage. When the number of users excééd then K1 users'
in regenerating the bits of the stronger users, and from thignals are processed by the SSC @hd- K users' signals
effect of MAI on the outer two bits the data in the cancellatioare not subjected to the SSC stage processing, but proceed di-
frame. Increasing the cancellation frame size improves thectly to a successive parallel canceller, SRCvia switch A
situation. With perfect channel estimation, the MSPC schernreFig. 25. After K1 users' signals have been subjected to the
offers equivalent performance to the SSPC scheme, provide8C stage an#l’ — K1 users' signals are processed by SRC
three parallel stages are used for small number of users. Furtstage, switches B and C are closed and sFh&€DMA users'
cancellation stages yields negligible improvement. For ussgnals are processed by the SPC1 stage. If the BER, a
base size approaching the processing gain, the MSPC scheystem parameter, the recovered data from SPC1 is delivered to
produces an irreducible error floor. the output for further processing. Should BER«, switch D
As the number of users increases the MAI affects the detés-closed and the CDMA signals from SPCL1 are processed by
tion performance in the serial stage as errors are induced by 8fC2. SPC stages continue to be employed until BER, or
remaining user signals which have signal strengths of a simil@hen no significant improvement occurs compared to the pre-
order of magnitude. This effect is noticeable f6r> 30, when vious cancellation stage.

D. Summary of Our Findings
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10° number of users is also proposed. This adaptive scheme can re-
duce the processing delay accrued in the serial successive can-
cellations stage while still offering the same BER performance

R a/f b at the output of the final parallel cancellation stage.
10°
[l
10 APPENDIX A
5 ! EXPECTATION OF COSINE FUNCTION WITH TWO VARIABLES
>
< . S
The expectation ofos(¢s — ¢1) is
10° . R R
Elcos(¢r — ¢1)] = Elcos ¢y cos p1 +sin ¢ sinp1]  (62)
10* o %:igg =0, sinceE[sin¢y] = Efcosdr] =0.
A SSC(c)
10_7 { SSPC, Parallel Stage 3 (d) (63)
10 20 30 40 50 60 70 . R .
Number of Active Users The expectat|on (IEOSQ((/)k _ (/)1) is
Fig. 26. Simulation results of the adaptive SSPC scheme for diffdiant E[C052(¢k - </A)1)]
values. = E[(cos ¢y cos ¢ + sin ¢y, sin ¢1)?]
_ o = E[(cos? ¢, cos? $1 + 208 ¢y, cos Py sin ¢y, sin dy
In Fig. 26 curvea an_d curveb show the variations c_Jf the + sin? ¢y sin? )]
average probability of bit error versus the number of active users 5 5 7 o . 9n
when SSC in conjunction with the SR are used, fol{; = = E[(cos” ¢y cos” ¢1)] + E[(sin” ¢p sin” ¢y )]
30 and40, respectively, with a total of 60 active users. Where _1 Elcos? ¢1] + 1 Elsin? $1]
three further stages of SPC's are employed, cdrigrealized, % 2
and this curve is identical to the one using the full serial stage == (64)

follows by three SPC’s. However, employidgr = 30, the 2 . .
delayed is halved for 60 users. Also shown in Fig. 26 is carveas E[cos ¢x] = E[sin ¢z] = 0, andE[cos? ¢] = E[sin? ¢1] =
which depicts the performance of the SSC stage when aﬂ(the% (see Appendix B for derivation details).

CDMA signals are processed.

In order to obtain an estimate of the BER for use in the adap-
tive process, we propose the arrangement depicted in Fig. 27. APPENDIX B
This scheme is essential as the BER is unknown in actual impIeI-EXPECTAT'O'\l OF SQUARE OF COSINE AND SINE FUNCTIONS
mentation. Accordingly, for each MF receiver in both the serial The expectation ofos? (/31 andsin? (/31 are
and parallel stages, a chip error rate detector is introduced. This. . 5
detector multiplies the polarity of the recovered databpit) Elcos” ¢1] = Elcos™ (41 + L1)]
by_the rgcei\_/ed sequence Which_is then compared on a chip by —E [1(1 + cos(2¢1 + 2A¢1)}
chip basis with the known spreading sequence for that particular 2
user. The difference in polarity between the actual and recovered
chips is logged as a chip errors. The average chip error rate for
each SSC and SPC'’s stages is then obtained by summing all the
normalized chip errors and then averaging the sum over the total
number of users<. Normalization is done over the spreading E[sin® ¢1] = Efsin®(¢1 + A1 )]
sequence length and the total number of bits transmitted. 1

Fig. 28 displays the correlation between the average chip =E [5(1 — cos(2¢1 +2A¢1)}
error rates (CER) and the BER féf = 40 and60 and with
K1 = 30. Using these curves we can obtain an estimate of the =
BER based on the CER and this is used to compare ajith )
system parameter, in order to decide whether further SPC stages =, frespectively (66)

are required. asE[cos2¢;1] = Elsin2¢4] = 0.

+ Flcos 2¢1 cos 2A¢p1 — sin 2¢; sin 2A¢1 |

and (65)

[ NN N

— E[cos 2¢1 cos 2A¢1 — sin 2¢4 sin 2A¢4 |

[NREEEN R

VI. CONCLUSION APPENDIX C

. . SIMPLIFICATION OF RESIDUAL MAI E XPRESSION
We have evaluated the performance of a successive serial par-

allel cancellation scheme for a CDMA uplink system operating We need to express the residual MAI term in such a way that
in flat Rayleigh fading channels. The scheme has the potentiaé average probability of bit error can be analytically deter-
to reach the single-user bound if sufficiently accurate chanmalned. This then allows us to compare the analytical results of
estimates were available for both signal ranking and regenemperfect channel estimation with the simulation results. The
ation. An extension of this scheme to make it adaptive to thesidual MAI termE; » needs to be expressed as a function of
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L U E ARl » spreading sequence
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signals ! E‘ﬂamy —— Chip errors for the kth user

: omparator '
Chip Error Rate Detector

Fig. 27. Simplified block diagram of chip error rate detector.

whereO(z) refers to order. Applying the series expansion as in

; (68) tocos(é; — ¢2), and ignoring the) terms with power of

two or more as they are negligible even for a large mean square
error of 0.01 in the channel estimation errors, we have

cos((¢1 + A1) — ¢2) & cos(dy — d2) — sin(¢y — ¢2) Ay

Average Chip Error Rate (CER)

(69)
2 A —— K30, K=60 and by substituting (69) into (67) yields
O - Kq=30, K=40
10° ad Es 2
5 P T v ~
%061\[5/ bl(t—Tl)Cl(t—Tl)CQ(t)COS((/)l —(/)2) dt
2 0
T L Lt + A/ E Tgl(t —r)er(f — 11 )ea(t) siney — bo) dt
Average Bit Error Rate (BER) 2 0
—Aalﬂ—/ Bl(t—Tl)Cl(t—Tl)CQ(t)COS((;)l —(/A)Q) dt
Fig. 28. Average chip error rates (CER) versus average BER fer 40 and 2 Jo
60 with perfect ranking, channel estimation, and without AWGN. (70)

whereb, (£) = by (t) — bi(t).
both the channel estimation and propagation error terms. Ac-

cordingly, we proceed as follows: APPENDIX D

VARIANCE OF RESIDUAL MAI
Es,?

T . Writing the expression fol; » ase¢ — p — u, where the
= 041\/;/ bi(t — m)er(t — 71)ca(t) cos(py — ¢o) dt meaning ofe and ;. isAapparent from (70), and d9[E, 5] = 0
0 . because[cos(p1 — ¢2)] = E[Aaq] = E[A¢1] = 0, the vari-
~(ar + Aal)\/g/ Bi(t — m)en(t — m)ea(t) ance of the residual MAI term, using Gaussian approximation
0

[19], is
COS(JM </;2) dt
- \/7/ bi(t — m1)er(t — 71)ex(t) cos(py — pa) dt where

\f / bi(t — 1) (t — 1 )ea(t) cos(dy — o) dt E[€7]

25 Y — T1)C — T1)C CcOs —¢ 2
- Aal\/;/o bi(t — m)er(t — m1)ea(t) cos(hy — do). Blheng </0 bi(t = m)er(t — m1)ea(t) cos(ér </>2)dt> ]

67— plad]
To simply the second term in (67), we employ {s@wver series
expansion to obtain an approximate expressictsfo; — ¢2).
We know that the power series expansioref((a + b) — ¢)
with respect to the parameteis as follows:

VarlE, 2] = ] + E[o*] + E[) (72)

0|

El(by(t = 1))?]

x F

TN

/0 o1t — 11)es(t) cos( — o) dt)

P 1 ~
1 :E[ ]5(4Pb9 1)T22 <3N> E[COSQ(d)l —¢2)]
= cos(a — ¢) —sin(a — ¢)b — = cos(a — ¢)b? 11
1 1 1 . =FE[a{]4Pb,  PT? —
+ G sin(a — ¢)b® + 2 cos(a — c)b* — 120 sina — cb® 2 3N 2
_ 2
+O(°) 68) = gy PElai](4Pbs 1) (72)
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E[p’]

=F

A2¢1§</0 El(t — 7'1)61 (t — Tl)CQ(t) Sin((f)l — J)Q)dﬁ) 2]

= B[A% 1)L (bt — 1))

< E </0 o1t — 70)ea(#) sin(dy — o) dt)

= Var[A¢1]§T2(1)2 <%) E[sin®(¢1 — ¢o)]

—p (73)

T
A2a1§</0 Bl(t — Tl)cl(t — Tl)CQ(t) COS((/A)l — (/A)Q)dt> 2]

= B[A%)3 El(bi(t — )]

T
x E </0 e (t = 71)ea(t) cos(dy — ¢2) dt)

= Var[Aal]gTQ(l)Z < -

) Eleost (G — )

P (74)

wherePb; ; is the average probability of a bit error at the output
of the first MF in the SSC stage and is defined in (19) and [2]

Elcos®(¢1— )] = Elcos*(d1—¢2)] = Elsin® (91 —d2)] = L.

The second moment dv)(t) andb(t) are obtained as follows. For [

the case when there is a bit error we will héye= —b, so that
P(bL = 20}) = Pb,, (75)

whereZ}L = bl — bl and ash is equally distributed we have

P(b, =2) = P(b} = —2) = % (76)
Therefore
B(B)7) = @7t 4 (mop Tt
— 4P, ;. 77)

To obtain the second momentaf(t), we know that
E[(0:)%] = (1)2Pbyy + (=1)%(1 — Pb, )

(1)?(1 = Pby 1) + (—=1)°Pb,

1. (78)
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Similarly, we peed to find the expectation siﬁ2(¢1 — </32)
and cos?(¢ — ¢o) in order to evaluate the variance of the
residual MAI found in Appendix D. They are as follows:

E[sin®(¢1 — </;2)] = E[(sin ¢y cos </A>2 — cos ¢ sin </A>2)2]
= E[sin® ¢ cos® $o] + E[cos? ¢y sin® ]

(79)

NN

as E[sing;] = 0, ;E[SiHQ $1] = E[cos? (732] — % and
E[cos® ¢1] = Elsin® ¢o] = 5 and

Elcos®(¢1 — ¢2)] = Efcos® ¢y cos? o + sin? ¢y sin? ]
= Elcos? ¢y cos® ¢o] + Elsin® ¢y sin? ¢s]

1
= 80
5 (80)
as Elcos? 1] = Elcos? o] = 1 and Efsin® o] =
Elsin? ¢y = z
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