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Abstract

Pronunciationby analogy(PbA) is a data-dn/en tech-

niquefor theautomatigphonemisatiowf text whichis re-

ceving renavedattentionfrom workersin text-to-speech
synthesis. It usesthe dictionary which provides the

primary sourceof pronunciationwia directlook-up asa

secondaryourceof informationaboutthe pronunciation
of unknavn words. In this paper we provide theoretical
andempiricalmotivationsfor the useof PbA, review ap-

proachego automaticpronunciationgeneratiorby anal-

ogy, andreporton the implementatiorof a PbA module
for the Festval text-to-speectsynthesiserWe have used
a muchlarger dictionary (British English ExamplePro-

nunciationor BEER approximately200,000words)than

hitherto.New resultsof 86.7%wordscorrectareobtained
for this dictionary on our best-performingPbA imple-

mentation. The Festval PbA moduleis still underde-

velopmenthowever, andcurrentlydoeslesswell.

1. Introduction

Modern text-to-speechTTS) systemsuselook-up in a
large dictionaryasthe primary strategy to determinethe
pronunciationof input words. However, it is not possi-
ble to list exhaustvely all the words of a language so
that a secondaryor ‘back-up’ stratey is requiredfor
words not in the systemdictionary Pronunciationby
analogy(PbA) is a data-drven techniquefor the auto-
maticphonemisatiorf text, first proposecveradecade
ago by Dedinaand Nusbaum[1, 2]. Although initially
PbA attractedittle attention,several groupsaroundthe
world arenow trying to developthe approach.Thereare
goodempiricalandtheoreticareasongo favour analogy
over alternatve approaches

Recently Damperet al. [3] publishedan empirical
comparisonof the performanceof four representate
approache$o automaticphonemisatioron the sametest
dictionary (The Teadher’s Word Book of 16,280words).

As well asrule-basedechniquesthreedata-drivenmeth-
odswere evaluated. Thesewere pronunciationby anal-
ogy, the NETspeakneuralnetwork [4] and a tree-based
method,IB1-IG [5, 6]. The rule setsstudiedwere that
of Elovitz etal. [7] anda setincorporatedn a successful
TTS product (identity kept anorymousfor commercial
reasons)Resultsshovedthatthe data-drventechniques
outperformedexperts’rulesby avery significantmaigin:
However, the data-drven methodsrequire alignedtext-
phonemalatasetsandthe alignmentprocesss problem-
atic. Nonethelesst wasahundantlyclearthatmanually-
derived rules should be abandonedn favour of data-
drivenapproachesBesttranslatiorresultswereobtained
with PbA at approximately72% words correct, com-
paredto somethingike 26% words correctboth for the
Elovitz et al. rulesandthe more highly-developedrules
incorporatedn acommercialTTS system.Generallyin
accordancevith the findings of van denBosch[6], the
lesscompressiorthereis of the dictionary dataduring
learning,the betterthe performanceThus,PbA s better
than IB1-1G which, in turn, is better than NETspeak
Damperet al. considereda bestword accuray of 72%
to indicatethatautomatigoronunciatiorof text is notyet
asolvedproblem

From the theoretical perspectie, Pirrelli and Fed-
erici [8] write: “... the spaceof analogyis ... even-
tually more accuratethan the spaceof rules, as the
former, but not the latter, is definedby the spaceof
alreadyattestecbaseobjects” (p.855). Thereare, how-
ever, other theoreticaladvantages. Analogy does not
use a fixed-sizewindow on the input text nor commit
to useof specificunits (graphemesphonemessyllables,
words...). Insteadjnput/outputmappingsaremodelled
togetherin variable-sizechunks,so handlinglong-range
dependenciesasilyand naturally In particular Daele-
mans,van den Boschand Zavrel [9] write: “empirical
resultsstrongly suggesthat keepingfull memoryof all
traininginstancess at all timesa goodideain language



learning” (p.38). Finally, the ‘no free lunch’ theorems
of Wolpert and Macready[10, 11] tell us thereis no

general,'best’ methodfor machine-learningproblems.
They provide a basisfor believing that we should pre-

fer “appropriateness-to-tasiver uniformity of method”
(cf. [12]) whenselectingalearningtechniquewith all the

evidencepointingto analogyashighly appropriateo the

taskof automatigphonemisation.

In this paper we reporton the further development
of PbA for TTS applications. In particular we have
useda muchlarger dictionarythan hitherto (British En-
glish Example Pronunciationor BEER approximately
200,000words),andimplementeda pronunciatiormod-
ule for the Festival public-domainTTS synthesiser We
commencavith abrief review of previouswork on PbA.

2. A Review of Pronunciation by Analogy

Severalauthorshave describedbronunciatiorby analogy
systemswhich, in spite of fundamentakimilarities,also
featureconsiderableariation. In this section,we outline
someof thesesystemsboth to form a basisfor under

standingthe presentwork andto illustrate the degreeof

variationbetweerthem.

2.1. Dedina and Nusbaum’s System

Figure 1 shows a block diagram of the PRONOUNCE
systemof DedinaandNusbaum(D&N) [1, 2]. An input
word to be pronounceds comparedn turn to wordsin
thedictionary(Websters Pocket Dictionary). Previously,
the lettersof eachword had beenautomaticallyaligned
(by asimpleLisp program)with thephonemespecifying
the word’s pronunciation.Matching substringsare used
to build a pronunciationlattice which is thentraversed
to find the ‘best’ pronunciationof the input. The ‘best’
paththroughthelatticeis assessedccordingo adecision
function with two heuristics(shortestpath, if unique,
or bestscoring of the tied shortestpaths). Note that
thereis no guaranteahat therewill always be at least
one complete path for every input word: This is the
silenceproblem

D&N'’s systemwas testedon just 70 monosyllabic
pseudavords (as previously usedin readingstudiesby
Glushlo [13, 14]). As an illustration, Figure 2 shavs
the pronunciatioratticefor thepseudavord shead Such
atestis largely irrelevantto TTS applications: The test
setis not representatie of generalEnglish,eitherin the
smallnumberof wordsusedor theirlength.Also, D&N’ s
reportedresultsseemto bedifficult (if notimpossible)o
replicate[15, 16, 17].

2.2. Sullivan and Damper’s System

Sullivan and Damper[18] describea PbA systemfor
English and German. They useda more principled
alignmentprocedurethan D&N and a differentkind of
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Figure 1: Block diagram of Dedina and Nusbaums
PRONOUNCE.

pronunciationlattice in which nodescorrespondo the
juncturesbetweerletters,ratherthanto the lettersthem-
selhes. (The advantageof this is thatthe systemis never
‘silent'—unableto producea pronunciation.)Scoringof
thecandidateronunciationsisedsomethingnuchcloser
to aprobabilisticmodelthanD&N’ sheuristics However,
testingwasagainon small setsof pseudavords.

2.3. Damper and Eastmond’s System

Damperand Eastmond[15, 16] reimplementedD&N’ s
systembut improved the heuristicsusedto find the best
paththroughthe pronunciationlattice. Also, they con-
ductedmorerealisticandrelevanttestingon reasonable
number(some16,000—-20,000pf real words. This was
done by removing eachword in turn from the lexicon
and deriving a pronunciationby analogy with the re-
mainingwords. (Thisis then-fold cross-alidationtech-
nique [19], asusedby van denBosch[6, p.54] in the
evaluation of text-to-phonemesubsystemswithn = L
whereL is thesizeof theentirelexicon.) They proposed
a methodfor silenceavoidancebasedon Sullivan and
Damperstypeof lattice,but muchlargerlatticesresulted
and, whenusing a large test corpus,thesecould not be
searchedn reasonablgéime. No analysisof errorswas
given. Suchanalysisis potentiallyusefulin pinpointing
andavoiding commonsourcef error.



Figure2: Pronunciationattice for the pseudavord shead simplified to shov only a representatie subsebf nodesand
arcs.Thesilenceproblemariseswhenthereis no completepathfrom Startto Endnodes.

24. Yvon's System

Recognisingthat pathsthroughthe D&N type of pro-
nunciationlattice imply a (single) sharedphonemebe-
tweencontiguousmatchingsubstringsyvon[17] gener

alisedthis to producea system(SMFA) basedon “un-

boundedoverlappingchunks”. Although this was only

testedon relatively small subsetqabouta tenth) of the
lexicon, clearperformancemprovementsvere obtained
overD&N.

In a later paper Yvon [20] developsa moreformal
and linguistic notion of ‘analogy’. However, a system
basedon this notion performslesswell thanSMPA and
is afflicted by a high silencerate.

2.5. Marchand and Damper’s System

Sincethe principal dimensionon which thesedifferent
systemsvary is the heuristic(s)usedto scorecandidate
pronunciationsvhentherearetied shortestpathsin the

pronunciatiorattice, MarchandandDamper{21] exper

imentedwith theuseof multiple, simultaneoustratejies,
usingconceptof informationfusionto producean over-

all decision.Thefivescoringstratgiesusedo rank-order
the candidatesvere:

1. themaximumproductof thearcfrequencieslong
thetied shortespaths;

2. theminimum standardieviation of the arclengths
alongtheshortespaths;

3. themaximumfrequeng of thesamepronunciation
within the shortespaths;

4. the minimum numberof different phonemese-
tweenapronunciatiorandthe othercandidates;

5. the maximum‘weak link’ value, wherethe weak
link is the minimum of the arc frequencies.(This
is effectively a minimaxcriterion.)

A fixednumberof pointswasthendistributedamongthe
candidatesccordingto their positionin the ranking. In-
dividual pointswerethenmultiplied togetherto produce
a final overall scoreand the best-scoringoronunciation
selectedas the output. Marchandand Dampershoved
thatthis multi-stratey approactgave statisticallysignif-
icant performancemprovementsover simpler versions
of PbA. Further therewasa statisticallysignificanttrend
for performancéo improve with thenumberof stratgjies
employed, and their bestresult was obtainedusing all
five stratgies. This bestresultwas65.5%wordscorrect
for the approximately20,000manually-alignedvordsof
Websters Pocket Dictionary (asusedby Sejnavski and
Rosenbeay[22] to traintheNETtalk neuralnetwork). This
comparedvith afigureof 63.0%for the best-performing
singlescoringstratgy (Stratgy 3, frequeny of thesame
pronunciation).

MarchandandDamperalsousedsomesimpleheuris-
tics for silenceavoidance,with ‘full’ patternmatching
betweeninput letter string and dictionary entries, as
opposedto D&N’s ‘partial’ matching(see[23] for de-
tails). Thisis theversionof PbA usedin the comparatie
evaluation of Damperet al. [3] mentionedabove, and
whichscoredr1.8%wordscorrectontheslightly-smaller
Teader’'s Word Book

3. The BEEP Dictionary

One of the main aims of the presentwork wasto use
a much larger dictionary than previously. Accordingly,
we have usedthe British EnglishExamplePronunciation
(BEEP)dictionary, availableasfile beep. t ar . gz from
ftp://svr-ftp.eng.cam ac. uk/ by following
pathconp. speech/di cti onari es/ .
Thenumberof wordsin BEEPwasinitially 256,999.
Of these, 70,039 words with multiple pronunciations
were removed. This was done becausesuch words
are obviously problematicfor PbA, but alsofor consis-



teng/ with our previous work. This left a final total
of 186,960words with an unequvocal pronunciation.
Hence thedictionaryusedhereis about10 timeshigger
thanWebsters (theNETtalk' corpus).

BEEP usesa set of 45 phonemesfor specifying
canonicalpronunciations.Someof phonemeshave one-
charactecodesandsomehave two-charactecodes.For
simplicity, the dictionary was preprocessetb useone-
charactecodesuniquely

4. Aligning the BEEP Dictionary

In commonwith other data-drven techniquedor auto-
matic pronunciation,PbA requiresa datasetin which
eachletter of eachword’s pronunciationis alignedwith
a correspondingphoneme.While it is not clearthatthe
alignmentprocessis linguistically well-motivated, it is
nonethelessinavoidable(e.g.,[24]). Further with such
a large dictionary we felt that automaticalignmentwas
highly desirable.

The automatictechniqueusedhereis modelledon
that describedby Luk and Damper[25]. It is intensely
ignorance-basedysing an absoluteminimum of prior
knowledge about word spellings and their pronuncia-
tions. As such,it canbedistinguishedrom thetechnique
describedy Black, LenzoandPagel[26] whichrequires
prior specificationof “allowables”™—i.e.,pairs of letters
of phonemesvhich areallowedto correspond.

An associatiomrmatrix A (initially empty)is setup
with L = 26 rows and P = 45 columns whereL and P
arethenumberof letterof phonemeclassestespectiely.
Processingeachword of the dictionary in turn, every
time a letter [ and a phonemep appearin the same
word irr espectiveof relative position the corresponding
elementa;, of A is incremented. After the first pass
throughthedictionary, a;, containsacountof thenumber
of timesletter/ andphonemep appeain the sameword.
An initial alignmentcannow be attempted.

If the numbersof lettersi,, and phonemesp,, in
wordw differ, |l,, — py | Nulls areaddedo the shorterof
the spellingor the pronunciationto make themthe same
length,equalto I = max[l,,, p,,]. Theseareplacedin all
possiblepositions producingasetof C = |l, — py| + 1
candidatealignments, 4 = {A(c,w)},1 < ¢ < C. Each
candidatalignments scoredoy takingtheproductof the
associationgit eachpositionindex i:

Alc,w) € A
1<e<C
1<i<I

S[A(c,w)] = Halp(z',c,w)
and that which maximisesthis scoreis chosenas the
alignmentof word w:

Ak, w) :

We cannow performa secondpassthroughthe dic-
tionary to producea new associationmatrix A’ with

k = arg max [S[A(c, w)]]

elementsa;,, which countthe numberof times letter {
andphonemep appearat the same(aligned) positions.
Proceedingasbefore,a new setof candidatealignments
canbe producedandscored,anda new ‘best’ alignment
againselected.This done,furtheriterationscanbe used
in anattemptto improve thealignments.

By its useof a stepin which expectationf new cor-
respondencesrecomputedusingthecurrentestimateof
the correspondencesonditionedon the dictionary data)
followed by a maximisationstep,this canbe seenasan
applicationof the expectation-maximisatioEM) algo-
rithm [27, 28]. At this stagewe usejusttwo iterationsto
produceA’ from whichthefinal alignmentsareobtained.
The restrictionto two iterationsis a computationaton-
veniencefuturework will usemore.

5. Results

Resultsare given here for two different implementa-
tions of PbA usingthe automatically-aligned3EEP dic-

tionary The first is a researchversion of the Marc-

handand Dampermulti-stratey analogymodelwritten

in Python[21]. This was not the versionincludedin

Festval, but is considerecherebecausét givesa useful
impressionof the upperlimit on pronunciationperfor

mancenotleastbecausé hasbeenextensively validated
anddehugged.Thesecondsetof resultsis for thesimpler
C++ versionactuallyincludedin Festval. It implements
the Damper and Eastmondanalogy model with total-

productscoring[16]. It hasnot yet beenasextensvely

testedanddevelopedasthe Pythonimplementation

Pronunciationperformancewas assessedy n-fold
cross-alidation. It is worth noting that the introduction
of null lettersin aligningthe BEEPdictionary(Sectior4)
actually simplifies the problemof automaticpronuncia-
tion generatiorslightly. Sincetheinputto PbA contains
the nulls in the appropriateplaces, the length of the
correspondingphonemestring is also known (albeit it
might also containnulls). This is obviously important
knowledgeaboutthe structureof the word’s pronuncia-
tionwhichwouldnotbepresentn areal TTS application.
Ideally one shouldstartwith only the lettersand guess
how mary nulls thereshouldbe andwherethey should
beplaced.

Using Marchandand Dampers multi-strateyy model
(i.e.,thePythonimplementatiomotincludedin Festval),
we obtained85.1% words correctusing all five strate-
gies. Using Stratgjiesl and3 only, however, we ob-
tained86.7%words correct. It is notevorthy that better
resultsareobtainedor BEEPthanfor the Teather's\Word
Book (see[21]) even thoughthe latter is considerably
smaller Thisis probablybecausd8EEPis muchlessdi-
verse,containingfairly full listings of (similar) morpho-
logical derivatesof stemwords. Also, the presentwork
differs from [21] in that bestresultsare obtainedusing
only two out of the five scoringstratgies,ratherthanall



Rank | Letter Errors(%) | Phoneme Errors(%)
1 e 19.8 11 14.6
2 a 15.8 fol 12.8
3 o] 10.7 n 7.3
4 r 10.3 1zl 5.0
5 [ 9.4 lel 4.9

Table 1: Rank ordering of lettersand phonemeanost
oftenimplicatedin erroneougpronunciations.

of them.Thereasongor this arecurrentlyunknown.

For the C++implementatiorof theDamperandEast-
mond model actually includedin Festval, becauseof
time constraintswe only have resultsfor 10,431words
at this stage. This scored57.0% words correct—much
lower thanthe Pythonimplementation. Someof this is
undoubtedlydueto thelesspowerful analogymodel,but
it is alsolikely thatthe C++ codeneedsfurther testing
andimprovement.

Whatsortof errorsdoesPbAmake?Becausave only
have completeresultsfor the Pythonversion,we restrict
our attentionhereto this implementation.Table1 shovs
in rank orderthe 5 lettersand 5 phonemesanost often
implicatedin erroneougpronunciationsClearly, andnot
surprisingly the vowel lettersare difficult to transcribe,
andthisis especiallytrueof e. Againnotsurprisingly the
null phonemds especiallyproblematicasis schwa, and
someothervowels. (Null lettersarenot a greatsourceof
errorastherearevery few of them.) The5 letterslisted
togetheraccountfor 66% of all errors,while thetotal for
the5 phonemess 44.6%.

6. Integrating PbA into Festival

To malke the resultsof our work availableto the wider
researcltommunity we have produceda pronunciation-
by-analogy module for the Festval TTS synthesiser
Festval is a modular extensible, multi-lingual system.
Its modulardesignallows developerseasilyto integrate
their own moduleswithin the overall system.As it pro-
videsa complete gxisting synthesiservironment,allow-
ing usto concentratesolelyonthepronunciatiormodule,
it is idealfor our requirementsFestival is public-domain
for researclpurposesandis availablefor downloadfrom
http://ww. cstr. ed. ac. uk/ .

The default way of producinga pronunciatiorfor an
unknowvn word in Festival usesthe (learned)letterto-
soundrules as describedby [26]. Festval providesa
functionfor specifyingwhatmoduleis to beusedfor this
process,allowing for custommodulesto usedinstead.
The only requirementsf the nev moduleare for it to
take theunknavn word andary featureq(i.e.,itemssuch
as part of speechand stresspatterns—wedo not use
featuresat this stage).Integratingthe sourcecodeof the

PbAmodulewassimply acaseof placingthe C++ source
codeinto the appropriatemoduledirectory, in this case
/ modul es/ Lexi con/ , declaringthe function proto-
typesin file | exi con. cc in thisdirectory andmaking
theappropriatechangego thermakef i | e. A callto the
function(| ex. set. | ts. net hod ' pba. | ookup)
then set Festval to use our PbA module. From this
point on, all unknavn words—absenfrom the BEEP
dictionary—arepassedo the PbA module.

7. Conclusions

Pronunciatiorby analogy(PbA) is a powerful technique
for automatigphonemisatioin text-to-speeclfTTS) syn-

thesis. We have describedrecentdevelopmentsn PbA

and the implementationof a pronunciationmodule for

the Festival public-domainTTS synthesiserusing the

BEEPdictionaryasa databaseThis moduleis currently
undepgoing developmentand improvementto bring its

performancecloser to that of our reference,research
implementation. Future work is plannedto use more
iterations (than the presenttwo) of the EM algorithm
in automaticalignmentof the dictionary, to investigate
the corvergenceof the alignmentalgorithm,andto per

form both objective and subjectve comparisonof PbA

with Festival's default pronunciatiormodule(thelearned
letterto-soundrulesof Black, LenzoandPagel.)
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