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Abstract - A novel reduced complexity trellis-

based equaliser, referred to as the In-phase/Quad-

rature-phase Equaliser (I/Q-EQ), is proposed.
The I/Q-EQ is employed in the context of turbo
equalisation (TEQ-IQ) and with the aid of iter-
ative channel estimation. The performance of
the TEQ-IQ is characterized in a noise limited
environment over an equally-weighted, symbol-
spaced three-path Rayleigh fading channel. The
TEQ-IQ achieved the same performance as the
conventional turbo equaliser, while achieving a
complexity reduction by a factor of 1.25 and
7.17 for 4-QAM and 16-QAM, respectively.

1. INTRODUCTION

In a communications system, the received signal is de-
graded by Inter Symbol Interference (ISI) introduced
by the channel. The effects of ISI can be mitigated by
employing equalisation and the associated Bit Error
Rate (BER) can be further reduced by using error cor-
rection schemes. However, when performing the equal-
isation and channel decoding independently, we can-
not compensate for the performance loss due to the ISI
completely, even when soft decisions are passed from
the equaliser to the channel decoder. Instead, by per-
forming the channel equalisation and decoding jointly,
as in the iterative turbo equalisation scheme proposed
by Douillard et al. [1], the residual ISI can be substan-
tially mitigated. Gertsman and Lodge [2] then showed
that the iterative process of turbo equalisation can be
exploited to compensate for the performance degrada-
tions due to imperfect channel estimation. Knicken-
berg et al. [3] subsequently proposed a non-iterative
joint equalisation and decoding technique based on a
supertrellis structure. This technique yielded an op-
timum performance, but it was restricted to incorpo-
rating simple interleavers due to the high complexity
incurred in conjunction with interleavers.

Due to complexity reasons, early turbo equalisation
investigations using the conventional trellis-based equa-
liser (CT-EQ) were constrained to applying Binary Pha-

se Shift Keying (BPSK) and Quadrature Phase Shift
Keying (QPSK) modulation schemes [2]. Furthermore,
only a limited Channel Impulse Response (CIR) dura-
tion could be equalised since the computational com-
plexity incurred by the CT-EQ is dependent on both
the maximum CIR duration and on the modulation
mode utilised. Hence, turbo equalisation research has
been focused on developing reduced complexity equalis-
ers, such as the low-complexity linear equaliser pro-
posed by Glavieux et al. [4] and the Radial Basis Func-
tion RBF equaliser of Yee et al. [5].

Motivated by these trends, we propose a novel re-
duced complexity trellis-based channel equaliser, re-
ferred to as the In-phase/Quadrature-phase Equaliser
(I/Q-EQ), in the context of turbo equalisation invok-
ing iterative channel estimation [6] for high throughput
M-level Quadrature Amplitude Modulation (M-QAM).
The performance of this reduced-complexity I/Q turbo
equaliser (TEQ-IQ) is compared to that of the con-
ventional turbo equaliser (TEQ-CT) benefiting from
perfect CIR. The basic principle of the reduced com-
plexity equaliser is based on equalising the in-phase
(I) and quadrature-phase (Q) component of the trans-
mitted signal independently. Therefore, the number
of states for the in-phase and quadrature-phase trellis-
based equaliser is reduced, when compared to the afore-
mentioned CT-EQ. This issue will be made more ex-
plicit during our forthcoming discourse.

2. PRINCIPLE OF I/Q EQUALISATION

When the modulated signal s(t) is transmitted over the
channel characterised by the CIR h(t) and further cor-
rupted by the zero-mean complex white Gaussian noise
n(t) having a variance of 6> = N,/2, where N, is the
single-sided noise power spectral density, the received
signal r(t) becomes:

r(t) = s(t) x h(t) + n(t)
=[s1(t) + jsq(t)] * [hi1(t) + jho(t)] + ni(t) + jng(t)
=rr(t) + jrq(t),

(1)
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Figure 1: Model of the complex channel. After trans-
mission over the complex channel h(t), the received
signal r(t) becomes dependent on the in-phase com-
ponent s;(t) and quadrature-phase component sg(t)
of the transmitted signal, as expressed in Equations 1
and 2.

where

ri(t) = sr(t) x hr(t) — SQ(t) * hQ(t) +nr(t)

ro(t) = s1(t) x ho(t) + sq(t) * ha(t) + ng(t), )

since the CIR h(t) is complex and therefore consists of
the I component h;(t) and Q component hg(t). Similarly,
sr(t) and sg(t) are the I and Q components of the
transmitted signal s(t), as illustrated in Figure 1, while
nr(t) and ng(t) are the quadrature components of the
Gaussian noise n(t). As shown in Equation 2, the re-
ceived I/Q signals, namely r7(t) and rg(t), become de-
pendent on sr(t) and sg(t) after transmission over the
complex channel. We refer to the inter-dependency be-
tween sy(t) and sg(t) in the received quadrature sig-
nals r;(¢) and rg(t) as cross-coupling. This cross-
coupling of the transmitted signal’s quadrature com-
ponents requires the receiver to consider an increased
number of signal combinations, hence necessitating a
high number of equaliser trellis states. However, we
can reduce the number of states to be considered signif-
icantly, when the cross-coupling is removed such that
the quadrature components of the decoupled channel
output 7'(t) are only dependent on sz(t) or sg(t), as
illustrated in Figure 2 and augmented below:

r'r(t) = si(t)*h(t) +nr(t)
= s1(t) * hr(t) + jlsr(t) * ho(t)] + n(t)
r'qt) = =—sq(t) *h(t) + nq(t) 3)

— (sQ(#) * hi(t) + jlsq(t) x ho(D)]) + n(D).

This is achieved by generating the estimates §7(t) and
3¢(t) of the transmitted signal [4] — using the reliabil-
ity information output by the decoder — and, as shown
in Figure 2, by cancelling the cross-coupling effects of
the transmitted quadrature signals from both the I and
Q received signal components, namely from r'7(t) and
r'o(t), respectively. In the ideal scenario, where per-
fect signal regeneration is possible, the cross-coupling
inherent in the received signal can be successfully re-
moved. No doubt that there will be errors introduced in

ri(t) - = ()
+ +
- n(t)
31(t) = hi(t)
i(3q(t) * hr(t))
- n(t)
+ Jri
jrot) - - A0

§(31(t) * ho(t))

Figure 2: Removing the dependency of r7(t) and r¢g(t)
on the quadrature components of the transmitted sig-
nals, namely s7(t) and sq(t), to give r7(t) and rg(t),
respectively. In this figure, it is assumed that the
CIR estimation is perfect, ie. hr(t) = hr(t) and
ho(t) = hg(t) and that the transmitted signals are
known, giving §7(t) = sr(t) and $g(t) = so(t). In
this case, perfect decoupling is achieved. However, in
practice these estimates have to be generated at the
receiver.

the decoupling operation, when inaccurate symbol es-
timates are generated from the channel-impaired low-
confidence reliability values. However, as seen in the
simulation results of Section VII, the imperfect decou-
pling effects are compensated through successive turbo
equalization iterations and the performance approaches
that of the turbo equalizer utilising the conventional
trellis-based equalizer.

After the decoupling operation, the modified com-
plex channel outputs, namely r';(t) and 7'¢(¢), respec-
tively, can be viewed as the result of convolving both
quadrature components independently with the com-
plex CIR on each quadrature arm. Consequently, we
can equalise sr(t) and sg(t) independently, hence re-
ducing the number of states in the trellis significantly.
Again, note that in Equations 3 we have assumed that
perfect signal regeneration and perfect decoupling is
achieved at the receiver, in order to highlight the un-
derlying principle of the reduced complexity equaliser.
The schematic of the reduced complexity equaliser us-
ing trellis-based equalisers is illustrated in Figure 5.

3. SYSTEM OVERVIEW

The schematic of the entire system is shown in Figure
3, where the transmitted source bits are convolution-
ally encoded, interleaved and mapped to a modulation
symbol. The encoder utilised a %—rate Recursive Sys-
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Figure 3: A coded M-QAM system employing a turbo
equaliser at the receiver.
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Figure 4: Transmission burst structure of the FMA1
non-spread speech burst of the FRAMES proposal [7].

tematic Convolutional (RSC) code having a constraint
length of K = 5 and octal generator polynomials of
Go = 35 and G4 = 23. In our investigations, the trans-
mission delay of the 4-QAM, 16-QAM and 64-QAM
systems [8] was limited to approximately 30 ms. This
corresponds to 3456 symbols at a symbol rate of 13.9
Kbauds and hence 6912-bit, 13824-bit and 20736-bit
random channel interleavers were utilised for 4-QAM,
16-QAM and 64-QAM, respectively. The transmis-
sion burst structure used in this system is the FMA1
non-spread speech burst specified by the Pan-European
FRAMES proposal [7], which is shown in Figure 4. A
three-path, symbol-spaced fading CIR of equal weights
was used, which can be expressed as:

h(t) = 0.577 4+ 0.5772" " + 0.5772"2, (4)

where the Rayleigh fading statistics obeyed a normalised
Doppler frequency of 3.3615 x 1075. In our investiga-

tions the fading magnitude and phase was kept con-

stant for the duration of a transmission burst, a condi-

tion which we refer to as employing transmission burst-

invariant fading.

Figure 5 illustrates the schematic of the turbo equa-
liser utilising two reduced complexity I/Q-EQs. Since
the Log-MAP algorithm [9] is employed in the I/Q-
EQ and in the channel decoder blocks, the soft de-
cisions generated are in the form of Log-Likelihood
Ratios (LLRs). Here, we expressed the LLR of the
equaliser and decoder using vector notations, accord-
ing to the approach of [2], but using different specific
notations. The superscript denotes the nature of the
LLR, namely ‘¢’ is used for the composite a posteri-
ori [10] information, ‘%’ [10] for the combined channel
and extrinsic information and ‘e’ [10] for the extrinsic
information. Furthermore, the subscripts in Figure 5
are used to represent the iteration index, while the ar-
gument within the brackets ( ) indicates the index of
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Figure 5: Schematic of the turbo equaliser employing
a DFE and a SISO channel decoder in the first turbo
equalisation iteration. In subsequent iterations, two
I/Q-EQs and one SISO channel decoder is employed.
The notation 7, represents a channel interleaver, while

71 is used to denote a channel deinterleaver.

the receiver stage, where the equalisers are denoted as
stage 0, while the channel decoder as stage 1.

At the receiver, the CIR was estimated using the
Least Mean Square (LMS) algorithm [11] and the train-
ing symbols of the transmission burst are shown in Fig-
ure 4. The initial step-size of the LMS algorithm was
set to 0.05. This initial CIR estimate was then utilised
during the first turbo equalisation iteration by the con-
ventional Decision Feedback Equaliser (DFE), as seen
in Figure 5. The reason for employing the DFE in the
first turbo equalisation iteration was to provide soft
decisions in the form of the LLR L$(0) to the channel
decoder. Invoking the DFE at the first iteration consti-
tuted a low-complexity approach to providing initial es-
timates of the transmitted symbols, as compared to the
more complex CT-EQ. Subsequently, the Soft-In/Soft-
Out (SISO) channel decoder of Figure 5 generates the
a posteriori LLR L§(1) and then the extrinsic informa-
tion of the encoded bits, namely L$(1) is extracted.

In the next iteration, the a posteriori LLR L§(1) is
used to regenerate estimates of the I and QQ components
of the transmitted signal, namely §7(¢) and $¢g(t), as
seen in the ‘MAP bit LLRs to symbols’ block of Fig-
ure 5. The a posteriori information was transformed
from the log domain to modulated symbols using the
approach employed in [4]. At this stage, the CIR is
re-estimated and refined with a smaller step-size of
0.01 using the regenerated symbols of the entire trans-
mission burst. The estimated transmitted quadrature
components §r(t) and S¢(t) are then convolved with
the estimate of the CIR h(t). At the decoupler block
of Figure 5, the resultant signal is used to remove the
cross-coupling effect — seen in Equation 2 — accord-
ing to Equation 3 from both quadrature components of
the transmitted signal, yielding »'7(¢) and r'¢(¢).

After the decoupling operation, r';(t) and ' (t) are
passed to the I/Q-EQ in the schematic of Figure 5. In



addition to these received quadrature signals, the I/Q-
EQ also processes the a priori information received —
which is constituted by the extrinsic LLRs L§(1) from
the previous iteration — and generates the a posteriori
information L§(0). Subsequently, the combined chan-
nel and extrinsic information L(0) is extracted from
both I/Q-EQs in Figure 5 and combined, before be-
ing passed to the Log-MAP channel decoder. As in
the first turbo equalisation iteration, the a posteriori
and extrinsic information of the encoded bits, namely
L§(1) and L5(1), respectively, are evaluated. The fol-
lowing turbo equalisation iterations also obey the same
sequence of operations, until the iteration termination
criterion is met.

4. SYSTEM COMPLEXITY

The complexity I" of the CT-EQ and that of the I/Q-
EQ for square-constellation M-QAM systems is expressed
here for the sake of simplicity in terms of the number of
trellis transitions per information bit. For the CT-EQ,
the complexity associated with equalising M-QAM sig-
nals transmitted over a complex channel having a delay
spread of 74 symbols is:

Number of states - Number of transitions
R

T'(CT-EQ) =

M7 .M M7atl
R~ R’

(5)
where R is the code rate. For one I/Q-EQ trellis stage,
we have:

I(1/Q-BQ) =

Number of states - Number of transitions

R
VM VAT
B R - R )

However, in order to evaluate the total complexity I' of
the turbo equaliser, which performs iterative equalisa-
tion and decoding jointly, we also have to consider the
number of iterations I;, which is a multiplicative com-
plexity factor. The corresponding expressions for the
total receiver complexity can therefore be formulated
as:

Tqa+1

I'(TEQ-CT) = I,(TEQ-CT) x (

2vM
R

+ QK) (6)

I(TEQ-IQ) = L(TEQ-IQ) x ( + 2K> , (1)

where 2% is the number of transitions considered at
each decoder trellis interval and K is the constraint
length of the convolutional code. A factor ‘2’ is in-
cluded in Equation 7, since two I/Q-EQs are employed
in the TEQ-IQ receiver. Note that in order to arrive at
a relatively simple TEQ-IQ complexity expression, the
DFE has been assumed to have the same complexity
as that of the I/Q-EQ.
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Figure 6: Performance of the TEQ-IQ using iterative
CIR estimation and the TEQ-CT having perfect CIR
information for a convolutional-coded 4-QAM system
possessing a channel interleaving depth of 6912 bits
over the equally-weighted, three-path Rayleigh fading
CIR of Equation 4 using a normalised Doppler fre-
quency of 3.3 x 10~° and burst-invariant fading.

5. RESULTS AND DISCUSSION

Our investigations suggested that after two turbo equal-
isation iterations the performance of the TEQ-CT hav-
ing perfect CIR information did not improve signifi-
cantly, despite invoking further iterations. We used
the term critical number of iterations, in order to
denote the number iterations, which was two in this
case. When employing the TEQ-IQ receiver using iter-
ative CIR estimation, the performance obtained after
four and five turbo equalisation iterations was similar,
as shown in Figure 6. Hence, the critical number of
iterations performed by the TEQ-IQ receiver was four.
The performance achieved by the TEQ-IQ using iter-
ative CIR estimation after four iterations was also ob-
served to be similar to that obtained by the TEQ-CT
having perfect CIR information after two iterations in
Figure 6. Using Equations 6 and 7, the complexity of
TEQ-IQ was found to be a factor 1.25 lower than that
of the TEQ-CT.

As a further set of results, Figure 7 displays the per-
formance of the TEQ-CT receiver having perfect CIR
information for 16-QAM transmitted over the Rayleigh
fading channel of Equation 4. We found that the criti-
cal number of iterations was three, when employing the
16-QAM TEQ-CT receiver, while in Figure 7 the crit-
ical number of iterations was six, when employing the
16-QAM TEQ-IQ using iterative CIR estimation over
the same channel. The performance achieved by the
TEQ-IQ receiver after six iterations was observed to be
similar to that obtained by the TEQ-CT receiver after
three iterations in Figure 7. Furthermore, the com-
plexity of the TEQ-IQ was found to be a factor of 7.17
lower than that of the TEQ-CT. Examining the perfor-
mance of our 64-QAM system over the same dispersive
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Figure 7: Performance of the TEQ-IQ using iterative
CIR estimation and the TEQ-CT having perfect CIR
information for a convolutional-coded 16-QAM system
possessing a channel interleaving depth of 13824 bits
over the equally-weighted three-path Rayleigh fading
CIR of Equation 4 using a normalised Doppler fre-
quency of 3.3 x 10~° and burst-invariant fading.

Rayleigh fading channel in Figure 8, it was observed
that the critical number of iterations was ten. After
six turbo equalisation iterations the performance of the
TEQ-IQ using iterative CIR estimation at BER = 103
was only 1.5 dB from the decoding performance curve
over the non-dispersive Gaussian channel, as shown in
Figure 8. Simulations could not be conducted for the
64-QAM TEQ-CT system, since the CT-EQ required
642 = 4096 states and 64 transitions per state, hence
it was too complex to be implemented.

6. CONCLUSION

It was observed in Figures 6 and 7, respectively, that
the reduced complexity turbo equaliser, namely the
TEQ-IQ scheme, employing two I/Q-EQs and iterative
CIR estimation was capable of achieving the same per-
formance as the significantly higher-complexity TEQ-
CT scheme having perfect CIR information. Specifi-
cally, for 4-QAM and 16-QAM, a complexity reduction
factor of 1.25 and 7.17 was obtained, respectively. For
64-QAM, we were unable to simulate the TEQ-CT due
to the high number of trellis states required. However,
for the TEQ-IQ receiver, the performance observed in
Figure 8 at BER = 10~ was only 1.5 dB from the
best-case decoding performance derived from the non-
dispersive Gaussian channel.
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