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Abstract - The speech encoded bits generated by the
proposed 2.365kbps prototype waveform interpolated
(PWTI) speech coder are channel-coded using turbo codes
or convolutional codes and transmitted using a Joint-
detection Code-division Multiple Access (JD-CDMA)
scheme. The speech codec combines Zinc basis func-
tion excitation (ZFE) and mixed-multiband excitation
(MMBE), in order to model the mixed voiced / un-
voiced speech segments at the highest possible quality.
At the receiver, a joint detection algorithm is used to
separate the information of the different up-link users.
It is demonstrated that for channel Signal-to-Noise Ra-
tios (SNR) in excess of about 9dB near-unimpaired
speech quality is achieved, virtually independently of
the number of users supported, as long as the number
of users does not exceed half of the spreading factor.
Furthermore, due to the limited acceptable turbo in-
terleaver latency the more complex turbo coded system
did not outperform the convolutionally coded scheme.

I. BACKGROUND

The standardisation of the third generation wireless systems has
reached a mature state in Europe, the USA and Japan and the
corresponding system developments are well under way right
across the Globe. All three standard proposals are based on
Wideband Code Division Multiple Access (W-CDMA), option-
ally supporting also joint multi-user detection in the up-link.
In the field of speech and video source compression similarly
impressive advances have been achieved and hence in this con-
tribution a complete speech transceiver is proposed and its per-
formance is quantified. Let us commence our discourse by con-
sidering the proposed 2.35 kbps speech codec.

II. THE 2.35 KBPS SPEECH CODEC

1. Codec Schematic

The 2.35kbps prototype waveform interpolated (PWI) speech
coder amalgamating Zinc basis function excitation [1, 2] (ZFE)
and mixed-multiband excitation (MMBE) is portrayed in Fig-
ure 1. As seen in Figure 1, linear predictive coding (LPC) analy-
sis is employed, which is performed on the basis of 20ms frames,
with the corresponding line spectrum frequencies (LSFs) quan-
tized to 18 bits/frame using an LSF coding scheme similar
to that of the G.729 ITU codec [3]. Following LPC analy-
sis, pitch detection, voicing strength calculation and voiced-
unvoiced (V/U) decisions are performed. For an unvoiced frame
the Root-Mean-Square (RMS) energy of the LPC residual is de-
termined, allowing random Gaussien noise to be scaled appro-
priately end used at the decoder as the unvoiced ezcitation.
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Figure 1: Schematic of the 2.35kbps codec

For a voiced speech frame initially a so-called prototype seg-
ment is selected, which is used by the codec, in order to describe
a 20ms speech segment, as it will be highlighted below and also
portrayed in Figure 2. This prototype segment is described by
the help of a number of parameters, which will be specified dur-
ing our further discourse, characterising essentially the entire
voiced speech frame. Subsequently the prototype segment is
passed to an analysis-by-synthesis loop, where the best voiced
excitation is selected. For this voiced excitation we opted for us-
ing orthogonal zinc basis functions, with the zinc function z(t)
defined by Sukkar et al [1] as z(2) = A-sinc(t—A)+ B-cosc(t—\).
As seen in Figure 3, the zinc function excitation (ZFE) exhibits
a spread pulse-like shape, where the coefficients A and B de-
scribe the function’s amplitude and A defines its position.

Sukkar et al showed that this basis function is more amenable
to describing the LPC residual of speech, than for example the
Fast Fourier Transform (FFT). Viewing the Zinc-function’s ac-
tion in the time-domain, it spreads the excitation pulse’s energy
around the glottal closure instants and hence it provides a bet-
ter replica of the LPC residual than a simple pitch-spaced pulse
stream. These ZFEs are passed to the analysis-by-synthesis

2403



Originad Specch

ANAAMAAWAMANAIMAIM N A

4 s ] 15 b 40 4 b4 §§ L]

25 K s
Pitch Prototype

My J,\JV\M,——

45 so 58 L]

4] 5 10 15 A 28 0 s “«0
Excitation for Prototype
el ol ok,
Y 1 4

™ 2% 30 B/ 4 4 W0 S5 &
Interpolnted Excitation

Tt

o s 0 I8 0 s W3 & 48 % SS w
Synthesized Speech

I N T I T

[ ) 0 15 2 2 38 L 45 0 58 0

L
Time fas

Figure 2: Example of 60 ms segments of the original speech
(top to bottom), the pitch prototype and its Zinc-model as well
as the interpolated excitation and the synthesized speech for a
voiced utterance by a female speaker uttering /o/ in 'dog’.
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Figure 3: Typical shape of a Zinc basis function, using the
expression z(n) = A - sinc{n — A) + B - cosc{n — X).

loop, in order to determine the best ZFE for each prototype
segment of voiced speech, a technique proposed by Hiotakakos
and Xydeas [2). The A and B ZFE parameters are then quan-
tized and they are passed to the decoder.

Separating the speech waveform into distinct frames of either
purely voiced or purely unvoiced speech usually results in syn-
thetic speech quality due to a distortion generally termed as
*buzziness’. This distortion is particularly apparent in portions
of speech that have dominant voicing in some frequency regions,
but dominant noise in other frequency bands of the spectrum.
Mixed-multiband excitation {5} schemes address the problem
of ’buzziness’ by splitting the speech into several frequency
bands. These frequency bands have their voicing strength as-
sessed individually and the corresponding excitation pattern fil-
tered through the LPC filter is generated by superimposing the
appropriately weighted Zinc-pulse and noise-based excitation
sources on a subband-by-subband basis.

At the decoder seen in Figure 1, for voiced frames the ZFEs
of the prototype segments are reconstructed from their 4 and
B parameters and the excitation pulses of the 20ms speech seg-
ment, which were not transmitted are re-inserted at the posi-
tions corresponding to the pitch, while their amplitude is deter-
mined by a simple linear ramping function smoothly interpo-
lating between the consecutive pitch prototype segments. The
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Figure 4: Typical PDF of the A and B ZFE Parameters, created
from from 8 mins of BBC Radio 4’s Book at Bedtime.

Quant. Scheme | SNR /dB for A | SNR /dB for B
4-bit 10.45 10.67
5-bit 18.02 19.77
6-bit 26.47 27.07

Table 1: SNR Values for Scalar Quantization of the A and B
ZFE Parameters.

filter-bank stages used by the multiband excitation process have
to have a bandwidth, which is an integer multiple of the pitch
frequency, in order to host an integer number of pitch harmon-
ics. Hence the transmitted pitch frequency is used to create the
synthesis filterbank, in order to produce the required mixture
of voiced and unvoiced excitation in all frequency bands. The
resultant excitation is passed through the LPC synthesis filter,
in order to produce the synthesized speech waveform, which
is also passed through the adaptive postfilter [4]. Finally the
waveform is passed through the pulse dispersion filter [5] in the
post-processing stage of Figure 1. For further details consider-
ing the proposed speech codec the interested reader is referred
to [6, 6].

II. The Speech Codec’s Bit Allocation

The codec’s bit allocation is summarized in Table 2, where
18 bits were reserved for LSF vector-quantization covering the
groups of LSF parameters L0, L1, L2 and L3, where we used
the nomenclature of the G.729 codec [3]. A one-bit flag was
used for the V/U classifier, while for unvoiced speech the RMS
parameter was scalar quantized with 5-bits. For voiced speech
the pitch-delay was restricted to 20 —+ 147 samples, thus re-
quiring 7-bits for transmission. The ZFE amplitude parameters
A and B were scalar quantized using 6-bits. This requires the
knowledge of their Probability Density Function {PDF), which
is portrayed for a given training sequence in Figure 4. The
Max-Lloyd quantizer was used to create 4,5 and 6-bit scalar
quantizers for both the A and B parameters. Table 1 show
the SNR values for the quantized A and B parameters for the
various quantization schemes. On the basis of our subjective
and objective investigations we concluded that the 6-bit quan-
tization constitutes the best compromise in terms of bit rate
and speech quality. The voicing strength for each frequency
band was scalar quantized and since there were three frequency
bands, a total of nine bits per 20 ms were allocated to voicing-
strength quantisation. Thus the total number of bits for a 20ms
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parameter unvoiced | voiced
LSFs 18 18
v/u flag 1 1
RMS value 5 -
pitch - 7
Zinc-function A - 6
Zinc-function B - 6
Voicing Strengths - 3 x3
total/20ms 26 47
bit rate 1.30kbps | 2.35kbps

Table 2: Bit allocation for the speech codec.

frame became 26 or 47, yielding a transmission rate of 2.35kbps
for the voice speech segments.

IIl. The Speech Codec’s Error Sensitivity

Following the above description of the 2.35kbps speech codec we
now investigate the extent of the reconstructed speech degrada-
tion inflicted by transmission errors. The error sensitivity is ex-
amined by individually corrupting each of the 47 bits detailed in
Table 2 with a corruption probability of 10%. Employing a less
than unity corruption probability is common practice, in order
to allow the speech degradation caused by the previous corrup-
tion of a bit to decay, before the same bit is corrupted again,
which emulates a practical transmission scenario realistically.

At the decoder for some of the transmitted parameters it is
possible to invoke simple error checks and corrections. At the
encoder isolated voiced, or unvoiced, frames are assumed to in-
dicate a failure in the voiced-unvoiced decision and corrected,
an identical process can be implemented at the decoder. For
the pitch period parameter a smoothly evolving pitch track is
created at the encoder by correcting any spurious pitch period
values, and again, an identical process can be implemented at
the decoder. Additionally, for voiced frame sequences phase
continuity of the ZFE A and B amplitude panmeters i8 main-
tained at the encoder, thus, if a phase change is perceived at
the decoder, an error occurance is assumed and the previous
frame’s parameters can be repeated.

Figure 5 displays the so-called Segmental Slgnal-to—Noxse Ra-
tia (SEGSNR) and cepstral distance (CD) objective speech mea-
sures for a mixture of male and female speakers, having British
and American accents. Observing Figure 5 it can be seen that
both the SEGSNR and CD objectives measures rate the error
sensitivity of the different bits similarly. The most sensitive pa-
rameter is the voiced-unvoiced flag, followed closely by the pitch
bits, while the least sensitive parameters are the three voicing
strengths bits of the bands B1 —~ B3, as seen in Figure §.

III. CHANNEL CODING

In order to improve the performance of the system, channpel
coding was employed. Two types of error correction codes were
used, namely, turbo codes and convolutional codes. Turbo cod-
ing is a powerful method of channel coding, which has been
reported to produce excellent results [8]. Convolutional codes
were used as the component codes for the turbo coding and the
coding rate was set to r = 1/2. We used a 7x 7 block interleaver
as the turbo interleaver. The FMA1 spread speech/data burst
1 [11] was altered slightly to fit the turbo interleaver. Specif-
ically, the two data blocks were modified to transmit 25 data
symbols in the first block and 24 symbols in the second one. In
order to obtain the soft-decision inputs required by the turbo
decoder, the Euclidean distance between the CDMA receiver’s
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Figure 5: The error sensitivity of the different transmission bits
for the 2.35kbps speech codec. For the CD degradation graph,
containing the bit index for each parameter, bit 1 is the least
significant bit.

data estimates and each legitimate constellation point in the
data modulation scheme was calculated. The set of distance
values were then fed into the turbo decoder as soft inputs. The
decoding algorithm used was the Soft Output Viterbi Algorithm
{SOVA) [10] with 8 iterations for turbo decoding. As a compari-
son, a half-rate, constraint-length three convolutional codec was
used to produce a set of benchmark results. Note, however that
while the turbo codec used so-called recursive systematic con-
volutional codecs, the convolutional codec was a non-recursive
one, which has better distance properties.

1V. THE JD-CDMA SPEECH SYSTEM
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Figure 6: FRAMES-like two-user uplink CDMA system

The JD-CDMA speech system used in our investigations is
illustrated in Figure 6 for a two-user scenario. The encoded
speech bits generated by the 2.35kbps prototype waveform in-
terpolated (PWI) speech codec were channel encoded using a
%-rate turbo encoder having a frame length of 98 bits, includ-
mg the convolutional codec’s termination bits, where a 7 x 7

2405



turbo interleaver was used. The encoded bits were then passed
to a channel interleaver and modulated using 4-level Quadrature
Amplitude Modulation (4-QAM). Subsequently, the modulated
symbols were spread by the spreading sequence assigned to the
user, where a random spreading sequence was used. The up-
link conditions were investigated, where each user transmitted
over a T-path COST 207 Bad Urban channel [15], which is por-
trayed in Figure 7. Each path was faded independently using
Rayleigh fading with a Doppler frequency of fp = 80 Hz and a
Baud rate of R), = 2.167 MBaud. Variations due to path loss
and shadowing were assumed to be eliminated by power control.
The additive noise was assumed to be Gaussian with zero mean
and a covariance matrix of 021, where a? is the variance of the
noise. The burst structure used in our experiments mirrored
the spread/speech burst structures of the FMA1 mode of the
FRAMES proposal [11]. The Minimum Mean Squared Error
Block Decision Feedback Equaliser (MMSE-BDFE) was used
as the multiuser receiver {13}, where perfect channel estimation
and perfect decision feedback were assumed. The soft outputs
for each user were obtained from the MMSE-BDFE and passed
to the respective channe] decoders. Finally, the decoded bits
were directed towards the speech decoder, where the original
speech information was reconstructed.
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Figure 7: Normalized channel impulse response for a seven path
Bad Urban channel [15].

V. SYSTEM PERFORMANCE

The BER performance of the proposed system is presented in
Figures 8 and 9. Specifically, Figure 8 portrays the BER. perfor-
mance of a two-user JD-CDMA speech transceiver. Three differ-
ent sets of results were obtained for the uncoded, turbo-coded
and non-systematic convolutional-coded systems, respectively.
As it can be seen from the Figure, channel coding substan-
tially improved the BER performance of the system. However,
in comparing the BER performances of the turbo-coded sys-
tem and the convolutional-coded system, convolutional coding
appears to offer a slight performance improvement over turbo
coding. This can be attributed to the fact that a short turbo in-
terleaver was used, in order to maintain a low speech delay, while
the non-systematic convolutional codec exhibited better dis-
tance properties. It is well-understood that turbo codecs achieve
an improved performance in conjunction with long turbo inter-
leavers. However, due to the low bit rate of the speech codec 47
bits per 20ms were generated and hence we were constrained to
using a low interleaving depth for the channel codecs, resulting
in a slightly superior convolutional coding performance.

In Figure 9, the results were obtained by varying the number
of users in the system between K = 2 and 6. The BER perfor-
mance of the system degrades only slightly, when the number
of users is increased. This is due to the employment of the joint
detection receiver, which mitigates the effects of multiple access
interference. It should also be noted that the performance of
the system for K = 1 is also shown and the BER performances
for K = 2 to 6 degrade only slightly from this single-user bound.
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Figure 8: Comparison of the BER performance of an uncoded,
convolutional-coded and turbo-coded two-user CDMA system,
employing half-rate, constraint-length three constituent codes.
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Figure 9: Comparison of the BER performance of an uncoded,
convolutional-coded and turbo-coded CDMA system for K =
2, 4 and 6 users.

The SEGSNR and CD objective speech measures for the de-
coded speech bits are depicted in Figure 10, where the turbo-
coded and convolutional-coded systems were compared for K =
2 users. As expected on the basis of our BER curves, the con-
volutional codecs result in a lower speech quality degradation
compared to the turbo codes, which were constrained to employ
a low interleaver depth. Similar findings were observed in these
Figures also for K = 4 and 6 users. Again, the speech per-
formance of the system for different number of users is similar,
demonstrating the efficiency of the JD-CDMA receiver.

VI. CONCLUSION

The encoded speech bits generated by the 2.35kbps prototype
waveform interpolated (PWTI) speech codec were half-rate channel-
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Figure 10: SEGSNR and CD objective speech measures for the
decoded speech bits for K = 2, 4 and 6 users.

coded and transmitted using a DS-CDMA scheme. At the re-
ceiver the MMSE-BDFE multiuser joint detector was used, in
order to detect the information bits, which were then channel-
decoded and passed on to the speech decoder. In our work,
we compared the performance of turbo codes and convolutional
codes. It was shown that the convolutional codes outperformed
the more complex turbo codes in terms of their BER perfor-
mance and also in speech SEGSNR and CD degradation terms.
This was due to the short interlever constraint imposed by the
low speech delay requirement, since turbo codes require a high
interlever length in order to perform effectively. It was also
shown that the system performance was only slightly degraded,
as the number of users was increased from K = 2 to 6, demon-
strating the efficiency of the JD-CDMA scheme.
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