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ABSTRACT

The paper analyzes global solutions to the optimal digital
controller realization problem based on maximizing a finite
word length (FWL) closed-loop stability measure. For each
closed-loop eigenvalue, a single-pole FWL stability function
is first introduced, and a single-pole FWL stability measure
is then defined as the maximum of the corresponding single-
pole stability function over all the controller realizations. It
is shown that the minimum of the single-pole stability mea-
sures for all the closed-loop eigenvalues is an upper bound
of the optimal value for the optimal realization problem. An
analytical method to compute a single-pole stability measure
is developed, and an expression for all the realizations which
achieve a given single-pole measure is derived. When a real-
ization, which is a solution of the minimum single-pole mea-
sure, further satisfies the condition that the values of its all the
single-pole stability functions are not less than the minimum
single-pole measure, the minimum single-pole measure is the
optimal value of the optimal realization problem and this
realization is the solution for the optimal realization prob-
lem. An algorithm is presented to compute an optimal FWL
controller realization. Unlike most of the existing methods
relying on numerical optimization search algorithms, which
can be computationally expensive and may easily be trapped
at local optimal solutions, the proposed analytical approach
guarantees to find a global optimal controller realization.

Index Terms – digital controller, finite word length, closed-
loop stability, fragility, optimization.

I. INTRODUCTION

The classical control system design often assumes that the
controller is implemented exactly. This assumption is usu-
ally justified on the ground that the plant uncertainty is the
most significant source of uncertainty in the control system.
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It has been realized, however, that the controller uncertain-
ties caused by finite-precision implementation also have sig-
nificant influence on the performance of the control system.
Failures to take into account the uncertainties in the con-
troller implementation may result in a controller that is frag-
ile [1]. The fragility issues are strongly related to and in-
terconnected with the FWL controller implementation issues
[2],[3]. This paper considers the case that the controller is
implemented using a fixed-point processor. In real-time ap-
plications where computational efficiency is critical, a digital
controller implemented with fixed-point arithmetic has ad-
vantages over floating-point implementation. However, the
detrimental FWL effects are markedly increased in fixed-
point implementation due to a reduced precision.

It has been noted that a controller design can be imple-
mented with different realizations and the FWL effect on the
closed-loop stability depends on the controller realization.
This property can be utilized to select controller realization
in order to improve the robustness of FWL closed-loop sta-
bility, and many studies have investigated digital controller
realizations with FWL considerations [4]–[9]. A basic idea
in these studies has been to define some FWL closed-loop
stability measure which depends on the controller realiza-
tion and to search for an “optimal” realization by optimiz-
ing the measure. In the work [5], an FWL stability measure
based on closed-loop eigenvalue sensitivity was derived and
the optimal controller realization problem was defined as the
maximization of this measure over all the possible controller
realizations. An analytical solution to this optimal realiza-
tion problem was attempted in [5]. However, the conditions
presented in [5] were not sufficient to provide an optimal re-
alization that maximizes the FWL stability measure [10].

Due to the lack of analytical solutions to optimal
FWL controller realization problems, numerical optimiza-
tion methods have been adopted to search for optimal re-
alizations [6]–[9]. A numerical optimization approach can
be effective if the dimension of the problem is small. In
general, however, an optimal FWL realization problem is



a highly complicated nonlinear and non-convex optimiza-
tion problem, especially when the order of the controller is
large. Methods based on numerical optimization algorithms
are then computationally expensive, and chances of search
being trapped at some bad local solutions increase for large-
scale problems. The main contribution of this paper is to
derive an analytical solution for the optimal FWL realization
problem defined in [5], which guarantees to achieve global
optimal solutions.

II. PROBLEM DEFINITION

Consider the discrete-time closed-loop control system,
consisting of a linear time-invariant plant � ��� and a
digital controller ����. � ��� is assumed to be strictly
proper with a state-space description ��� ��� ��� �, where
�� � ����, �� � ���� and �� � ����. Let
��� ��� ��� ���� be a state-space description of ����,
with �� � ����, �� � ���� , �� � ���� and �� �
���� . A linear system with a given transfer function matrix
has an infinite number of state-space descriptions. In fact, if
���

� ��
�
� ��

�
� ��

�
�� is a state-space description of ����, all

the state-space descriptions of ���� form a realization set

�� �
�
�
��� ��� ��� ������� � �����

���

�� � �����
� ��� � ��

����� � ��
�

�
(1)

where � � ���� is an arbitrary non-singular matrix. De-
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The stability of the closed-loop control system depends on
the eigenvalues of the closed-loop transition matrix

���� �

�
�� ������� ����

���� ��

�

�

�
�� �

� �

�
�

�
�� �

� ��

�
�

�
�� �

� ��

�

�
��� ������ (3)

where the zero matrix � has an appropriate dimension. All
the different realizations � in �� have exactly the same set
of closed-loop poles if they are implemented with infinite
precision. Since the closed-loop system has been designed
to be stable, all the eigenvalues 
�������, � � � � � � �,
are within the unit disk.

When a controller � is implemented with a fixed-point
processor, it is perturbed to���� due to the FWL effect.
Each element of �� is bounded by �
, that is,
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 (4)

where 
 is the maximum round-off error of the fixed-point
processor. With the perturbation ��, 
������� is moved
to 
����� � ����. If an eigenvalue of ��� � ��� is
outside the open unit disk, the closed-loop system, designed
to be stable, becomes unstable with the finite-precision im-
plemented �. How easily the FWL error �� can cause a
stable control system to become unstable is determined by
how close 
������� are to the unit circle and how sensitive
they are to the controller perturbations. The following FWL
closed-loop stability measure [5] is considered in this study:
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where 	 � 	� denotes the Frobenius norm, that is, for any
complex-valued matrix�,

	�	� �
�
�
����
�� (6)

with 
 denoting the conjugate transpose operator.

The measure ���� describes the “robustness” of closed-
loop stability to FWL controller perturbations. As different
controller realizations� result in different values of ����, it
is natural to search for “optimal” controller realizations that
maximize the measure defined in (5). This leads to the fol-
lowing optimal FWL realization problem [5]:

�
�
� ���
����

����	 (7)

III. SINGLE-POLE FWL STABILITY MEASURE

Define the single-pole FWL stability function for the
closed-loop eigenvalue 
� as
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The optimal FWL realization problem (7) can be written as
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Lemma 1: ���
����
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Lemma 1 is obvious. For the eigenvalue 
 �, define the
single-pole FWL stability measure as
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From Lemma 1, it can be seen that the minimum of all � �s
is an upper bound of the optimal value � in (7). We now
discuss how to attain the measure �� for the pole 
�, in other
words, how to solve for the minimization problem of single-
pole sensitivity �	
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Denote 	� a right eigenvector of ���� corresponding to
the eigenvalue 
� and 
� the related reciprocal left eigenvec-
tor. The following lemma is due to [5].

Lemma 2: Let ���� � �� ������ given in (3) be
diagonalisable. Then
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where � denotes the conjugate operation and � the transpose
operator.

Combining Lemma 2 with the definition of 	�	� in (6)
leads to 
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where 	�����
���� � 
� and 	��
��
��
� � 
�. For the
initial controller realization
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be a right eigenvector and the related reciprocal left eigen-
vector of����� corresponding to the eigenvalue 
 �, respec-
tively. The definition of �� in (1) means that
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It can then be shown that

���� �

�
�� �

� ���

�
�����

�
�� �

� �

�
(18)

which implies that�
	����
	��
�

�
�

�
�� �

� ���

� �
	�����
	���
�

�
� (19)

�

����

��
�

�
�

�
�� �

� ��

��

�����

���
�

�
	 (20)

Hence
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where �� � 	��	�����	� and �� � 	��
�
�����	� . In or-

der to attain ��, we need to minimize the function

���� Æ� ���� ��
�
� 	����	�� 	�� �	�� � Æ�	�� �	��
���	����	�� � Æ��� (22)

where � � ���� is nonsingular, Æ� � � � are positive, and
�� � � 
� are nonzero vectors. Let 
� denote the �th coor-
dinate vector. For different cases of � and �, the following
theorems give the results on minimizing ���� Æ� ���� ��.

Theorem 1: Given positive Æ� � � �, �� � � ��, and
��� �� �, we have
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and ���� Æ� ���� �� attains the minimum if and only if
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where the orthogonal matrix� can be obtained from the QR
factorization of �, i.e.
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� � ������������ is an arbitrary nonsingular matrix, and
� � ���� is an arbitrary orthogonal matrix.

For any 
 � 
�, define ��
�
�
� �Re�
� Im�
��, where

Re�
� and Im�
� denotes the real and the imaginary parts of

, respectively.

Theorem 2: Given positive Æ� � � �, �� � � 
� and
���������������� � �, we have

�	

������

�������

���� Æ� ���� �� � ���
��� Æ���� (28)



and ���� Æ� ���� �� achieves the minimum if and only if
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where the orthogonal matrix� can be obtained from the QR
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� � ������������ is an arbitrary nonsingular matrix, and
� � ���� is an arbitrary orthogonal matrix.

Theorem 3: Given positive Æ� � � �, �� � � 
� and
���������������� � �, we have
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where the orthogonal matrix� can be obtained from the QR
factorization of �����, i.e.

����� � �

�
�����

��� ���
� ���
� �
...

...
� �

�
����	 (37)

with nonzero ���� ��� � �,
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with �
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� � ������������ is an arbitrary nonsingular matrix, and
� � ���� is an arbitrary orthogonal matrix.

Detailed proofs of these theorems can be found in [11].

IV. COMPUTING OPTIMAL CONTROLLER REALIZATIONS

In the previous section, the problem of the single-pole
FWL stability measure �� is solved and hence the minimum
of all the single-pole measures can be found. Define
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It is straightforward to verify the following lemma.

Lemma 3: A controller realization �� is a solution of the
optimal realization problem (7) and

��� � � (43)

if and only if �� meets the conditions

����� ��� � ��� (44)

and
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Without the loss of generality, we will assume that

�� is a complex-valued eigenvalue, 
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��� � �. From Theorem 2, all
the transformation matrices achieving ��� form the set
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where ��, �� and �� are determined in Theorem 2, �� �
������������ is an arbitrary nonsingular matrix and �� �
���� is an arbitrary orthogonal matrix. Lemma 3 shows that
if there exists �� � �� satisfying

�������� �� 
 ��� � �� � ��� � � � ��� �� � ���� �� � ���
(47)

then ��� � � and����� is an optimal controller realization
for the optimization problem (7). Thus, searching in � � for
�� which satisfy (47) is a method of solving for the optimal
realization problem (7). We present an algorithm for com-
puting����� in this way.

By setting�� � �� in (46), we have
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Notice that, �� � ��� � � � �� � ��, the single-pole FWL
stability function ����������� �� is differentiable with re-
spect to ��. With the derivative, we know how to change
�� so that ����������� �� increases. Hence, for those
����������� �� � ��� , �� can appropriately be changed
step by step until ����������� �� 
 ��� . With the deriva-
tive, we also know the direction of change which will de-
crease ����������� ��. Hence, by avoiding to change�� in
some directions, those ����������� �� 
 ��� can be made
to hold their values. The basic idea of the algorithm is to
search for an optimal transformation matrix �� through in-
creasing those ���� �� which are smaller than ��� while not
decreasing those ���� �� which are larger than or equal to
��� . The detailed algorithm is as follows.

Initialization: Arbitrarily select a nonsingular �� to obtain
an initial realization ��������, set � to a proper positive
number and � a small positive number.
Step 1: Find out every elements of the set

�� ���� � ������ � ����������� �� � ��� � ��

� �� ��� � �� �� � ��	 (49)

Step 2: Find out

�� � ��� �	

����	���	����
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If �	
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����������� �� � ��� , �� � ����� and

terminate the algorithm.
Step 3: Choose � � ������������ such that
i) �� � ������, �������� � ����� �� is not less than
����������� ��.
ii) ����������� ��� increases as fast as possible.
iii) 	�	� � �.
Step 4: �� � �� � ��, and go to Step 1.

The key of this algorithm is how to obtain �. Denote
������ the column stacking operator. With a small � , con-
dition i) means that
�
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 ����������� ��
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(51)
Condition ii) requires to improve ����������� ��� as fast as
possible and, therefore, the best direction is �����������	���

���
.

Combining all the three conditions in Step 3, ������ can be
chosen as in the following inner loop:

Step 3-1: Initially let �� be an empty set and �� �
�����������	���
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Step 3-2: Find every elements of the set
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If �� is empty, � � �� and terminate the inner loop.
Step 3-3: Find the index in �� with which the deriva-
tive direction has the largest “angle” with respect to
�����������	���
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, i.e.
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and let �� � �� � ����.
Step 3-4: Suppose that �� contains ! elements which are
numbered by "�� � � � � "�. Compute the matrix
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Step 3-5: Choose ������� as the orthogonal projection of
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���

�
onto the null space � ��� of �. Sup-

pose that � ���, of dimension #, has the bases ���� � � � ����.
We can compute ������� as follows:
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Step 3-6: Go to Step 3-2.

In this algorithm, the derivatives �����������	��
���

are
needed. Based on (3), (8), (19), (20), (48) and Lemma 2,
these derivatives can be computed easily.



V. A DESIGN EXAMPLE

The example considered in [5] was used to illustrate the ef-
fectiveness of the proposed analytical design approach. This
example had 5 pairs of complex-valued conjugate closed-
loop eigenvalues 
�	�, 
�	�, 
		
, 
�	� and 

	�� along with
one real-valued eigenvalue 
��. Using the method described
in Section III, we attained the minimum of all the single-pole
measures ��� � �	����%� � with �� � � together with the
corresponding��, �� and ��. The algorithm of Section IV
was then applied with � � �	� and the initial�� � �� to find
a global optimal realization. Fig. 1 illustrates the changes of
all the single-pole FWL stability functions in each iteration
stage. It can be seen that at the 37th stage, the global opti-
mal controller realization���� was found, since at this stage
the conditions of Lemma 3 were met and the algorithm ter-
minated. Table I summarizes the values of the FWL closed-
loop stability measure for �� and ����. It can be seen that
the optimal controller realizations improve the FWL closed-
loop stability measure by a factor of 
���	 over the initially
designed controller realization.

VI. CONCLUSIONS

We have developed an analytic approach to solve for the
optimal controller realization problem based on an FWL
closed-loop stability measure, which avoids the drawbacks
usually associated with using numerical optimization meth-
ods to tackle this problem. For each closed-loop eigenvalue,
a single-pole stability measure has been defined, and an ana-
lytical method has been derived to compute all the realiza-
tions which achieve the single-pole measure. It has been
shown that the minimum of all the single-pole measures is
an upper bound of the optimal value of the optimal FWL re-
alization problem. The necessary and sufficient conditions
have been given for a realization which attains the minimum
single-pole measure to be a global solution of the optimal
realization problem. An algorithm have been presented to
compute global optimal realizations.
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Fig. 1. Single-pole FWL stability functions in each iteration stage of the
algorithm.



(For the benefits of review, we give the proof of Theo-
rem 2. The proofs of the other two theorems are similar.)

APPENDIX PROOF OF THEOREM 2

Lemma 4: (See [12]). Let real-valued matrices���,���

and��� � � be given with appropriate dimensions. Then
�
��� ��

��

��� ���

�
� � (56)

if and only if

��� �����
��
���

�
�� � �	 (57)

Lemma 5: Given positive Æ� � � �, �� � � 
�, and for
any nonsingular� � ����, we have

���� Æ� ���� �� 
 ���
��� Æ���	 (58)

The equality occurs if and only if there exist � � ����,
� � � and non-negative � � � satisfying the following
condition:

�� � ���� � � $ �	
 ��
�

Æ
�	 (59)

When the above equation has solutions, the equality in (58)
occurs only at the transformation matrix

� ������ (60)

where� � ���� is an arbitrary orthogonal matrix.

Proof: First of all,

	����	�� 	�� �	�� � Æ�	�� �	�� � ��	����	�� � Æ��� 

	����	�� 	�� �	�� � 
Æ�	�� �	� 	����	� � Æ��� 


�	����	� 	�� �	� � Æ���	 (61)

The equality holds if and only if

Æ	�� �	� � �	����	� 	 (62)

Using the Cauchy-Schwartz inequality, we have

�	����	� 	�� �	� � Æ��� 
 �	��� ��
����	� � Æ���


 ���
��� Æ���	 (63)

The equality holds if and only if

�� � � &���� (64)

for some complex number &.

To achieve (61) and (63) with equality, one needs to sat-
isfy both the conditions (62) and (64). This implies that
& � ���� � � $ �	
 ���Æ and � � � � �. Thus,

�� � � ���� � � $ �	
 ��
�

Æ
����	 (65)

As � is nonsingular, equality (65) is equivalent to

�� � ���� � � $ �	
 ��
�

Æ
� (66)

with� � � and � ������.

Comments: With the map ��
� � �Re�
� Im�
��, condi-
tions (59) can be viewed as

����� �
�

Æ
����

�
��� � �	
 �
� �	
 � ��� �

�
	 (67)

Lemma 6: Given positive Æ� � � �, �� � � 
� and
��
������� � 
, equation (59) has solutions if and only if
���������������� � �. Moreover, any solution to equation
(59) can be expressed as

��
 � �
��� � ���
��� � ���

� (68)

��� ��� � � ��� �	
 � � �� (69)

� � �

�
� ��

� �

�
�� � (70)

where ���, ���, ���, ���, �, � and � are as determined in
Theorem 2, and

� � ������ �� (71)

with � � ������������ being an arbitrary positive definite
matrix.

Proof: If ���������������� � �, it is easy to verify that�
and � given by (68)–(70) are a solution to equation (59). If
on the other hand equation (59) has a solution � and �, �
and � also satisfies condition (67). From (67), we have

������������ �
�
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�
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� �	
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(72)
On account of ������������ � �, it can be seen that

�����������

�
��� � �	
 �
� �	
 � ��� �

�
� �	 (73)

A necessary condition to satisfy (73) is that
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Since
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the condition (74) becomes

���������������� � �	 (76)

This completes the proof of the first part of Lemma 6.

Now, (73) holds if and only if all of the following three
conditions are satisfied

��� ��� � � ��� �	
 � � ��� �	
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From (77), we directly obtain
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Then
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where � � ����, � � �������� and � � ������������.
Then from (82) and noticing
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we have
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From Lemma 4, it is known that

� � ������ �� (87)

where � � ������������ is an arbitrary positive definite
matrix. This completes the proof of Lemma 6.

Combining Lemmas 5 and 6 directly leads to Theorem 2.

Comments: It should be pointed out that there always exists
� satisfying (68) and (69) in Lemma 6. Firstly, both the con-
straint (77) and the constraint

��� ��� � � ��� �	
 � � � (88)

can not be met simultaneously by any � � � � �. In fact,
combining (77) and (88) forms

�
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We observe that



 ��� � ��� ��� � ���
���� ���





 �




 ��� ���
���� ���





�




 ��� ����
���� ���






� ���� � ���� � ���������������� � �	 (90)

This leads to the impossible situation �	
 � � ��� � � �.
Thus, for any � satisfying (77), there will be ��� ��� � �
��� �	
 � �� �. Secondly, after we have determined � by (68)
or (77), in the case that ��� ��� � � ��� �	
 � � �, we can
alter � to ��' which also satisfies (68) and ��� ������'��
��� �	
�� � '� � �. Therefore, � can always be attained by
(68) and (69).


