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ABSTRACT

Spatial processing with adaptive antenna array has shown
real promisefor substantial capacity enhancementinwireless
communications. We propose a novel beamforming tech-
nique based on the minimum bit error rate (MBER) crite-
rion. It is demonstrated that the MBER approach utilizes
the system resource, the antenna elements, moreintelligently
than the standard minimum mean square error (MM SE) ap-
proach. Consequently, the MBER beamforming can provide
significant performancegain in terms of smaller bit error rate
(BER) over the MM SE beamforming.

|. INTRODUCTION

The ever-increasing demand for mobile communication
capacity has motivated the needs for new technologies, such
as space division multiple access, to improve spectrum uti-
lization. One approach that has shown real promise for sub-
stantial capacity enhancement is the use of spatial processing
with adaptive antennaarrays[1]-{4]. Adaptive beamforming
is capable of separating signals transmitted on the same car-
rier frequency, provided that they are separated in the spatial
domain. The beamforming processing appropriately com-
bines the signals received by the different elements of an an-
tenna array to form asingle output. Classicaly, thisis done
by minimizing the mean square error (M SE) between the de-
sired and actual array outputs. This has its root in the tra-
ditional beamforming employed in sonar and radar systems.
However, for acommunication system, it isthe BER, not the
MSE, that really counts. We derive a novel beamforming
technique based on minimizing the system BER.

Il. SYSTEM MODEL

It isassumed that the system consists of M users (sources),
and each user transmits a binary phase shift keying (BPSK)
signal onthe same carrier frequency w = 2= f. The baseband
signal of useriis

where A? denotes user i signal power. Without the loss of
generality, source 1 is the desired user and the rest of the
sources are interfering users. The linear antenna array con-

sists of L uniformly spaced elements, and signals at the L-
element antenna array are

M
z(k) = Z m; (k) exp (jwt (6;)) + ni(k)

wheret;(6;) isthe relative time delay at element [ for source
i, 0; is the direction of arrival for source ¢, and n;(k) is a
complex-valued white Gaussian noise with zero mean and
E[|ni(k)|?] = 202. The desired signal to noise ratio is de-
fined as SNR= A42/202, the interferer i to noise ratio is
INR; = A?/202, and the desired signal to interferer i ra-
tioisSIR; = A3/A2,fori = 2,---, M. In vector form, the
array input x(k) = [z (k) -- -z (k)]* can be expressed as
x(k) = x(k) + n(k) = Pb(k) + n(k) ®))
where E[n(k)nf (k)] = 2021, the system matrix
P = [Ais1--- Auswu], the steering vector for source 4
s; = [exp(jwti(8;)) - - - exp(jwitr(6;))]T and the bit vector
b(k) = [by(k) - - - bar(k)]*. The beamformer output is
y(k) = wx(k) = wiz(k)+wn(k) = g(k)+e(k) (4
where w is the complex-valued beamformer weight vec-
tor, and e(k) is Gaussian with zero mean and E[|e(k)|?] =
202w w. The estimate of the transmitted bit b, (k) is

7 _ +]-7 yR(k) > 0,

(k) = { 1, ya(k) <0, )
whereyg(k) = R[y(k)]. The classical MM SE beamforming
solutionisgivenby wyivse = (PP + QUTQLIL)_1 p1,With
p1 being thefirst column of P.
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Fig. 1. Locations of the desired source and the interfering sources with
respect to the two-element linear array with A\/2 element spacing, A
being the wavelength.



I1l. MBER BEAMFORMING SOLUTION

Denote the N, = 2™ possible sequences of b(k) as
b,, 1 < ¢ < N,. Further denote the first element of
b,, corresponding to the desired user, as b,,:. Obviously
x(k) only takes values from the signal state set defined as
X £ {x, =Pb,, 1 < q < N,}. Similarly, (k) takes

valuesfromtheset 2 {7, =whzx,, 1< q < Ny} Thus,
yr (k) can only take values from the set

VAN _
Yr ={Trq = R[7y), 1 <q< Ny} (6)
which can be divided into the two subsets
VS 2 {5 € Y bi(k) = 1), ©

The conditional probability density function (p.d.f.) of y r(k)
givenby (k) = +1is

2
(yal+1) = = > . n— i)
PR ~ Ng 2ro2wHw P 202wHw
q:l n
(8)

where gg; e Y and Ny, = N,/2 is the number of the
pointsin ") Thusthe BER is given by

Ny
1 N
Pp(w) = 5> Q (9+(W)) (9)
s q:1
where
1 o v?
Qlu) = — exp | —— ) dv (20
27 Ju 2
and
b, gth H 2(+)
sgn( q,l)yR,q sgn(bg,1 ) R[w™ xg"’]
qur(W) = T = \/T (11)
opnVWHEwW opVWIW
The MBER beamforming solution is then defined as
WMBER = arg min PE (W) (12)
The gradient of P (w) with respecttow is
N “)?
, . (s57)
VP W) = ex — e
(W) 2N 2ro, VwHw ;::1 P 203 whw
=(+)
Yr,qW  _
xsgn(bg.1) (Wﬁ(’]w - xg“‘)) ) (13)

The optimization problem (12) can be solved for iteratively
using a conjugated gradient algorithm with a resetting of the
search direction periodically to the negative gradient. Note
that the BER isinvariant to apositive scaling of w. Similarly,

the BER can be calculated aternatively using yl(;).

. S
©
14 s
o -10
= e
Q
=
= |
S} |
= -15 ~MMSE ——
MBER e : \
20 3
-5 0 5 10 15 20
SNR (dB)
(8 SNR=INR; fori = 2,3,4,5.
0
e
-
~ 5
Q
I
od Y
o -10
E] &
g
= -15 | ~MMSE —— }
MBER ——
20 :
-5 0 5 10 15 20

SNR (dB)
(b) SNR=INR; for i = 3,4, 5, and INRy =SNR+ 6 dB.
0

—~ _5 |
2 \Q
o
S
o -10
a
: %
- |
g
= .15 | MMSE —— L
MBER e
-20
5 0 > o
SNR (dB)

() INR; =SNR+ 6dB fori = 2,3,4, 5.

Fig. 2. Comparison of bit error rate performance.

IV. SIMULATION STUDY

The example consisted of five sources and a two-element
antenna array. Fig. 1 shows the locations of the desired
source and the interfering sources graphically. Figs. 2 com-
pares the BER performance of the MBER solution with
that of the MM SE solution under three different conditions:
(a) the desired user and all the four interfering sources have
equal power, (b) the desired user and the interfering sources
3,4, 5 have equal power, but theinterfering source 2 has 6 dB
more power than the desired user, and (c) al the four inter-
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Fig. 3. Comparison of beam patterns. SNR=INR; = 10dB, ¢ = 2, 3,4, 5.

fering sources have 6 dB more power than the desired user.

The discrete Fourier transform (DFT) of the beamformer
weights or beam pattern

L

F(6) = wyexp(—jwt(6))

=1

(14)

describes the response of the beamformer to the source arriv-
ing at angled. Fig. 3 comparesthe DFT of the MBER beam-
former with that of the MM SE beamformer under the condi-
tion SNR=INR; = 10 dB fori = 2, 3,4, 5, where F'(#) has
been normalized. In traditional beamforming, the magnitude
of F'(#) isused to judge the performance of abeamformer. It
appearsthat the MM SE beamformer has better magnitudere-
sponse than the MBER beamformer. Specifically, at the four
angles for the four interfering sources, the MM SE solution
has better magnitude responses at —70°, 60° and 80°, and a
lightly inferior magnitude response at —30°, compared with
the MBER solution. However, magnitude response along can
be mideading. At the four angles for the four interfering
sources, the phase responses of the MBER sol ution are much
closer to +£7 than the MM SE solution, which give rise to a
much better response of yg(k) = R[y(k)]. Thusthe MBER
solution has a better capacity to “cancel” interfering signals.

It is interesting to see in more details how the two beam-
formers utilize the antenna array resource (the beamformer
weights) by examining the real and imaginary parts of the
beam pattern. Fig. 4 depicts |R[F'(6)]| and |S[F ()] of the
two beam patterns, under the same condition of Fig. 3. Note
that the BER dependsonly onthereal part of the beamformer
output. The MBER solution concentrates the resource to
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Fig. 4. Alternative display of beam patterns in Fig. 3.

achieve a better response |R[F'(#)]| and does not care much
about |S[F(6)]|. The MM SE solution on the other hand has
anull at |S[F(15°)]|, 15° being the arrival angle of the de-
sired user. Thisis obviously crucial in minimizing the M SE
E[|bi(k) — y(k)|?], as by (k) is real-valued. However, this
is irrelevant to the system BER performance. Clearly, the
MBER beamformer uses the system resource more cleverly.
The conditiona p.d.f. (8) is the best indicator for the BER
performance of the beamformer. Fig. 5 compares the condi-
tional p.d.f. of the MBER solution with that of the MM SE
one, under the same condition of Fig. 3. In Fig. 5, the beam-
former weight vector has been normalized to a unit length, so
that the BER is mainly determined by the minimum distance

of the subset ;" to the decision threshold y = 0.

Under the condition given in Fig. 2 (c), the MM SE beam-
former has an extremely poor BER performance. The rea
son for this is now investigated. Given SNR= 15 dB and
INR; =SNR+6 dB for i = 2, 3,4, 5, the beam patterns for
the MM SE and MBER beamformers are in fact very similar
to those shown in Fig. 3, which can explain why the MBER
solution has better BER performance but cannot explain why
the MM SE solution should break down. By examining the
conditional p.d.f.s of the two beamformers, as illustrated in
Fig. 6, it becomes clearly why the MM SE solution hasahigh
BER floor. For the MMSE solution, ', and Y") are lin-

early inseparable. Thereare Ny, = 16 pointsin y,(;). One
of them is on thewrong side of the decisionboundary y p = 0
and another pointisright ony r = 0. Fig. 2 (c) also indicates
that the MBER solution is robust to the near-far effect, and
thisis further confirmed by the results shown in Fig. 7.
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Fig. 5.
bi(k) = +1. SNR=INR; = 10dB, i = 2, 3,4, 5.

V. CONCLUSIONS

A novel MBER beamforming solution has been derived.
It has been demonstrated that the MBER beamformer uti-
lizes the system resource more intelligently than the standard
MM SE beamformer and, consequently, can achieve a better
performancein terms of a smaller BER. The results also sug-
gest that the MBER solution is robust to the near-far effect.
The adaptive implementation of the MBER beamformer is
not addressed in the current paper. However, it iswell-known
that the theoretical MM SE beamforming solution can adap-
tively be implemented using temporal reference techniques,
such as the least mean sguare (LMS) algorithm. Similarly,
the theoretical MBER beamforming solution can adaptively
be implemented using a LM S-style stochastic gradient algo-
rithm called the least bit error rate algorithm [5],[6]. Cur-
rently, we are also working on the extension of the MBER
beamforming to other modul ation schemes.
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