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Abstract: SoFAR, the Southampton Framework for Agent Research, is a versatile multi-agent framework designed for Distributed Information Management tasks. SoFAR embraces the notion of proactivity as the opportunistic reuse of the services provided by other agents, and provides the means to enable agents to locate suitable service providers. The contribution of SoFAR is to combine ideas from the distributed computing community with the performative-based communications used in other agent systems: communications in SoFAR are based on the startpoint/endpoint paradigm, a powerful abstraction that can be mapped onto multiple communication layers. SoFAR also adopts an XML-based declarative approach for specifying ontologies and agents, providing a clear separation with their implementation. We explain the rationale behind our design decisions; we describe two distributed information management applications and we recount their design and operations.

1 Introduction

The volume of information available from the World Wide Web and corporate information systems has increased dramatically over the last few years. It is now recognised that users require assistance to avoid being overwhelmed by this wealth of information (DeRoure et al., 1996); it is also essential that information suppliers are provided with tools that help them in authoring and maintaining it (Carr et al., 1995, DeRoure et al., 1996).

Distributed Information Management (DIM) is the term used to describe the set of activities that allow users to manage the entire life-cycle of information in a distributed environment (Dale and DeRoure, 1997). The activities, also referred to as DIM tasks, involve, amongst others, document creation and publication, information space navigation, information discovery, integrity maintenance.

The large volume of highly dynamic information involved in DIM tasks is an ideal subject for agent-style processing. This has been exemplified in several research projects, such as Pattie Maes' agents that reduce users' overload (Maes, 1994) or the numerous agents applied to the Internet or the WWW (Chen and Sycara, 1998, Lieberman, 1995).

Over the last decade, a series of projects at Southampton have addressed the issue of
distributed information management. This activity began with the Microcosm system (Fountain et al., 1990), which pioneered the idea of building a hypertext system out of a set of loosely-coupled communicating processes. It was an example of an open hypermedia system, in which links are regarded as first-class citizens. By managing and storing links in specific databases, called linkbases, this approach allows users to customise their information environment by selecting the appropriate linkbases. Distribution and process coordination were then investigated (Goose et al., 1996), and the open hypermedia philosophy was brought to the WWW by the Distributed Link Service (Carr et al., 1995). The same principles were also applied to other types of media, in particular to images (Lewis et al., 1998) and sound (Blackburn and DeRoure, 1998). In a project called Memoir (DeRoure et al., 1998), the notion of navigation trails was used to recommend documents that have been examined by users sharing similar interests. These ideas were also applied to bookmarks, annotations and document ratings shared by users (El-Beltagy et al., 1999). This work was further extended by using a notion of “user context” to suggest links that are relevant to users (El-Beltagy et al., 2001). Querying multimedia information has been an important focus in our investigation of distributed information management. We have also concentrated on optimising the actual act of query, as opposed to its content: query routing (DeRoure et al., 1999) has been used to optimise queries of distributed information systems, and its scalability has also been investigated (Gibbins and Hall, 2001). Other DIM tasks have been investigated, such as link integrity maintenance (Moreau and Gray, 1998) and authoring (Carr et al., 1995). The benefit of mobility to solve distributed information management tasks was also studied (Dale, 1998).

We learned two important lessons from our practical experience with designing and building prototypes over the last decade. First, it became clear that properties of weak agency identified by Wooldridge and Jennings (Wooldridge and Jennings, 1995), namely autonomy, social ability, reactivity and pro-activity, are also desirable for distributed information management systems. Second, we came to the conclusion that distributed information management may be regarded as the result of coordinating a multitude of simple DIM tasks. It is our belief that the functionality of the system can be the result of individual agents opportunistically exploiting services offered by other agents. Therefore, we have been working towards building a multi-agent system, where numerous agents can interact to test our hypothesis. Since individual agents would not necessarily require “intelligence” to perform their distributed information management task, we regard them as “dim” DIM agents.

In the domain of distributed information management, the ubiquitous definitions of weak agency defined in (Wooldridge and Jennings, 1995) are applicable, but require some qualification. We have adopted the following terminology for our DIM agent framework:

1. autonomy: the ability of an agent to effect elements of its behavioural repertoire without intervention or direct control from actors external to the agent system (e.g. the user).
2. social ability: the capacity to communicate with other agents in the system — it is an existence criterion for our framework; an agent that does not communicate, by definition, is not a participant agent.
3. pro-activity: as part of their autonomy, agents must at least possess opportunism as a key goal-directed behaviour; that is, they must actively search for and use the abilities of other agents to complete their tasks (Jennings et al., 1998).
Therefore, a multi-agent system is composed of agents with simple (usually singular) abilities who possess the above three criteria. The notion of *opportunism* enables us to build systems where agents can potentially discover new functionalities through cooperation. We believe that the simplicity of each of the DIM agents will enable the *principled engineering* of global behaviour more easily than if each agent is gifted with sophisticated functionality and behaviours — this is because the local interactions are simpler, enabling abstraction (*Jennings and Wooldridge, 2001*). By making use of other agents whenever possible, the whole is greater than the sum of the parts, so the real power of the system is realised as a result of the collective behaviour of the agents.

Over the last few years, part of our activity has concentrated on designing and building a framework for coordinating the activity of our DIM agents. The purpose of this chapter is to describe the outcome of this research, called the SoFAR framework (SOuthampton Framework for Agent Research), its properties, its design and implementation, and to present two distributed information management applications built using the framework. The framework has been used by some 60 researchers and has been the object of an undergraduate course attended by 20 students; it is also currently used in several research projects.

The key contributions of SoFAR are:

- To apply some successful ideas of the distributed computing community to multi-agent systems.
  - We adopt the same communication paradigm as Nexus (*Foster et al., 1996*), which is the communication layer that has been used to build the Computational Grid (*Foster and Kesselman, 1998*). This approach has been shown to be generic and scalable. From the agent perspective, the act of communication becomes independent of the mechanisms for communicating, which is a view that naturally extends to speech-act based communications.
  - We introduce a concept of a contract, similar to Jini leases. A contract fulfills multiple roles, including a proof of successful registration or subscription, the clearing of registries in the presence of failures, and a session identifier. Contracts are an essential element by which agents can control the flow of information that is being delivered to them.
- To adopt an XML-based declarative style for defining agents and ontologies, allowing a separation of specification from implementation.
  - XML declarations are compiled into Java classes, respectively by an “agency compiler” and an “ontology compiler”, providing a uniform and high-level programming interface. Such automatic code generation avoids the programmers to have to program repetitive code.
  - XML declarations have a clearly specified semantics, which promotes inter-operability between components. In particular, XML declarations of ontologies specify a query language relying on pattern matching and constraint resolution. Compilers can be re-targeted to other programming languages, hereby promoting open-ness in the system.
This chapter is organised as follows. In Section 2, we discuss the requirements of the framework. In Section 3, the framework itself is described, including its communication mechanism, the notion of ontology, and the architecture it provides. We then revisit the requirements and show how the framework meets them in Section 4. In Section 5, we describe an open architecture for finding information relevant to users browsing documents and a streaming application that we have implemented with this framework. Finally, we discuss related work in Section 6 and future work in Section 7, before concluding the chapter.

2 Framework for DIM Agent: Requirements

Our initial motivation is to build an advanced distributed information management system. Even though we can identify a vast number of tasks that such a system must perform, we are currently unable to define such a system precisely, nor are we able to explain its behaviour in terms of sub-components. Instead, we have adopted a bottom-up approach to building such a system. As we are able to engineer systems that perform the simple tasks that we have identified, we wish to promote the coordination of their activity, in particular by opportunistically exploiting services offered by other agents. In this Section, we present a list of requirements that we have identified for the framework in order to satisfy that goal:

1. DIM tasks need to be coordinated in a distributed environment. The number of tasks is not known a priori, and may evolve over time. The framework must be reactive since it must accommodate new tasks as they are created in the environment.

2. The framework must promote the opportunistic reuse of agent services by other agents. To this end, it must provide mechanisms by which agents may advertise their capabilities, and ways of finding agents supporting certain capabilities.

3. There are potentially a large number of agents that must be coordinated by the agent framework. The framework must be lightweight and scalable. By lightweight, we mean that it must be possible to implement efficient communication mechanisms, and that the administrative overhead of the framework should not hamper the overall performance of the system. By scalable, we mean that we must be able to accommodate a high number of agents (in the thousands) and that we want to avoid centralised components which would create bottlenecks during execution.

4. In order to be generic, communication primitives provided by the framework must be independent of the actual means of communication. Indeed, there are many communication techniques that would be suitable, such as XML messages over sockets, or object-style communications based on CORBA, DCOM or RMI. However, once an on-the-wire protocol has been chosen, it becomes very difficult to adopt another communication mechanism. Therefore, the framework is required to provide an abstract way of communicating between agents, which may be mapped onto different on-the-wire protocols.

5. Sources of information such as databases or http servers typically provide synchronous interactions, where the issuer of a query is blocked until the result is
Such a type of query-oriented communication differs from the asynchronous type of communication usually supported by agent communication languages KQML and FIPA (Finin et al., 1997, FIPA, 1999). We want to support both mechanisms since query-oriented communications are a natural paradigm in distributed information management, whereas asynchronous communications are suitable for more loosely coupled interactions between agents.

In our framework, it is not a requirement to be directly compliant with standard agent communication languages such as KQML (Finin et al., 1997) or FIPA (FIPA, 1999). However, we believe that these standards are the result of a long experience of building agent systems, and we adopt some of their essential ideas, namely declarative communications based on speech act theory which give the context of the communication, and the organisation of knowledge into discrete ontologies.

3 The SoFAR Agent Framework: Description

In this Section, we describe SoFAR, the Southampton Framework for Agent Research. Most of the requirements of Section 2 are in fact standard distributed computing requirements, and therefore we looked at that community to find a solution to be used in the context of multi-agent systems. We present such a solution below, and we extend and adapt it to support proper agent communications, as prescribed by KQML and FIPA agent communication mechanisms, amongst others.

3.1 A Distributed Computing View

The distributed programming community has investigated numerous communication paradigms for distributed environments, such as message-passing libraries (e.g. MPI or PVM), communication channels (e.g. CSP or π-calculus), remote procedure call (RPC) and its object-oriented variant, remote method invocation (Siegel, 1996, java, 1996).

Nexus (Foster et al., 1996, Moreau et al., 1997) is a distributed programming paradigm, available as a library, which provides the essence of a distributed object system and has inspired the model of communication used in SoFAR. The communication layer Nexus has been used in the Globus project (www.globus.org), the basis of the Computational Grid (Foster and Kesselman, 1998). Nexus has proven to be a generic mode of communication, which is efficient and scalable. It provides programmers with two key ideas: startpoint/endpoint pairs to refer to remote objects and remote service requests to start computations on remote objects.

In Nexus, communication flows from a communication startpoint to a communication endpoint. A startpoint is bound to an endpoint to form a communication link. Many startpoints can be bound to a single endpoint, in which case incoming communication is merged as in typical point-to-point message passing systems. Both startpoints and endpoints can be created dynamically; the startpoint has the additional property that it can be moved between processors using the communication operations we now describe.

A communication link supports a single communication operation: an asynchronous remote service request (RSR). An RSR is applied to a startpoint by providing a procedure name and some data. The RSR transfers the data to the process in which the endpoint is
located and remotely invokes the specified procedure, providing the endpoint and the data as arguments. A local address can be associated with an endpoint, in which case any startpoint associated with the endpoint can be thought of as a “global pointer” to that address.

Each communication link defines a unique communication medium, with which a specific communication method can be associated. There may be several supported protocols: the Nexus communication library is multi-protocol and RSRs may be transported on top of TCP, UDP and HTTP (Michaelides et al., 1999). In addition, each endpoint is associated with a table of handlers, from which one handler, i.e. a method in object-oriented terminology, is selected upon reception of an incoming RSR. In Nexus, a remote service request is a one-way communication; if results need to be returned, a second RSR has to be used.

3.2 Communications as Performatives

The Nexus programming model provides the essence of a distributed object system, with means to refer to remote objects and to activate computations on them. Jennings and Wooldridge (Jennings and Wooldridge, 2001) convincingly argue that agents are different to objects. We agree with their view and observe further differences as far as communications are concerned.

If we return to a message-passing view of object-oriented systems, the messages sent and received by objects typically combine the exchanged data with the intended action (a query, or perhaps a statement of change) to be performed with that data in a way that makes the two inseparable. In addition, in object-oriented systems, classes have few or no restrictions on the methods they may implement or call. By comparison, the approach taken by many agent systems is to separate intention from content in communicative acts, abstracting and classifying the former according to Searle's speech act theory (Searle, 1969). An agent's communications are thereby structured and constrained according to a predefined set of performatives, which together make up an agent communication language (ACL).

The number of different performatives varies between different ACLs. The most simple, such as Shoham's Agent-0 (Shoham, 1993), have less than half a dozen, while the more complex, such as KQML or FIPA have more than twenty. Our experience is that a frugal but careful choice of performatives allows our agents to interact in as complex ways as if they were using a more complex agent communication language. In particular, FIPA and KQML contain specialised performatives for tasks such as forwarding messages or issuing calls for proposals, which we respectively see as functions of the communication layer or as terms to be defined in an application ontology. At the other extreme, Agent-0 relies on the composition of basic acts to perform more complex messages, which FIPA and KQML consider as primitive. Our minimal set of performatives and their intuitive descriptions are given in Figure 1, and are an attempt to strike a compromise between these extremes, being chosen in order to avoid the complexity and communication cost that composition would entail in the most common scenarios.
<table>
<thead>
<tr>
<th>Performative</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>query_if</td>
<td>Does the recipient know facts which match the query?</td>
</tr>
<tr>
<td>query_ref</td>
<td>What facts does the recipient know which match the query?</td>
</tr>
<tr>
<td>inform</td>
<td>The sender tells the recipient that the content is true</td>
</tr>
<tr>
<td>uninform</td>
<td>The sender tells the recipient that the content is false</td>
</tr>
<tr>
<td>subscribe</td>
<td>The sender asks to be informed of changes to facts which match the query</td>
</tr>
<tr>
<td>unsubscribe</td>
<td>The sender cancels a subscription</td>
</tr>
<tr>
<td>request</td>
<td>The sender asks the recipient to perform an action</td>
</tr>
<tr>
<td>register</td>
<td>The sender advertises their capabilities with a broker</td>
</tr>
<tr>
<td>unregister</td>
<td>The sender withdraws an advertisement</td>
</tr>
</tbody>
</table>

### Figure 1: Supported Performatives

Although there are important differences between agents and objects, there are some fundamental similarities, namely that both are communicative entities. If the predominant object-oriented paradigm has shifted from message-passing to method invocation, we can similarly adopt a Nexus-like approach to inter-agent communications. In this, the performatives in Figure 1 become the names of the procedures invoked by an RSR. In addition, methods may return values to their caller in order to satisfy our requirements of query-oriented communications: simple query performatives such as query_if or query_ref return values directly, rather than through an extended message exchange involving an inform message sent back to the querent.

We have defined three query performatives in our ACL, each with different semantics and expected responses: query_ref is an exhaustive search of an agent's knowledge base which returns all terms which satisfy the query; query_if verifies that a statement holds; subscribe is a temporal query in which the querent requests that the receiver enters into a contract to inform the querent each time a statement satisfying the query changes value (e.g. is asserted or retracted).

### 3.3 An Agent View of Communications

The separation of intention from content is not the only difference we observe between object- and agent-based systems. Jennings and Wooldridge (Jennings and Wooldridge, 2001) also note that while objects control their state, they do not control their behaviour. A method invocation is an irresistible request that objects must perform. Agents do not have this compulsion, and are able to discriminate between messages based on their beliefs and the context of the message.

This communication context includes information about the act of communication itself such as the sender, receiver, sent time, message identifier and conversation thread. An agent may use this to reject a message, to discriminate between senders, or to determine which thread of conversation a message belongs to. This information is usually not available in object systems, but should definitely be made available in an agent system. Therefore, our model of agent communication is defined in terms of startpoints and endpoints, communication context and performatives.

A communication is based on a communication link defined by a startpoint and an endpoint. An endpoint identifies an agent's ability to receive messages using a specific communication protocol, and extracts messages from the communication link and passes
them on to the agent. An agent's endpoint is located where that agent resides.

A **startpoint** is the other end of the communication link, from which messages get sent to an endpoint. There may be several startpoints for a given agent, each acting as a representative of the agent at remote locations. A startpoint can be seen as a “proxy” for an agent.

As far as implementation is concerned, agents are regarded as **objects** that implement a predefined set of methods, corresponding to the performatives displayed in Figure 1. Communication between agents is performed by method invocation. Such a method is invoked on a startpoint, which takes care of packaging the method call up as a message and transmitting it to the endpoint.

Startpoints and endpoints have a crucial role: startpoints define the different components of the communication context, such as time or sender; endpoints construct the communication context and make it available to the agent. An agent is defined as an object that implements a method for each performative. Such methods are binary: the first argument is the term that is the subject of the message, whereas the second argument is the whole message itself, with its complete communication context.

Performatives such as queries are intended to return a result. The result is transmitted back to the sender agent using the communication link that carried the query, and returned as a result of the method invocation on the startpoint.

Usually, a startpoint is attached to a single endpoint, and communication is point-to-point. If a startpoint is attached to several endpoints, a multicast mode of communication becomes possible. Note that performatives that are used in multicast mode are not supposed to return a result. Such a mode of communication is particularly useful for the performative **inform** in order to propagate information to several agents using a single communication act. (The implementation may use underlying multicast primitives, or simulate multicast.)

### 3.4 Ontologies

The messages exchanged by agents are used to communicate information about their environment or some problem domain, and so the content of the messages must be a representation of their world. It is unreasonable to expect that all problem domains can be consistently represented by a single model, and so the design of specialised **ontologies** that form computational models of particular domains is now commonplace (Guarino, 1998).

Like “agent”, the word “ontology” has of late become popular with the computing community, and its meaning has become more vague as its use has increased. Gruber stated one of the best known definitions “**An ontology is an explicit specification of a conceptualisation**” (Gruber, 1993). He goes on: “...we can describe the ontology of a program by defining a set of representational terms. In such an ontology, definitions associate the names of entities in the universe of discourse (e.g. classes, relations, functions, or other objects) with human-readable text describing what the names mean, and formal axioms that constrain the interpretation and well-formed use of these terms. Formally, an ontology is the statement of a logical theory.” (Gruber, 1993) Guarino and
Giaretta have criticised the notion of conceptualisation used by Gruber (Guarino and Giaretta, 1995); they define a (formal) ontology as the set of formulas that are considered to be always true (and therefore sharable among multiple agents), independently of particular states of affairs.

Both definitions highlight an essential property of ontologies: they are a shared understanding of some domain that can be communicated across people and computers. A practical consequence of this property is that ontologies can be shared and reused among different applications (Farquhar et al., 1996); in particular, we believe that they are attractive in agent-based distributed information management.

Pragmatically, an ontology is constituted by a specific vocabulary used to describe a certain reality, plus a set of explicit assumptions regarding the intended meaning of the vocabulary words. Such a vocabulary may of course be used to compose assertions to be exchanged between agents, but also to express queries or requests related to the domain.

In SoFAR, ontologies are organised along a hierarchy based on single inheritance. Terms of ontologies are defined by the unique parent they extend and a (possibly empty) set of typed fields they contain. Terms are defined using an XML syntax. For instance, a Person can be defined as an entity composed of three fields.

```xml
<term name="Person" extends="Entity">
    <field type="String" name="title"/>
    <field type="String" name="personal"/>
    <field type="String" name="family"/>
</term>
```

It is sometimes convenient to define a term as abstract, which essentially declares a type, for which there cannot be any instance. An example of an abstract term is Entity, which is extended by two terms Person and Group.

```xml
<term name="Entity" extends="Predicate" abstract="yes">
</term>

<term name="Group" extends="Entity">
    <field type="String" name="name"/>
</term>
```

The root of the hierarchy is the type Term, which is also abstract: any concept or relation in a SoFAR ontology is an extension of Term. Additionally, we introduce a notion of Predicate that is a kind of Term we can query about. SoFAR supports the usual primitive types found in most programming languages, such as integers, floats, booleans, and strings.

### 3.5 Ontology-Based Query Language

The ontological definitions allow us to define typed data structures, but also they provide the foundation of a query language over sets of such data structures. The benefits of this approach is a uniform handling of ontological terms and queries over them. Our query language is based on pattern-matching and requires adding variables and constraints to ontological definitions.

Let us consider an instance of the Person term defined in the previous section.
If we regard this term as a query to an agent $A$, it has the following meaning: is a Person with title Dr, first name "Luc" and family name Moreau known to the agent $A$?

Any of the fields can be replaced by a typed variable. For instance, the following term denotes all the persons with a first name "Luc".

$\text{Person(?String,"Luc",?String)}$

Variables are not restricted to primitive types, but can be used to denote any terms of an ontology. The following query is expected to return all the persons with a first name "Luc" and their associated group.

$\text{InGroup(Person(?String,"Luc",?String),?Group)}$

In order to make the language more expressive, we can attach constraints to variables. For instance,

$\text{Person(?String,$\lambda x:?String.x\neq"Luc",?String)}$

denotes the set of Persons with a first name that is not "Luc". Note that our use of a $\lambda$-expression is purely for notational convenience: it simply means that the argument is expected to be of type String and must differ from the string "Luc".

Any type of constraint can be programmed by users, who just need to implement a method that determines whether the constraint is satisfied. In fact, all variables are associated with a constraint: the Universal constraint is the least constraining of all constraints because it is satisfied for any term. Additionally, logical combinators not, and, or are provided as constraints.

We have formally defined a pattern-matching algorithm over the ontology-based language we have presented in this section. Several variants were defined, depending on whether inheritance is supported in the algorithm.

### 3.6 Contractual Registration and Subscription

Registration is the action by which an agent declares to the registry agent its ability to handle some messages. If the registry answers positively to a registration act, it commits itself to advertise the registered capability and to return it to agents which ask matching queries. As a proof of its commitment, the registry issues a contract as a result of the registration act. As long as the contract remains live, the registry will retain the advertised capability. Conversely, if the agent that registered the capability desires to stop its advertising, it just has to terminate the associated contract.

A similar mechanism exists for subscriptions. If an agent decides to answer positively to a subscription act, it commits itself to honour such a subscription: whenever a fact changes it informs the interested subscribee. For each successful subscription act, a contract is issued as a proof of commitment. The subscribee just needs to terminate the contract in order to suspend the flow of inform messages.

The goal of the agent framework is to promote agent reuse by information sharing between agents. In an environment composed of numerous agents, there must be some means of avoiding being swamped by irrelevant information; two different ways are provided by the framework. (i) The general algorithm for matching and constraints...
satisfaction allows agents to declare interests that are very specific, and to be informed of facts satisfying them. (ii) Contracts allow agents to terminate a flow of information when suitable.

There are several ways by which an agent can find information. They differ by when the result is returned, and by the agent's ability to control the flow of information. (i) Exhaustive searches (performative `query_ref`) and specific queries (performative `query_if`) complete their execution with the requested information. (ii) An agent $A$ can advertise (performative `register`) its desire to be informed about a given topic. Any agent in the system may inform $A$ on the topic. Agent $A$ is given little control over the flow of information. It can certainly stop advertising its interest, but there is no requirement for the other agents to stop propagating information to $A$. (iii) In order to gain more control of the flow of information, agent $A$ can subscribe (performative `subscribe`) to those agents who are knowledgeable on the topic. In return, each of these agents issues a contract, which may be used to terminate the individual subscriptions.

### 3.7 XML Agent Specification

The framework as it stands is powerful enough to support any form of interaction in a multi-agent system. However, the programming interface is still rather low-level: the programmer is required to repeat identical code too often, which makes the programming tedious. For instance, many agents need to find out the Registry and to advertise their capabilities; many agents need to find about other agents by interrogating the Registry and to query these agents; many agents implement some of the performatives of Figure 1, and need to check whether the arguments received have the required type, and so on.

In order to facilitate the programming, the maintenance, the building and dissemination of agents, SoFAR offers an “agency compiler”, which takes an XML specification of a set of agents, and provides: (i) A Java template, ready to be subclassed, implementing many of the tedious operations that all agents have to implement; (ii) an agent definition ready to be stored in a database for future reference; (iii) files identifying the permissions to be granted to agents; (iv) a Makefile able to compile the agents, bundle them in a jar file, and export them for download.
As an example, Figure 2 shows the declaration of an agent support RMI communication, and accepting the `inform` performative, with predicate `LinkRequestInfo`. Experience has shown that such XML declarations offer a clear separation between agent specification and implementation, which facilitates the development of agents.

# 4 Requirements Revisited

In this Section, we examine how the design of the SoFAR framework satisfies the requirements we enumerated in Section 2.

1. At the framework level, reactivity of the system can be implemented by the subscription mechanism, by which agents ask to be informed about facts, when they change. From an architectural viewpoint, as agents advertise or retract services, this information will be propagated between registries, and passed to agents that have subscribed to this type of information.

2. The registry and the subscription mechanisms allow agents to advertise their capabilities, in order to be reused by other agents. Agents use the registry to take opportunistic advantage of agents running in the system. Contracts allow agents to exercise control on the flow of information that is directed to them.

3. Even though the communication mechanism abstracts away from the communication details, the framework remains lightweight. The cost of this abstraction is two additional method invocations (one at the startpoint and one at the endpoint), which can be neglected compared to the cost of communication. Furthermore, by adopting a predefined set of performatives and typed ontologies, we reduce interpretation of messages, which makes their processing lightweight. In order to make the framework scalable, we have avoided centralised routing of messages: communications are point to point. A multicast mode of communication can even be implemented (though, currently, multicasting is simulated). We use replication of data in order to distribute the content of the
registry. Other techniques such as query routing (DeRoure et al., 1999) or hierarchical organisation (Moreau, 1998) are being investigated.

4. Currently, our implementation relies on shared memory communications, Java rmi (java, 1996), and SOAP (Gudgin et al., 2001). We are investigating other communication technologies such as IPv6 and CORBA.

5. The performatives query_ref and query_if provide the query-oriented type of communications suitable for distributed information management. The subscription mechanism and associated inform messages offer an asynchronous alternative, in the spirit of KQML and FIPA ACLs.

5 Agent-Based Distributed Information Management

In this Section, we present two distributed information management applications that we have developed using SoFAR. Others have been developed such as (Weal et al., 2001), and the framework is currently used in several research projects.

5.1 Magnitude

The aim of the Magnitude project (Mobile AGents Negotiating for ITinerant Users in the Distributed Enterprise) is to investigate the use of mobile agents in the design of the “pervasive information fabric” (Thompson et al., 2000). In a first step, we have designed and built a distributed information management system providing related information to users, as they access information with their browser; initially, the mobility aspect is not addressed in this architecture. We use agent technology with the purpose of making the system open so that many agents can be added dynamically to the system.

At present, the behavior of the information system is visible to users in the browser sidebar. While users navigate information in the main browser window, the sidebar displays links to documents that are relevant to the document currently displayed in the main window; we call such links related links. The system is multi-user, and allows a community of users to share information.

The information system architecture is displayed in Figure 3; it can be divided into three main parts: (A) Agents responsible for managing information; (B) Agents responsible for extracting information; (C) Community memory agents.

Information management The system offers users the possibility to bookmark documents, and references these, which we call links, are stored into the community memory. Two types of links are distinguished. Static links refer to pages whose content does change, whereas live links are associated with pages whose content is regularly updated by the owner site. For example, a link to a news site such as www.bbc.co.uk is regarded as live. We define an Information Manager Agent as an agent able to manage the information associated with a link. Currently, two instances are defined. The Document Manager Agent is an agent responsible for handling static links, whereas the News Reporter Agent is able to refresh the information associated with live links.
All Information Manager Agents are required to subscribe to the Browser Agent in order to be informed of the specific information they are interested in. For example, the Document Manager Agent subscription allows it to receive information on requests to add or remove static links from the community memory. The subscription method allows more information manager agents to take part in the system to handle other types of links, such as for example an Image Manager Agent that handles image links.

![Diagram of Magnitude declaration](image.png)

**Figure 3 – Magnitude declaration**

**Information Extraction** There is not a single method to determine whether two documents are related. Therefore, we introduce the idea of an abstract relationship “SimilarLinks” that represents the fact that two links are related. A single query of the form
SimilarLinks("currentDOC",?URL) is issued in order to find out all the links that are related to the current document. Agents able to handle such a request are called Similarity Agents. Currently, we have defined two similarity agents, which determine similarity according to keywords and weight vectors, respectively. The Keyword Similarity Agent returns urls to documents sharing similar keywords, while the Weight Similarity Agent applies a method introduced in (El-Beltagy et al., 2001). For the Weight Similarity Agent, the similarity of two documents is determined by using the cosine similarity function, over a vector representation computed by the “term frequency, inverse document frequency” method. Two documents are stated to be similar if the value of similarity is more than a threshold value. There are many other ways that one document can be similar to another, for example the similarity measure could be based on the document’s context or on a colour histogram.

The User Agent is the agent in charge of constructing queries based on the requests from the browser sidebar to all agents advertising the ability to handle queries on the abstract relationship “SimilarLinks”. Thus, if a new Similarity Agent supporting a different type of similarity were created, it would be straightforward to plug it into the system, as the User Agent would at once be aware of it.

Community Memory The community memory consists of Linkbases and Information extractor agents. These agents serve the need of Similarity Agents by providing the required information and carry out requests from management agents such as to add or remove links from the Linkbases. Linkbases act as repositories for all links bookmarked by users in the community. At creation time, the user decides whether links are public or private; public links are shared by all users and can be created anonymously or with the user’s name. Private links are visible only by their creator.

Conclusion As illustrated above, it is easy to add new agents to the system. Such an extensible system gives users greater chances to get higher quality of related links. However, a possibility that we cannot overlook is that the User Agent may be swamped by too much information from all the Similarity Agents. Thus, we are currently investigating a market economy as a means of selecting only the highest quality of information by the most efficient Similarity Agents.

5.2 HyStream

HyStream addresses distributed information management in the context of live information flows including multimedia. The purpose of the HyStream project is to augment streamed media with metadata carrying information about data items. Such metadata is itself carried in a separate stream, and we refer to it as temporal metadata. For example, a live news broadcast can be augmented with temporal metadata carrying information about news items. The metadata is temporal because it refers to a particular time during the broadcast. The temporal metadata could also include catalogue information for news footage, information about rights to use the material, subtitles and links to associated resources such as online documents. Agents can use the metadata to filter new items or bring them to the user’s attention, translate subtitles and perform appropriate searches and customisation.

An architectural diagram of the HyStream system is shown in Figure 4. The agents that serve synchronised metadata are labelled service agent, and the agent that connects to the
user’s web browser is labelled user agent. The service agent is synchronised with the user agent using a specifically-designed synchronisation protocol (Crückshank et al., 2001), so that each sender can determine when a piece of metadata must be sent in order to reach the user agent in time for the corresponding event in the media.

![Architectural Diagram of HyStream agents](image)

**Figure 4 - Architectural Diagram of HyStream agents**

In terms of performatives, the user agent initiates a “session” by subscribing to a service agent that has registered its capability to serve the HyStream protocol. If the subscription is successful, then a contract between the user agent and the service agent is made. The service agent will then send temporal metadata to the receiving agent when they become applicable to the media stream. The contract is a first-class object that is returned to the user agent as a consequence of a successful subscription. When the subscription is no longer required, the user agent terminates the contract, which causes SoFAR to notify the service agent that the subscription has terminated. The contract is also used as a session identifier in the synchronisation protocol between the user agent and the service agent.

For the transmission of temporal metadata, we opted for just in time delivery. The server sends data to the user just in time for it to be used. Delivering metadata just in time means that the system as a whole is reactive. In our news channel scenario, the process of authoring metadata and the delivery of the metadata to the user agent are simultaneous processes. By leaving the transmission of metadata until the last moment, just before it is applicable to the media stream, ensures that the metadata is up-to-date. A service agent can determine the latest time that it can send a piece of metadata to be utilised by the user agent. If that time has already passed, then the metadata is late. In this case, the metadata is not useful to the user agent and is simply dropped.

In a wide area network, we need mechanisms to control the scope of service discovery and advertisement of capabilities. We consider that the framework might extend across the Internet, comprising of thousands of nodes separated by varying network latencies. We cannot expect a user agent to search every node for potential servers, nor can we expect a service agent to advertise its service on every node. A scalable solution is achieved by the service agent choosing the number of nodes on which to advertise its service.

**Conclusion** In the HyStream project, the SoFAR framework has a number of benefits. The distributed and concurrent nature of SoFAR agents allows us to place agents close to video sources and capture metadata, and to communicate that metadata through the framework to the end consumer. The contracts that represent the commitment to each metadata
subscription allow us a handle on each subscription, and provide useful session identifiers between agents. The pipeline architecture of HyStream has allowed us to implement agents that inject new metadata from other sources, e.g. the Magnitude agents, into existing streams.

6 Discussion and Related Work

The exact nature and requirements of agency are still contentious subjects, with some disagreement in the literature. We follow Jennings and Wooldridge (Jennings and Wooldridge, 2001) for our view of agency, regarding it as a software engineering tool for managing the complexity of system development. Nwana and Ndumu (Nwana and Ndumu, 1999) raise several points, namely that the standardised ACLs contain too many performatives, some of which are used only infrequently, and that the effects on ontology design of the interactions between a problem domain and a task to be accomplished are underinvestigated. If, as they suggest, the short term solution is to create only limited domain ontologies, we believe that our use of mixed ontology expressions is a useful approach to bridging the gap between limited ontologies and broader general-purpose ontologies.

SoFAR is not the only Java-based agent framework; there exist a number of others, the most notable of which are Zeus (Nwana et al., 1999), JAFMAS (Chauhan, 1997), JATlite (Petrie, 1996), fipa-os (fipaos, 1999), Ajanta (Tripathi et al., 1999) and JACK (Jack, 1999). Zeus and JAFMAS adopt a similar approach, providing both a FIPA- or KQML-based communications infrastructure and a planning engine for handling rule-based conversations by means of automata models, and as such are representative of a “traditional AI” approach to agency. JATlite also provides KQML-based messaging, but is flexible: it is designed to support other ACLs as necessary and does not place any restrictions on the internals of the agents. fipa-os (fipaos, 1999) is a FIPA-compliant platform, which necessarily relies on a CORBA-based communication substrate; our approach can use CORBA as well as other technologies. Ajanta uses a method invocation approach not unlike ours, but does not constrain the methods used in performatives. JACK is a Java-based BDI framework, which provides facilities for formulating plans and reasoning about goals, but does not consider the pragmatics of communication or distribution issues.

In its parsimonious approach to its ACL and the simplicity of its agents, SoFAR is most like Agent-0 (Shoham, 1993) and the systems derived from it, such as AgentBuilder (AgentBuilder, 1999) or PLACA (Thomas, 1994), although SoFAR does not provide support for planning abilities at a framework/language level as this latter system does. AgentBuilder is noteworthy as a commercial framework based on Shoham's notion of agent-oriented programming (Shoham, 1993), but using KQML as its ACL rather than the much simpler Agent-0.

7 Future Trends

We are now observing a convergence of different technologies. Web services are a distributed architecture under consideration by the World Wide Web consortium, based
on XML protocols (Gudgin et al., 2001), and are particularly targeted at e-Business applications.

The Grid paradigm is meant to enable the access to computing power and resources with the ease similar to electrical power (Foster and Kesselman, 1998). The Computational Grid is analogous to the electric power Grid, because it offers a consistent access to geographically distributed resources, irrespective of their physical location or access point. A number of Grid services have already been implemented as Web services (Foster and Kesselman, 1998), bridging the gap between these two technologies.

Grid technologies are enabling e-Science, the type of science that is collaborative and multi-disciplinary involving teams spanning institutions, states, countries and continents. The “Grid problem” is defined as flexible, secure, coordinated resource sharing among dynamic collections of individuals, institutions and resources, which is also referred to as virtual organisations (Foster et al., 2001). Multi-Agent systems are particular suited for the design of flexible virtual organisations (Jennings et al., 2000), though scalable protocols for forming, running and disbanding virtual organisations are still needed in the context of the Grid. With a communication layer based on SOAP, SoFAR is an opening of the agent world to Web services.

In order to provide higher-level multi-agent protocols, an agent framework should provide mechanisms that allow their definition and experimentation in an easy manner. Using our XML approach for declarative definition, we have prototyped a protocol compiler that transforms an XML definition of a protocol into a transition table directly interpretable by an agent.

The deployment of multi-agent systems in the context of the Grid, but also in the context of information systems we study in the Magnitude and HyStream projects requires an infrastructure able to cope with wide-area networks. In particular, the issue of scalability in directory services, both for looking up and advertising information becomes critical. New modes of communication may also have to be investigated. Multicasting will allow us to propagate streams of inform messages in a scalable way. Agents will also be allowed to negotiate the quality of service (QoS) they require to communicate the data they manipulate. Finally, security techniques such as encryption and authentication will be integrated in the communication model.

The inexorable trend towards the pervasive computing environment emphasises the need for mobile user support; in particular, a piece of technology that seems promising is the concept of mobile agent, acting as a mobile representative of a mobile user. Security and communication issues regarding mobile agents need to be addressed, before they can be deployed in a e-Business environment.

8 Conclusion

We have designed and implemented an agent communication mechanism that is derived from distributed computing techniques, but taking on board the reality of agency. Our approach is general and abstracts away from the communication details, supporting several on-the-wire protocols; it is lightweight and a proven route to scalability. In order to promote opportunistic reuse of agent services by other agents, our framework provides mechanisms to advertise information, query agents and automatically manage subscriptions. A set of
ontologies has been defined in order to support distributed information management tasks.

The SoFAR framework has been the focus of a tremendous activity involving up to sixty researchers in the Intelligence, Agents Multimedia Group at Southampton. Training sessions were organised about agents, ontologies, and the actual framework implementation in Java. On three occasions, a group activity, called “agentfest”, took place: during a three day session, those researchers developed agents. As a result, SoFAR has now been adopted by several researchers for their everyday research. The framework has also been used for undergraduate teaching. We welcome other researchers to try SoFAR, which is available from www.sofar.ecs.soton.ac.uk.
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