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ABSTRACT

Previous approaches to adaptive presentation have high-
lighted conflicts of interest between adapting the content,
media type or quality and structure of a presentation. By
using the three level model of narrative as a starting point,
we can gain a greater understanding of the relationship be-
tween these. In this paper we present the prototype Hyper-
doc system, which applies adaptive techniques at the sep-
arate levels of narrative in order to achieve a tailored web
presentation within a certain domain.

1. INTRODUCTION

As new methods of media delivery become available, such
as digital television and broadband Internet access, oppor-
tunities arise for more interesting user interaction.

For several years now the research communities of multi-
media and hypermedia have investigated how this could be
done, exploring the ways in which dynamic multimedia pre-
sentations could be generated automatically. These range
from systems that make choices between alternative media
according to bandwidth restrictions [4] to those that extract
metadata from previously opaque media and use that infor-
mation to reconstruct customised presentations, for exam-
ple analysing a news feed and then re-sorting a subset of the
items according to the users expressed interests [9].

Other research has applied adaptation to the production of
material itself, creating a virtual videographer that chooses
shots and images automatically [8], for example choosing
either to focus on the presenter or the projection during the
recording of a seminar.

The choices made in producing a presentation are similar
to those made by a hypertext system when offering readers
links. The similarity between cinematic narrative and hy-

pertext has been noted before [10] as well as the need for
those choices to either maintain the rhetoric that the author
intended [17] or to produce alternative rhetoric based on the
same base of data [5].

The ability of human editors to preserve or create narrative
is not easy to replicate with a machine. One method is to
limit the choices at every stage to those that maintain the
narrative by using the hypertext solely to make cinematic
decisions rather than rhetorical ones, for example choosing
different camera shots of a particular scene [7].

In this paper we describe the Hyper-documentary system
(Hyperdoc) that we have developed to address the problem
of supporting narrative in multimedia presentations. The
Hyperdoc is not a system for information analysis or extrac-
tion, rather it is a demonstrator that promotes a non-linear
approach to production that enables adaptation at every
level of the narrative.

1.1 Levels of Narrative
We have taken Bal’s view of Narrative as the uppermost of
three layers [1] (shown in Figure 1):

1. Fabula. This represents the raw chronological events
and information. For example individual events that
occurred during the Napoleonic wars.

2. Story. For any given fabula we can imagine multiple
stories, each is a particular trail through the fabula,
presenting a subset of the information from a par-
ticular perspective. For example, events concerning
Napoleon’s participation in the Battle of Waterloo.

3. Narrative. Any given story needs to be given a form
to be told, in effect it needs to be rendered. For exam-
ple, a novel following Napoleon through the battle. A
film of the same story would be regarded as a separate
narrative.

Although this model has been developed for use in the realm
of critical theory, a tool with which to examine existing
narratives, we can use it to understand the ways in which
existing work on multimedia adaptation fit together. For
example, we can categorise the virtual videographer [8] as
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Figure 1: Bal’s Layers of Narrative

concerned with adaptation at the level of Fabula, while the
work on preserving rhetorical structure [17] is about generat-
ing the narrative layer from the story layer without breaking
the story structure.

1.2 What do we mean by
Hyper-Documentary?

With a traditional documentary it is the choices made by
the production team that build up the narrative layers. We
term a hyper-documentary as one in which the layers are
built up automatically from a large fabula base, choosing
from many story structures. Thus many linear multimedia
documentaries (narratives) can be created by the system,
tailored to the requirements of the viewer.

In the next few sections we describe the Hyperdoc system
that we have developed to demonstrate this approach. The
Hyperdoc project was undertaken by around fifteen people
over a period of approximately two months. The objective
was to explore the issues of producing a hyper-documentary,
from generating the media in the fabula, through the au-
thoring of story templates to rendering the presentation for
viewing on the web. Firstly we will examine the interface.

2. THE INTERFACE

The Hyperdoc interface (shown in Figure 2) asks the user to
provide three pieces of information; the type of documentary
they would like to see, the subject of the documentary and
their preferences for style and content.

For example, if the user chose to view a documentary on a
particular individual, the subject would then be the individ-
ual’s name.

Gathering user preferences for style and content is more
complex because the interface has to be simple, yet expres-
sive enough to provide a complete set of user requirements
to the Hyperdoc engine.

User modelling and adaptive systems often employ explicit
modelling where users are questioned on their preferences
before interacting with the system. While this provides a
high level of detail about the user, explicit modelling is often
seen as time consuming and intrusive [13, 15]. The alterna-
tive technique, implicit modelling, obtains user preferences
through observations of the users activities as they interact
with the system [2]. However implicit modelling provides
only positive-exemplars of user actions and requires both
lengthy user interaction and the ability to track users over
multiple sessions [18].

The Hyperdoc system does not currently provide enough in-
teraction to allow implicit user modelling. The compromise
is to combine the user preferences into a single interface com-
ponent — in this case a slider (a graphical object that can
be moved between various settings using a drag-and-drop
mouse action). The user is presented with a slider to indicate
the required style of presentation loosely based on two well
known television styles. The slider moves between the labels
‘BBC ’ and ‘MTV’. BBC represents a formal, content-rich
presentation while MTV represents a quick, light-hearted
presentation. The user chooses a position between these
two settings depending on their required presentation. The
slider produces a value that is later mapped to style meta-
data such as depth and mood (described in section 4.2).

3. ARCHITECTURE

Figure 3 shows the Hyperdoc architecture. The diagram has
been coloured to reflect the parts of the system which deal
with the three levels of Narrative identified in Figure 1. Each
of the three levels will be discussed in more detail later; this
section seeks to present a basic overview of the architecture.

3.1 The Fabula

The fabula consists of the raw building blocks of the narra-
tive. In the case of the hyper-documentary this constitutes
the raw data files and meta-data information concerning
them. The raw media files are stored on a central server.
The potential temporal nature of the media requires the
server to be equipped with streaming capabilities to deliver
temporal media streams when requested.

The meta-data about the media files is stored in an SQL
database. PHP scripts allow the information to be entered
via a Web interface in the form of a series of Web Forms.
A more complete description of the database including the
tables held within it is given in Section 4.2.

3.2 The Story

The story is constructed when a request is made to the Hy-
perdoc system for a documentary. The request comes in the
form of input from a viewer via the web front end inter-
face (Figure 2). This provides both user preferences and a
request for a particular type of story and content.

The HyperDoc engine uses story templates to instantiate
a story using the meta-data information in the database
retrieved through an SQL connection.

3.3 The Narrative

Once instantiated, the story template is passed to a ren-
derer. In this configuration of the architecture it is a SMIL
renderer but the renderer is designed to be interchangeable
and other renderers could be created for text, HTML or
more complex media such as Flash. The renderer makes
decisions about the most appropriate way of rendering the
story into a narrative, based on the delivery format and also
the preferences specified by the user. The final output is
then displayed to the user through the appropriate tech-
nology; in the case of SMIL, this might be RealPlayer One
launched from a web browser.
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Figure 2: The Hyperdoc Request Form.

4. FABULA: GATHERING CONTENT

Content becomes more important when trying to produce
multiple stories and narratives. Without a large corpus of
media fragments, possibilities for dynamic adaptation are
limited. For the Hyperdoc we had added requirements in
that we needed the media fragments to be as atomic as pos-
sible, deliverable over the web and respectful of copyright.

To this end we decided to produce a Hyper-Documentary
about the TAM Group at the University of Southampton.
This is a large group of around one hundred researchers
many of whom have worked with one another for many
years. The Hyperdoc could then be added to the group’s
web site allowing visitors to obtain a novel view of the peo-
ple and research activities via the use of the group’s own
technology.

We discussed the content that would be appropriate for this
subject and also could be produced in the right forms, finally
deciding on several initial areas:

1. Video interviews with academic staff. There are ap-
proximately fifteen members of academic staff in the
group. By interviewing them all with a fixed set of
questions we hoped to gain a body of interviews that
would form the basis of the documentaries. Many of
the questions were in relation to other staff members
and projects. E.g. Who is the best person you have
worked with and why? Questions of this type can be
reused in multiple stories. As well as the video, the
interview scripts were also added to the archive.

2. Photographs from the groups social archives. These
formed a small social history of the group over the last

ten years. In addition to the photographic material we
asked Professor Wendy Hall (the group’s founder) to
record an audio narration for each photograph.

3. Pictures and Video shots around campus and the groups
laboratory. These were taken to give the rest of the
material some kind of context.

4. Brief textual descriptions of the group’s projects taken
from the IAM web pages, which could be used as ad-
ditional exposition.

It was hoped that by having a large set of multimedia frag-
ments containing information related along several infor-
matic axis the story layer would be able to create many
different paths through the information.

4.1 Music

One of the media forms that we have currently omitted from
the Hyperdoc is music. Music is often used in documentaries
as a method of creating continuity between discrete scenes.
Continuous, looping, unsynched “mood” music might be ad-
equate for the presentation to achieve certain effects based
on the user’s preferences (for example, an upbeat piece for
a light hearted presentation), however music based on the
story structure itself would be more desirable.

This would mean that the scenes would be synched to the
music structure (for example changing the scene on mu-
sic beats), which requires substantial processing at the pre-
sentation layer to detect the appropriate markers and care
would have to be taken during the presentation to ensure
the presentation did not seem disjointed.
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Figure 3: The Hyperdoc Architecture.

Because of these complexities we have not added any music
to the Fabula of the prototype Hyperdoc. Our intention
is to experiment with music at a later time. The music
tracks would have to be royalty free, of which there are many
sources available on the Internet, commercially, or bespoke
for the project.

4.2 Storing the Fabula

The media that was captured was stored on a central infras-
tructure machine with URLs used for access. URLs were
chosen as they provide an abstraction over the method of
file delivery, as videos are streamed using RTSP, while im-
ages and text are delivered using HTTP. We did not break
the data into fragments for storage (e.g. each interview was
stored as a single video file), instead we store indexes and
other meta-data in a free, relational DBMS (MySQL) (e.g.
the database treats individual answers as separate objects).

The database schema consists of four distinct types: Media
Objects, Region Objects, Metadata Descriptors, and Rela-
tions.

A Media Object (MO) describes a physical file, for ex-
ample a RealVideo recording. The MO provides the
URL and MIME type.

A Region Object (RO) sub-divides an MO into distinct,
describable chunks. For example, a time range for a

single answer in a video interview, a paragraph of text
from a document, or an area of an image, representing
an individual from a group photograph.

A Metadata Object (MD) contains metadata describing
a fragment of information. It was decided that Dublin
Core would be used as a basis for the metadata, with
some specific qualifications that could be used by the
‘higher’ narrative layers (describing the mood and style
of the content). It was initially considered that anyone
would be allowed to enter metadata, however, in the
first instance we were constructing the categorisation
system as we were encoding the data, it was there-
fore easier for the encoding to be carried out by a few
individuals (in order to be consistent). A list of the
metadata used is shown in Table 1.

A Relation Object provides a typed pair relation between
media, region, and metadata objects. This requires
four tables (MD-MD, MD-MO, MD-RO, RO-MO).

Structural triples were used for metadata and relation ob-
jects. These are three columned tables of a ‘source’ / ‘re-
lation’ / ‘target’. For example a metadata entry might be
‘121’ / ‘Contributor’ / ‘mjw’, where ‘121’ is the id of the
metadata object, ‘Contributor’ is the triple type, and ‘mjw’
is the value. A relation might by (in the MD-RO table) ‘97’
/ ‘describes’ / ‘217’ where metadata object ‘97’ describes
region object 217.

Using table joins, the triples provide an extensible and flex-
ible mechanism for expressing queries, for example “return
the region object ids, where there is a metadata object that
describes that region object, which has a relation ‘Contrib-
utor’, and that contributor is ‘mjw’ 7. The drawback of
triples is the computational complexity of computing large
numbers of table joins (especially when the result sets are
large).

4.3 Authoring

With a system in place to store the fabula, simple mech-
anisms were needed to enable authoring of the constituent
material. Encoding the media into a suitable format is a
relatively straightforward process which is easily automated,
whereas marking up the material with metadata is often per-
ceived as an extra burden by the author. While not a funda-
mental rationale for the Hyper-Documentary, the authoring
of metadata forms a crucial part of the process; without this
metadata an adaptive story cannot be constructed.

The majority of source media for the Hyper-Documentary
was authored in situations where simultaneous metadata
creation was not possible (e.g. recording with a video cam-
era) and markup was a secondary activity occurring at a
subsequent time. In the future we envisage additional meta-
data production at even later stages, when users of the sys-
tem author their own annotations that further enrich the
content of the fabula.

To aid this scenario we developed a set of web pages using
the PHP server-side scripting language to query and create
objects in the hyperdoc database. These comprised of four
main dialogues, allowing the author to:



l MD Element [ Description
Title short human readable description
Creator id of author
Subject string representing the subject matter
Publisher publishing organisation
Contributor id of persons who contributed

Date.Created

the creation date of the source

Type semantic type of meta-data, e.g. question, answer etc.

Coverage.From

starting date of the subject

Coverage.To

ending date of the subject

Rights

organisation that owns the rights

Description.Mood

the ‘mood’ of the data (e.g. trivial, serious, etc.

Description.Depth

the amount of detail in the data (e.g. deep, shallow, etc.)

MO and RO Element [ Description

Format the mimetype of the described media
Source id of original item, e.g. ISBN, URL, etc
Language language used

Table 1: Metadata Elements

1. add a new Media Object based on a media URL and
MIME type

2. create Region Objects and associate them with one or
more Media Objects

3. generate a Metadata Object and associate it with one
or more Media or Region Objects

4. create a relationship between two Metadata Objects
(e.g. ‘answerOf’)

Although these web forms ease the process of metadata au-
thoring, it is still a relatively laborious and lengthy task.
We explored several ideas through which we could semi-
automate or assist metadata generation.

The first involved the recording of short video-diary entries
using a PC with an attached web-cam. We made this facil-
ity available to the IAM Group for a week and encouraged
them to make entries. Because of the controlled environ-
ment, much of the metadata relating to media itself (type,
time and date, length etc.) could be captured automatically,
with the remaining metadata gathered through prompted
questions that were part of the recording process.

The second initiative provided members of the research group
with an email address to which they could carbon-copy emails
concerning the hyperdoc project. We could harvest much
of the metadata automatically from the original email, and
with enough data we hoped to build a body of background
information that might be useful within the Hyperdoc.

In both cases the user response was disappointing and did
not produce enough material to add to the final system.
Even these simple metadata gathering systems appear to
present enough of a barrier to prevent wide participation.
From this limited experience we might conclude that fu-
ture metadata authoring will either need to be fully auto-
mated (with the associated technical and privacy problems),

or come only from those with a vested interest in creating
it.

5. STORY: STRUCTURING THE FABULA

From a certain perspective hypertext can be seen as a se-
quencing task, which allows dynamic paths to be followed
through a collection of interlinked fragments. Traditional
hypertext systems allow the reader to explore the informa-
tion space freely but as a consequence offer little support for
narrative. Several technologies offer solutions, in particular
trails or tours [11] create a rigid structure that readers may
choose to follow. A more dynamic approach is offered by
sculptural hypertext systems [3, 19], in which everything is
initially interlinked and links are removed based on a set of
conditions.

5.1 Story Templates

A Hyper-documentary requires a middle route, a dynamic
trail which is flexible, while remaining structured. To this
end we take inspiration from Story Grammers [16]. These
effectively form a story schema or templates that describe
generally how the parts of the fabula should be sequenced
into a story. Given an appropriate fabula the template can
be instantiated by slotting in the bits of the fabula that fulfil
the requirements of the template at each point.

To make story templates adaptive they must become contex-
tual structures. In other words the templates must change
according to the context of the viewer (e.g. a documentary
structure for experts might contain more detailed exposition
than one for novices).

In the Hyperdoc system this was accomplished by author-
ing the templates in the Fundamental Open Hypermedia
Model (FOHM) [14], this is an implementation indepen-
dent model for representing arbitrary hypermedia structures
(such as links, tours, etc.). The FOHM templates were
stored as XML and then loaded into the Auld Linky struc-
ture server [12], which allows clients to query the FOHM



structures in context (inappropriate parts of the structure
are removed before the structure is returned).

This pruning takes place because structures in FOHM can
have Context objects attached to them. Context objects are
attached to parts of the template describing when that part
of the structure is visible. When a query for the template is
made a query context is also sent, if that doesn’t match with
the context on the structure then that part of the structure
is removed before it is returned.

For example, consider a link expressed in FOHM that con-
tained two destinations, one of which is only appropriate for
adults to see. In this case we could attach a Context object
to the destination that expressed it was not for children.
When Linky is queried the user can specify the context of
that query. If they queried in the context of a child they
would only see one destination, whereas if they queried in
the context of an adult they would see both.

It is also possible to attach Behaviour objects to the struc-
tures. These describe actions that should be taken when
that part of the structure is parsed by a client.

The templates are stored uninstantiated, this means that
they contain Behaviour objects specifying queries into the
database rather than referencing media fragments directly.
The Hyperdoc story builder parses the template and instan-
tiates it into a story structure (also expressed in FOHM) by
performing the queries. This is then passed to the renderer.

The story structure is composed of the following sub-structures:

e The basic structure used is the Sequence. This repre-
sents a list of fragments or sub-structures that have to
be rendered in a given order.

e A Set structure contains one or more fragments or sub-
structures, all of which should be rendered but the
order is not specified.

e A Concept structure contains one or more fragments,
any sub-set of which may be used (in any order)

The templates operate via a blackboard of named variables.
When a template is invoked several variables might have to
be set up initially based on the user’s preferences. Figure 4
shows a simple template that represents a single question
and a set of answers. In this case there is one initial variable
called ?question that contains the id of the Metadata Object
that represents the question to use.

The story builder crawls over the template and looks at each
sub-structure in turn. There are two ordered members of
the question template. The first will be instantiated into
the question, the second into the set of answers. It is the
behaviour objects attached to the template that tells the
story builder how to instantiate the queries. There are four
types of behaviour event:

e buildconcept. This instructs the builder to retrieve the
metadata object with the given id and construct a con-
cept structure with it. In the case of Figure 4 it will

build a concept containing all the different media ver-
sions of the question (audio, text, etc.).

e query. This is a behaviour that adds new variables
to the blackboard. It instructs the builder to make a
query and fill in the named variable with the results
(note each variable can store a set of possible values).
E.g. (EQUALS, answerOf, ?b, ?question) retrieves all
the metadata objects which have a relation answerOf
with the question metadata object with id of ?ques-
tion and stores them in ?b. The variables containing
the user preferences are used at this stage to ensure
that only those fragments that fit the chosen style and
mood are selected.

e foreach. This behaviour takes some of the values al-
ready on the blackboard and uses them to either build
a data item (which represents a single media fragment)
or invoke a sub-template. In this case it instructs the
builder to iterate over the values in the variable #b and
build a data item with each of them.

e wvaliditycheck. This checks that, after the queries have
been made, we are left with a valid structure. In this
case (EQUALS, 2) means that the question structure
must have two members (i.e. we do not present a ques-
tion if there are no answers), while (GREATER,0) en-
sures that the set of answers must have at least one
member.

The results of the validity checks propagate up the
structure. So if the set contained no answers then
its validity check would fail and the set would not be
added to its parent sequence. In turn that would mean
that the sequence only had one member and so that
would fail as well, which would mean that there was
no valid question template for the initial question id.

In summary, this example template has a question id as its
input. It retrieves the object(s) that represents that ques-
tion and inserts them as a concept at the start of the se-
quence. It then retrieves all the answer objects that cor-
respond to that question. It then iterates over those and
inserts them, as a set, into the second position of the se-
quence. Finally it carries out a validity check to ensure that
the set has at least one member and that the parent sequence
has two members.

Starting with simple templates to represent low level struc-
tures (e.g. questions), we can then define more complex
structures that use these as sub-structures (e.g. an inter-
view) and finally incorporate that into an overarching struc-
ture (e.g. a documentary).

Once the queries have all been made the instantiated tem-
plate is passed to the renderer, whose job it is to create the
final Narrative layer.

6. NARRATIVE: PRESENTING
THE STORY

To produce the final narrative a presentation mechanism was
needed. Because of the wide variety of materials being pro-
duced for content a flexible multimedia format was required.
SMIL 2.0 was chosen for a number of reasons, namely:



<association id="question_template">
<structure>sequence</structure>
<relationtype>question and answers</relationtype>

<description>Question and Answer structure</description>

<feature>position</feature>
<behaviour>
<event>validitycheck</event>

<behaviourvalue key="bindings">(EQUALS, 2)</behaviourvalue>

</behaviour>
<binding>
<behaviour>
<event>buildconcept</event>

<behaviourvalue key="id">7question</behaviourvalue>

</behaviour>
<reference><data/></reference>
<featurevalue feature="position">1</featurevalue>
</binding>
<binding>
<reference>
<association>
<behaviour>
<event>validitycheck</event>

<behaviourvalue key="bindings">(GREATER,0)</behaviourvalue>

</behaviour>
<structure>set</structure>
<relationtype>answers</relationtype>
<binding repeatable="true">
<behaviour>
<event>query</event>

<behaviourvalue key="clause">(EQUALS, answer0Of, ?b, 7question)</behaviourvalue>
<behaviourvalue key="include">true</behaviourvalue>
<behaviourvalue key="queryname">query4</behaviourvalue>

</behaviour>
<behaviour>
<event>foreach</event>

<behaviourvalue key="queryname">query4</behaviourvalue>
<behaviourvalue key="index">?b</behaviourvalue>

</behaviour>
<reference><data/></reference>
</binding>
</association>
</reference>
<featurevalue feature="position">2</featurevalue>
</binding>
</association>

Figure 4: Example of a FOHM Question and Answers Template

e It is an established standard.

e [t is supported on multiple platforms by viewers such
as Real One Player.

e Being textual, the format is easy to generate from a
servlet, requiring no compilation by external software.

e It handles temporal media in a simple, effective man-
ner.

e There are a variety of transition and presentation tech-
niques built into the standard that could be used to
provide interesting, customisable, presentations.

A SMIL renderer was written that takes the instantiated
story template from the hyperdoc servlet and renders it as
a SMIL document.

6.1 Rendering Decisions

The SMIL renderer is passed an instantiated template struc-
ture which it must parse to produce the final documentary.
The structures in the template partially map to the struc-
tures supported by SMIL. A FOHM sequence structure can
be constructed as a SMIL (seq) . The set structures, if ap-
plicable might be rendered either as a (seq) or as a (par)
structure (for instance it might be a set of photographs that
could be rendered as a collage). Where the set structure
consists of temporal media, such as a set of answers to a
question, the Renderer will play them sequentially but is
free to choose the order of play. This might be based on the
meta-data associated with the fragments of information. For
example, the renderer may choose to play all of the serious
answers first to end the section on a lighter note.

Currently, the Renderer makes no decisions on the overall
timing of the piece and as it renders all the video fragments
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into a sequence, the documentaries can potentially become
quite long. One possible improvement to the renderer would
be to allow it to chose more concise material in order to keep
the documentary down to a specific length. A number of
strategies could be employed in achieving this and this will
form future work on the hyperdoc system.

The base structures in the template are concepts, with these
the renderer must decide which of the available information
fragments to use. The multimedia capabilities of SMIL lend
themselves well to producing a documentary from streamed
video and so if a video fragment is available it will be chosen.
If not, the renderer may choose to place some text on the
screen, perhaps running audio over the top of it if available.
An HTML renderer might choose to use images and text
over temporal media.

Where the Renderer has a piece of text to render (for exam-
ple, the interview questions ), it was decided to use a servlet
to produce a graphical caption from the piece of text; this
was due to the limitations of text rendering in SMIL. This
also opened up opportunities for further customisation of
the documentary style based on the user preferences.

6.2 Caption Rendering

The rendering of captions is based in part on the user pref-
erences, passed to the renderer by the hyperdoc servlet. The
objective is to make the captions fit in with the overall feel
of the story. There are several different ways in which this
can be done:

Caption Style - The captions generated for the text frag-
ments are varied according to the preferences. If the
user is requesting a more lighthearted documentary,
the captions will be rendered on a multicoloured back-
ground using graphics and a ‘fun’ font. For more se-
rious preferences the captions are rendered in simple
white text on a black background. An impression of
how this works can be gained by comparing Figure 5(a)
and Figure 6(a).

Caption Pacing - For ‘MTV’ style documentaries the pac-
ing is kept fast and snappy and the captions are dis-
played for a shorter period of time. For the ‘BBC’
style, the captions are displayed for longer.

Video Effects - SMIL 2.0 provides a variety of animation
and video effects that could be used to change the pre-
sentation of the captions. The current version makes
no use of these as yet, but clearly the tone of the doc-
umentary could be enhanced by the use of appropriate
transitions, perhaps captions spinning into place for
the ‘MTV’ style or slowly fading in and out for ‘BBC’.

6.3 The Overall Effect

Figure 5 shows a rendered documentary with the more colour-
ful (if not seen in black and white) captions. The content is
generally more lighthearted, with more humorous clips ap-
pearing. In contrast Figure 6 has more austere black and
white captions and the tone of the content is more serious.

7. CONCLUSION

The Hyperdoc system is still in its prototype phase, al-
though we are hoping to make it accessible to the outside
world via the group web site within the next few months. It
is the contextual story templates, media content and meta-
data which is proving time consuming to produce, at the
time of writing around half of all the content has been added
to the system. Several templates have been written and we
are now in the phase of re-evaluating our content (fabula)
in the light of the produced narratives.

There is a view that states that in fiction the relationship
between fabula and narrative is not causal in the way that
the layers suggest but that the content of the fabula depends
on a large extent to the purpose of the overall narrative [6],
for example some story structures depend on a twist or sur-
prise that is unveiled at the end of the story, fiction authors
may well engineer such an occurrence in the fabula just to
satisfy this structure.

This tension also exists in the Hyperdoc system, as it is
difficult to decide what should be entered into the fabula
without considering the story layer and thus the templates
that will be used. We have found that the process is a cycle
and are now producing more media in order to satisfy the
more advanced story templates that we are authoring. It is
an open question whether this issue would be resolved by a
larger corpus of media and more detailed metadata to start
with.

7.1 Levels of Adaptation
Within the Hyperdoc, adaptation is supported independently
at the following three levels:

1. Adaptive Content. The media objects and metadata in
our database create the fabula layer. Rather than stor-
ing media fragments directly, queries into the database
are stored instead, resolving dynamically based on the
user preferences.

2. Adaptive Structure. The story templates are stored in
Auld Linky, which is a contextual structure server. As
a result the templates change according to the context
in which they are retrieved.

3. Adaptive Presentation. Once the templates have been
instantiated by making the queries to the database,
the completed structure is passed to a renderer, which
has the job of converting it into a human viewable for-
mat (in this case SMIL). The editing and rendering
decisions made depend on the users specified prefer-
ences.

We believe that by viewing adaptive presentation through
three levels of narrative it is possible to achieve a greater
understanding of the consequences of any adaptation and
build systems that minimise unfavourable consequences for
adjacent layers (e.g. the impact of choosing different media
formats on overall rhetoric).

7.2 Future Work



While we are continuing to build up the media corpus of
the existing Hyperdoc we are also exploring how we might
use some of the more advanced effects of SMIL 2.0 to alter
the presentation layer (fades, wipes etc.) and also consid-
ering adding additional metadata to the database in order
to allow the story templates to build more subtle structures
(for example marking appropriate exposition and labeling
opinion vs. facts).

In addition we are working on the Artequakt project (a joint
effort between three major projects within the IAM group)
to construct a system that extracts knowledge from the web
and automatically populates an ontology. This will then
form the fabula layer for narrative-based presentation tools,
providing an alternative mechanism for authoring metadata.
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