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Abstract. In this paper, a novel subband-selective generalized side-
lobe canceller (GSC) for partially adaptive broadband beamforming is
proposed. The blocking matrix of the GSC is constructed such that
its columns constitute a series of bandpass filters, which select signals
with specific direction of arrival angles and frequencies. This results in
bandlimited spectra of the blocking matrix outputs, which is further ex-
ploited by subband decomposition and discarding the low-pass subbands
appropriately prior to running independent unconstrained adaptive fil-
ters in each non-redundant subband. We also discuss the design of both
the blocking matrix and the filter banks for the subsequent subband
decomposition. By these steps, the computational complexity of our
subband-selective GSC is greatly reduced compared to other adaptive
GSC schemes, while performance is comparable or even enhanced due
to subband decorrelation, as simulations indicate.

1 INTRODUCTION

Adaptive beamforming has found many applications in various areas rang-
ing from sonar and radar to wireless communications. It is based on a tech-
nique where, by adjusting the weights of a sensor array with attached filters, a
prescribed spatial and spectral selectivity is achieved. Thus, signals arriving
from different directions of arrival (DOA) may be suppressed or enhanced by
destructive or constructive interference in the beamformer, as illustrated in
Fig. 1. To perform beamforming with high interference rejection and resolu-
tion, arrays with a large number of sensors and filter coefficients have to be
employed and the computational burden of a fully adaptive processor thus be-
comes considerable. A popular way to reduce the computational complexity
are partially adaptive beamformers, which employ only a subset of available
degrees of freedom (DOF) in the filter weight update process at the expense
of a somewhat reduced performance [1].
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Fig. 1: A signal impinging from an angle ¥ onto a beamformer with M sensors.

Partially adaptive techniques have been studied widely and many ideas
have been proposed such as the weight reduction transformation [2] and
the eigencanceller [3]. In this paper, with a generalized sidelobe canceller
(GSC) [4, 5] as the underlying structure, we propose a novel design for par-
tially adaptive beamformers. It is based on the design of the blocking matrix
constituting a series of bandpass filters. These filters separate the impinging
signals into components of different DOA and frequencies, which results in
bandlimited spectra of the blocking matrix outputs. Furthermore, subband
techniques are employed to further decompose the output of the blocking
matrix, yielding a low-cost implementation and additionally providing an ef-
fective decorrelation of the input to the adaptive process.

The paper is organised as follows. Section 2 briefly reviews GSC based fully
and partially adaptive broadband beamforming. The novel subband-selective
blocking matrix is introduced in Sec. 3, and the temporal filtering property
of the blocking matrix and subsequent subband decomposition process are
described in Sec. 4. The design of both the blocking matrix and the subband
decomposition are addressed in Sec. 5. Finally, simulations underlining the
benefit of the proposed method are discussed in Sec. 6 and conclusions drawn
in Sec. 7.

2 PARTIALLY ADAPTIVE GENERALISED
SIDELOBE CANCELLER

A linearly constrained minimum variance (LCMV) beamformer [6] per-
forms the minimization of the variance or power of the output signal with
respect to some given spatial and spectral constraints. For a beamformer
with M sensors and J filter taps following each sensor, the output e[n] can
be expressed as

e[n] = wH - xy,, 1)
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where coefficients and input sample values are defined as

w = [wg wi ... w}_l]H (2)
wi = [woll] wall] ... wama[l)]” (3)
Xo = [Xn Xnq oo iZ—J+1]T (4)
%, = [woln] z1[n] ... zma[n])" (5)

The data vector X, is a time slice as given in Fig. 1, where the coefficient
wm[l] sits at tap position ! of the mth filter W,,. The LCMV problem can be
formulated as

min wWR,,w subject to Clw=f | (6)
w

where R, is the covariance matrix of observed array data in x,, C €
CMJI*S8J ig a constraint matrix and f € C57 is the SJ x 1 response vec-
tor. The constraint matrix here imposes derivative constraints of order S —1,

C; 0
C= [Co .. -CS—I] with C,‘ = (7)
0 C;
with ¢; = [(—mq)* (1-mg)* -+ (M —1- mo)i]T. The phase origin mg

defines the reference point on the M-element linear array. Without loss of
generality, for convenience we assume mg = 0 in the following.

The constraint optimisation of the LCMV problem in (6) can be conve-
niently solved using a GSC. The GSC performs a projection of the data onto
an unconstrained subspace by means of a blocking matrix B and a quiescent
vector wq. Thereafter, standard unconstrained optimisation algorithms such
as least mean square (LMS) or recursive least squares (RLS) algorithms can
be invoked [7]. Fig. 2 shows the principle of a GSC, where a desired signal
d[n] is obtained via wy,

d[n} = wg “Xp, with wy = C(CHC)"If . (8)
_ X, pry d[n]

Fig. 2: A general structure of the GSC, where adaptive optimisation can be
performed by a multichannel adaptive filter (MCAF).
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The input vector u,, € C* to the optimisation process is obtained by u, =
BYx,,, whereby the blocking matrix must satisfy

C'B=0 where C=[co - - cs4] (9)

As only (9) has to be satisfied, the dimension of B € CM¥*L can be selected
arbitrarily with L < M — S. For L < M - S, the resulting beamformer has a
reduced number of DOF's and is termed a partially adaptive GSC [2], offering
reduced complexity traded off against a somewhat inferior performance. In
the next section, we will sacrifice some DOFs to obtain a particular form of
the blocking matrix B.

3 SPATIALLY SELECTIVE BLOCKING MATRIX
VIA SUBBANDS

The aim is to find a blocking matrix B that offers spatial selectivity.
Considering a unity amplitude complex input wave with angular frequency w
and DOA angle 9 , the received phasor vector at the sensor array, X, is

. 3 T
X= [1 emiwbT e—MM-”AT] with AT:gsin(ﬂ). (10)

Referring to Fig. 1, the waveform impinges with a time delay A7 on adjacent
sensors separated by d in a medium with propagation speed ¢. The distance d
is the spatial sampling period, which relates to an angular sampling wavenum-
ber ks = 2m/d. If the array sensors are spaced one half wavelength of the
maximum signal frequency and the temporal sampling frequency w, is two
times the maximum signal frequency, then the spatial and temporal sampling
are related by ks = ws/c, and with the normalised angular sampling frequency
Q = 27w /ws, we get

K: [1 e—stian e—j(M—l)ﬂsinﬂ]T (11)

Hence the lth output of the block B in Fig. 2 can be denoted, with the
substitution ¥ = sind,
M-1
U=b'-X=> blm]-e ™ =B(e/") (12)
m=0
whereby B;(e’?) e—o b)[m] is a Fourier pair.

According to (12), the columns of the blocking matrix B can be regarded
as a set of spatial filters. If the beamformer is constrained to receive the
signal of interest from broadside, then the blocking matrix has to suppress
any component impinging from ¢ = 0. Therefore, at ¥ = 0 the response of
the b; has to be zero. For an interesting case, we arrange the design of the
b, to yield spatial bandpass filters of the type

1 for @ € [ 10wer; Y1 upper]

_—
Bi(e’™) = { 0 otherwise (13)
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Fig. 3: Characteristics of the L spatial filters contained in B.

on the interval ¥ € [0;7]. The arrangement is depicted in Fig. 3. All values
apart from ¥ = 0 have to be covered to ensure that the lower path of the GSC
holds all possible interference signals. The appeal is -— if signals impinge only
from a number of angles — that only some outputs of the blocking matrix
and therefore some branches of the multichannel adaptive filter will contain
significant contributions [8]. Hence, a design of the blocking matrix columns
according to Fig. 3 will lead to a spatial decomposition or decorrelation of
the array data, and may therefore be expected to improve the convergence
characteristics of an LMS-type adaptive algorithm employed for updating
the MCAF. Another important property of this arrangement not mentioned
before is its temporal filtering effect, which will be discussed in Sec. 4 when
combining B with a successive spectral decomposition.

In reality, the bandpass filters B;(e?¥) will not be ideal and hence an
overlap and finite transition bands have to be permitted. However, a better
design quality can be attained by reducing the number of columns, L, below
the limit M — S, thus yielding a partially adaptive beamformer by sacrificing
some DOF's in the beamformer. A design method for B will be described in
Sec. 5.1.

4 SPECTRAL SELECTIVITY VIA SUBBAND PRO-
CESSING

The previous Sec. 3 has introduced a spatial decorrelation of the input
signal. Now, a spectral decomposition is applied to the L outputs of the block-
ing matrix B in Fig. 2 analogously to well-known subband adaptive filtering
techniques [9]. Besides their prewhitening property, such subband methods
offer reduced computational cost and yield structures that lend themselves to
parallel implementations.

Subband decompositions for adaptive filter applications are commonly
based on oversampled modulated filter banks (OSFB), dividing an input sig-
nal into K frequency bands decimated by a factor N. Due to oversampling,
i.,e. N < K, a low alias level in the subband signals can be achieved. This
is important since aliasing will limit the performance of an SAF system [10].
Due to its lower update rate and fewer coefficients to represent an impulse re-
sponse of a given length, the subband implementation only necessitates K /N2
(K/N3) of the operations required for a fullband adaptive algorithm with a
complexity of O(L,) (O(L2)), where L, is the total number of coefficients in
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L-1

Fig. 4: Subband decomposition applied to the output of the blocking matrix;
an independent MCAF (as defined in Fig. 2) is applied to each subband.

the fullband realisation [11].

When applying SAF methods to the MCAF in the derivative-constrained
GSC in Fig. 2, the subband setup as shown in Fig. 4 arises. There, the blocks
labelled A perform an OSFB analysis operations, splitting the signal into K
frequency bands each running at an N times lower sampling rate than the
fullband input to the structure. Within each subband, an independent MCAF
is operated, and a synthesis filter bank, labelled S, recombines the different
subsystem outputs to a fullband beamformer output e[n].

An interesting property of the subband splitting emerges when considering
the spatial decomposition by the blocking matrix B as introduced in Sec. 3.
Considering 2 = ¥/ sind, the spatial filters b; also affect the spectrum of the
L output branches of B:

‘O si 1 for Qe[¥ ;M)
JQsin gy _ l,lower,
Bi(e )= { 0 otherwise ’ (14)

based on the definition of B(e’¥) in (13), which means only signals with nor-
malized frequency © > ¥, jower can possibly pass through it and the column
vectors of B therefore simultaneously perform a temporal high-pass filter.
Note that with increasing [, these filters are associated with a tighter and
tighter highpass spectrum. Therefore, if sufficiently selective column vectors
b; can be designed, then the dimensionality of the MCAFs can be reduced
accordingly by omitting unnecessary lowpass bands from processing. For ex-
ample, the last output (L — 1) of the blocking matrix in Fig. 4 may only
contain the ultimate highpass component, and so forth. Hence e.g. the first
(k = 0) MCAF would be a single channel adaptive filter drawing its low fre-
quency input solely from the first branch of B. The second (k = 1) MCAF
block in Fig. 4 will most likely only cover some of the lower branches of B,
while finally only the last MCAF (K — 1) consists of L non-sparse channels.
Thus, a channel reduction in the MCAFs is achieved yielding a considerably

366



reduced complexity. This characteristic underlines the advantage of a com-
bined spatial/spectral subband selection by subband processing in both the
spatial and spectral domain. Therefore, the SAF beamforming structure in
Fig. 4 is named a subband-selective GSC.

5 IMPLEMENTATION AND DESIGN

5.1 Design of the Blocking Matrix

In our subband-selective GSC, the blocking matrix plays a central role
and the column vector design with a very good band-selective property is of
great important.

From (9), we obtain an expression for the constraints to be fulfilled by
the Ith column filter of the blocking matrix when considering S — 1 order
derivative constraints,

M-1
Y omi-pfm] = 0 , for i=0(1)S-1, I=0(1)L—1 . (15)

m=0

Subject to the constraints (15), the objective function for the lth column filter
we minimize is

¥ lower—0 n
& = / Bue?)|Par + / I1Bi(e)|Pde, (16)
0 W) upper+0

where § is the width of the transition band for each filter. A larger ¢ will
lead to larger stopband attenuation but the overlap between adjacent filters
also increases. It is possible to replace the integral in (16) by a summation
over a discrete set of values for ¥. This has the advantage of being able to
put different weighting to different parts of the stopband and provides more
control over the stopband attenuation. The design problem of the blocking
matrix B can then be formulated as the following constrained optimizaition

b, = argntl’in ®, subject to (15), [=0(1)L-1. (17)

The minimisation of ®; can be accomplished by invoking a nonlinear opti-
misation software package. Here we employ a subroutine NCONF (DNCONF
for double precision) in the IMSL library [12], which uses the successive
quadratic programming algorithm and a finite difference gradient. A de-
sign example for the blocking matrix with M = 16 sensors, S = 2 order
constraints and L = 8 column filters is given in Fig. 5. Displayed are the
Bi(e?Y), 1 = 0(1)7, which exhibit a reasonably good bandpass characteristic.

Moreover, if (15) is used to express the first S parameters in each b; by
the remaining M — S parameters, an unconstrained optimisation can be per-
formed over those remaining parameters by a genetic algorithm (GA) [13]
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Fig. 5: A design example for a 16 x8 blocking matrix with first-order derivative
constraints.

and we can obtain a result with all elements in B in the form of sums of power
of two (SOPOT). By SOPOT representation, the arithmetic for B can be im-
plemented by simple shifts and additions to further reduce its computational

complexity [14].

5.2 Filter Bank Implementation and Design

For the spectral decomposition, OSFBs permit a computationally inex-
pensive filter bank implementation [15]. For a given channel number K, deci-
mation ratio N, and the filter length for the OSFB, an iterative least squares
design can be invoked, which allows a trade-off between SAF performance
limiting factors such as the aliasing level in the subbands, and the error in
perfect reconstruction [16].

A design example for K = 8, N = 6 and a filter length of 96 coefficients
is given Fig. 6. The filters are modulated from a prototype lowpass filter by
means of a generalised discrete Fourier transform (GDFT). The upper 4 bands
are redundant for real valued OSFB input, and can therefore be omitted in
this case.

6 SIMULATIONS AND RESULTS

The following simulations are based on a beamformer setup as in Fig. 1
with M = 16 sensors followed by TDLs with J = 60 taps. The GSC is
constrained by first order derivatives (S = 2) to receive a wideband signal
of interest from broadside (¢ = 0°). The beamformer should adaptively
suppress a broadband interference signal covering the frequency interval Q =
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Fig. 6: Frequency response of a K = 8 channel filter bank decimated by
N =6.
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Fig. 7: Learning curves for simulation I.

[0.257;0.757] from ¥ = 30° and with a signal-to-interference ratio (SIR) of
-24 dB. Additionally, all sensors receive spectrally and spatially uncorrelated
noise at 20 dB SNR.

In a first set of simulations, we apply only a spatial decomposition as
described in Sec. 3, i.e. its temporal filtering effect is not considered. The
resulting partially adaptive GSC as shown in Fig. 2 is implemented with a
blocking matrix B € RM*% with L = 8. The characteristic of B is the one
given in the design example in Fig. 5. In Fig. 7, this system is compared with
two other design methods for blocking matrices, i.e. the cascaded columns of
difference (CCD) method [17] and the singular value decomposition (SVD)
method [5]. The depicted performance measure is the mean square value of
the residual error, i.e. the beamformer output e[n] minus the signal of interest
impinging from broadside. Both CCD and SVD structures are fully adaptive
beamformers. The MCAFs in the different beamformers are updated by a
normalised LMS algorithm with a step size of 0.25 [7]. As evident from
Fig. 7, the CCD system gives an initially faster convergence, but all three

369



307 T T

\ : : : : ~— CCD method
h : : : . = = SVD method
P AT e U U ST ~_subband select.

2 p

IR RN e N RSN A

ensemble mean square residual error / [dB]

L 1 1 ! L 1
0 500 1000 1500 2000 2500 3000
iterations n

b

Fig. 8: Learning curves for simulation II

structures provide a similar performance over a longer period of adaptation.

For a second set of simulations, we make use of the temporal filtering effect
of our blocking matrix and additional spectral subband splitting according to
Sec. 4 is applied subsequent to the subband-selective blocking matrix, as
shown in Fig. 4. Each of the TDL signals following the blocking matrix and
the reference signal d[n] are divided into K = 8 subbands by the OSFB of
Fig. 6 with decimation ratio N = 6. This in general results in a lower com-
putational complexity compared to the previous fullband implementations,
both through the subband approach itself and through discarding unrequired
subbands, c.f. Sec. 4. Inspecting the resulting mean square error curves in
Fig. 8, the wholly equipped subband-selective GSC substantially outperforms
the two fully adaptive beamformers in our first set of simulations in terms of
convergence speed by avoiding slow modes of adaptation. This is due to the
decorrelating effect of both the blocking matrix and the OSFB analysis filter
banks.

7 CONCLUSIONS

A subband-selective generalized sidelobe canceller for partially adaptive
broadband beamforming has been proposed. In this beamforming structure,
the column vectors of the blocking matrix constitute a series of bandpass
filters, which decompose the impinging signals into components of specific
DOA angles and frequencies. This is followed by a spectral subband de-
composition, which further decorrelates the beamformer input. Due to the
temporal filtering effect of the blocking matrix, some of the spectral lowpass
subbands do not require to be processed. The combination of partial adap-
tation, subband decomposition and discarding permit a considerably reduced
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computational complexity. As demonstrated in a number of simulations, our
subband-selective approach also has the additional benefit of faster conver-
gence for LMS-type adaptive algorithms employed in the GSC.
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