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Abstract

In this paper extensions to the Analysis-by-Synthesis (AbS) loop used in Code Excited Linear Predictive (CELP) speech codecs are considered. Methods for updating the short-term synthesis filter once the excitation parameters have been determined are examined. We show that significant improvements can be achieved by updating the synthesis filter, similar to those obtained using the well known methods of interpolation and bandwidth expansion. However our proposed method of update avoids the increase in the delay of a codec that is usually associated with interpolation. Furthermore the traditional sequential method of determining the adaptive and fixed codebook parameters is examined and compared to an exhaustive search of both codebooks. Three sub-optimum techniques are proposed for improving the performance of the codebook search while maintaining a reasonable level of complexity. The most complex of these increases the codec complexity by only about 40% but provides 80% of the maximum possible 1.1 dB segmental SNR improvement associated with an exhaustive codebook search.

1 Introduction

In this work we have studied ways of improving the Analysis-by-Synthesis (AbS) structure used in Code Excited Linear Predictive (CELP) [1] speech codecs. The block diagram of the encoder of such a codec is shown in Figure 1. The excitation signal \( u(n) \) is given by the sum of a scaled adaptive codebook signal (which adds long-term periodicities during voiced speech) and a scaled signal from a large fixed codebook. This excitation is used to drive a synthesis filter which models the effects of the vocal tract. At the decoder the excitation signal is passed through the synthesis filter to produce the reconstructed speech signal \( \hat{s}(n) \). Typically the filter parameters are determined first and then the codebook indices \( \alpha \) and \( k \) as well as the gains \( G_1 \) and \( G_2 \) are found. The codebook parameters are chosen to minimise the weighted error between the reconstructed and the original speech signals. In effect each possible codebook entry is passed through the synthesis filter to test which gives an output closest to the input speech in the perceptually weighted sense. This largely closed-loop structure is used in order to produce a reconstructed signal which is as close as possible to the original speech.

There are however two exceptions to a strict closed-loop approach in most CELP codecs. The first is in the determination of the synthesis filter, which is simply assumed to be the inverse of the short-term linear prediction error filter minimising the energy of the prediction residual error. This means that although the excitation signal \( u(n) \) is derived taking into account the form of the synthesis filter, no account is taken of the form of the excitation signal when the synthesis filter parameters are determined. This is a deficiency, and means for example that the synthesis filter may attempt to take account of long-term periodicities which would be better left to the adaptive codebook to model.

The second departure from a strict closed-loop approach is in the determination of the codebook parameters. Rather than the adaptive and fixed codebook parameters being determined together to produce an overall minimum in the weighted error signal, the adaptive codebook delay and gain are determined first by assuming that the fixed codebook signal is zero. Then, given the adaptive codebook signal, the fixed codebook parameters are found. This sub-optimum approach is adopted in order to reduce the complexity of CELP codecs to a reasonable level. However it is obvious that it must lead to some degradation in the reconstructed speech.
In this work we have examined the degradations that result from the two exceptions to the closed-loop approach described above. Furthermore we suggest various algorithms that improve the quality of the reconstructed speech while maintaining a reasonable level of complexity. In our simulations we have used a 4.8 kbits/s Algebraic CELP (ACELP) [2] codec, with the synthesis filter parameters determined every 30ms frame, and the excitation parameters determined every 7.5ms sub-frame.

2 Calculation of the Synthesis Filter Parameters

As described above the synthesis filter is usually simply assumed to be the inverse of the prediction error filter \( A(z) = 1 - a_1 z^{-1} - a_2 z^{-2} \cdots a_p z^{-p} \) which minimises the energy of the prediction residual for the input speech signal \( s(n) \). Here \( p \) is the order of the filter, which we took to be equal to ten. It is well known that this is not the ideal way to determine the synthesis filter parameters. Once the excitation signal \( u(n) \) has been determined it is possible to re-calculate the synthesis filter coefficients in order to maximise the SNR of the reconstructed speech [3, 4, 5]. In this section we discuss various methods of carrying out this optimization.

We started our investigation of the effects of updating the synthesis filter parameters by finding an upper limit to the improvement possible. The filter coefficients were converted to Line Spectrum Frequencies (LSFs) [6] for quantization, and we used the technique of simulated annealing [7] to find the optimum set of quantized LSFs for each speech frame. Simulated annealing is not a practical method for use in real codecs because of its complexity. It does however give us an idea of the improvement that can be obtained by updating the synthesis filter parameters, and we found that an improvement of just over 1dB in the segmental SNR of our 4.8 kbits/s codec was possible. With this in mind we attempted to find a method of updating the LSFs that gave a similar improvement without overly increasing the complexity of the codec.

One method of re-optimization which has been tried in conjunction with Multi-Pulse Excited codecs [3, 8] is a Least Squares update. Given an excitation signal \( u(n) \) and a set of filter coefficients \( a_k \), \( k = 1, 2 \cdots p \), the reconstructed speech signal \( \hat{s}(n) \) will be given by

\[
\hat{s}(n) = u(n) + \sum_{k=1}^{p} a_k s(n-k).
\]  

We wish to minimise \( E \), the energy of the error signal \( e(n) = s(n) - \hat{s}(n) \) over the frame length \( L \). \( E \) is given by

\[
E = \sum_{n=0}^{L-1} (s(n) - \hat{s}(n))^2
= \sum_{n=0}^{L-1} \left( s(n) - u(n) - \sum_{k=1}^{p} a_k s(n-k) \right)^2
\]  

The problem with Equation 2 is that \( E \) is given in terms of not only the filter coefficients but also the reconstructed speech signal \( \hat{s}(n) \) which of course also depends on the filter coefficients. Therefore we cannot simply set the partial derivatives \( \partial E / \partial a_i \) to zero and obtain a set of \( p \) simultaneous linear equations for the optimal set of coefficients.

In the Least Squares approach we make the approximation [8]

\[
\hat{s}(n-k) \approx s(n-k)
\]  

in Equation 2, which then gives

\[
E \approx \sum_{n=0}^{L-1} \left( s(n) - u(n) - \sum_{k=1}^{p} a_k s(n-k) \right)^2
\]  

We can then set the partial derivatives \( \partial E / \partial a_i \) to zero for \( i = 1, 2 \cdots p \) to obtain a set of \( p \) simultaneous linear equations, which can be solved to give the updated filter coefficients. We invoked this method of update for our 4.8 kbits/s ACELP codec but found that the updated filter coefficients were, in terms of the SNR of the reconstructed speech, usually worse than the original coefficients. This is because of the inaccuracy of the approximation in Equation 3. To obtain any improvement in the segmental SNR of the reconstructed speech it was necessary in each frame to find the output of the synthesis filter using both the original and updated filter coefficients, and transmit the set of coefficients which gave the best SNR for that frame. Using this technique we found that the updated filter coefficients were better than the original coefficients in only about 15% of the frames, and the segmental SNR of the codec was improved by about 0.25dB.

These results were rather disappointing, so we set out to find an improved method of updating the synthesis filter parameters. In recent years relatively new techniques called Total Least Squares [9] and Data Least Squares [10] have been applied to several similar problems, see for instance [11]. We tried these techniques, but found that they were not useful in our situation because a very large number (about 95%) of the sets of filter coefficients they gave resulted in unstable synthesis filters.

In [4] after the initial set of quantized LSFs have been found, a total of 1296 other nearby LSF sets are tried in conjunction with the given excitation. However finding the reconstructed speech \( \hat{s}(n) \) and
calculating the error energy $E$ such a large number of times gives a very considerable increase in the complexity of the codec. Hence we attempted to employ an alternative technique described below. Starting with the initial set of quantized LSFs we cycle sequentially through all $p$ LSFs in turn, moving them up and then down one quantizer level to see if we can reduce the error energy. Any change which reduces the error energy is accepted. This process can be repeated any number of times, with every testing of all $p$ LSFs counting as one iteration. We found that the gain of this method of updating the quantized synthesis filter parameters saturated after about three iterations, and gave an improvement in the segmental SNR of our codec of just under 1dB. This is almost equal to the improvement produced by simulated annealing of the LSFs and yet at most only 60 sets of quantized LSFs are tested, while the complexity of the codec is increased by only about 80%.

Not only does updating the synthesis filter help to increase the average segmental SNR of our codec but, as mentioned in [8], it also helps remove the very low minima in SNR that occur for some frames. This effect is shown in Figure 2 which shows the variation of SNR for a sequence of fifty frames for 4.8kbits/s codecs with and without update of the synthesis filter. It is clear that the number of frames with a very low SNR has been reduced by the update. These low minima can be subjectively annoying and so it is beneficial if they can be partially removed.

The results above show that updating the synthesis filter parameters can improve the segmental SNR of our codec by about 1dB, and help remove subjectively annoying low minima in the frame by frame SNR of the codec. Similar improvements can also be achieved using the well known techniques of bandwidth expansion [12] and LSF interpolation [6]. A codec incorporating such techniques is about 10% less complex than our codec using the iterative update procedure described above. However interpolation typically increases the delay of the codec. Our scheme of updating the LSFs provides an alternative which gives similar results and is only slightly more complex, but does not require the delay of the codec to be increased.

## 3 Calculation of the Excitation Parameters

In order to reduce the complexity of the encoder the error weighting filter in Figure 1 is usually moved so that the input and the reconstructed speech signals $s(n)$ and $\hat{s}(n)$ are separately weighted before their difference is found. For an all-pole synthesis filter of the form $H(z) = 1/A(z)$, where $A(z) = 1 - a_1 z^{-1} - a_2 z^{-2} \cdots - a_p z^{-p}$, and an error weighting filter $A(z)/A(z/\gamma)$ where $\gamma$ is a constant set equal to $0.9$ in our simulations, the cascade of the synthesis filter and the error weighting filter is equivalent to using a weighted synthesis filter of the form $1/A(z/\gamma)$. The weighted error $c_w(n)$ is then given by

$$
\begin{align*}
    c_w(n) &= s_w(n) - \hat{s}_w(n) \\
    &= s_w(n) - \hat{s}_w(n) - G_1 [u(n-\alpha) \ast h(n)] \\
    &\quad - G_2 [c_w(n) \ast h(n)]
\end{align*}
$$

where $s_w(n)$ is the weighted input speech, $\hat{s}_w(n)$ is the zero-input response of the weighted synthesis filter due to its input in previous sub-frames, and $h(n)$ is the impulse response of the weighted synthesis filter.

The codebook search procedure attempts to find the values of the adaptive codebook gain $G_1$ and delay $\alpha$ as well as the fixed codebook index $k$ and gain $G_2$, which minimise the mean square error $E_w$ taken over the sub-frame length $N$. This error can be written as

$$
E_w = \frac{1}{N} \left( \sum_{n=0}^{N-1} x^2(n) - T_{ak} \right)
$$

where [13]

$$
T_{ak} = 2 \left( G_1 C_\alpha + G_2 C_k - G_1 G_2 Y_{ak} \right) - \xi \xi_k
$$

is the term to be maximised by the codebook search and $x(n) = s_0(n) - \hat{s}_0(n)$ is the target signal for the codebook search. Here

$$
\xi = \sum_{n=0}^{N-1} [u(n-\alpha) \ast h(n)]^2
$$

is the energy of the filtered adaptive codebook signal and

$$
C_\alpha = \sum_{n=0}^{N-1} x(n) [u(n-\alpha) \ast h(n)]
$$

is the correlation between the filtered adaptive codebook signal and the codebook target $x(n)$. Similarly,
\( \xi_k \) is the energy of the filtered fixed codebook signal \([c_k(n) \ast h(n)]\), and \( C_k \) is the correlation between this and the target signal. Finally,

\[
Y_{ak} = \sum_{n=0}^{N-1} [u(n - \alpha) \ast h(n)][c_k(n) \ast h(n)]
\]  
\( \alpha \)

(10)
is the correlation between the filtered signals from the two codebooks.

The usual approach pursued in finding the codebook parameters is to initially set \( G_2 = 0 \) in Equation 7. Then for a given value of \( \alpha \) the optimum gain \( G_1 \) can be found by setting the partial derivative of \( T_{ah} \) with respect to \( G_1 \) to zero. Using this we can then find the value of \( T_{ah} \) for every value of \( \alpha \), and choose the adaptive codebook delay which maximises \( T_{ah} \). The adaptive codebook parameters are then fixed and a similar procedure is used to find the fixed codebook parameters \( k \) and \( G_2 \).

In this treatise three sub-optimum techniques are proposed (Methods A...C) and compared to the usual sequential approach as well as to an exhaustive joint search of both codebooks. Setting the partial derivatives of \( T_{ah} \) with respect to \( G_1 \) and \( G_2 \) to zero gives a pair of simultaneous equations which can be solved to give the optimum values of the gains for a given pair of codebook indices \( \alpha \) and \( k \). These values are

\[
G_1 = \frac{C_\alpha \xi_k - C_k Y_{ak}}{\xi_\alpha \xi_k - Y_{ak}^2}
\]  
\( \alpha \)

(11)

and

\[
G_2 = \frac{C_k \xi_\alpha - C_\alpha Y_{ak}}{\xi_\alpha \xi_k - Y_{ak}^2}.
\]  
\( \alpha \)

(12)
The full search procedure computes the terms \( \xi_\alpha \), \( \xi_k \), \( C_\alpha \), \( C_k \), \( Y_{ak} \) for every pair of codebook indices \( \alpha \), \( k \) and uses these to calculate the gains \( G_1 \) and \( G_2 \). These gains can then be substituted into Equation 7 to give \( T_{ah} \) which the encoder has to maximise by the proper choice of \( \alpha \) and \( k \). Most of the complexity of the full search arises from the need to find the cross-correlation term \( Y_{ah} \) for each pair of codebook indices. The use of an algebraic fixed codebook structure [2] allows this term, along with \( \xi_k \) and \( C_k \), to be found efficiently using a series of four nested loops [6].

The performance of our 4.8kbps ACELP codec, expressed in terms of the segmental signal-to-noise ratio (SEGSNR), for both the usual and the full search procedures is shown in Table 1. Also shown in this table are the performances and relative complexities of various alternative search procedures we simulated. These are

- Method A. In this approach we find \( \alpha \) and \( k \) with the usual search procedure, and then use Equations 11 and 12 to jointly optimize the values of the codebook gains.

\[
\begin{array}{|c|c|c|}
\hline
\text{Search Procedure} & \text{SEGSNR (dB)} & \text{Complexity} \\
\hline
\text{Sequential Search} & 9.7 & 1 \\
\text{Method A} & 10.1 & 1.02 \\
\text{Method B} & 10.3 & 1.3 \\
\text{Method C} & 10.6 & 1.4 \\
\text{Full Search} & 10.8 & 60 \\
\hline
\end{array}
\]

Table 1: Performance and Complexity of Various Search Procedures

- Method B. We find the adaptive codebook delay \( \alpha \) assuming \( G_2 = 0 \), and then use only this value of \( \alpha \) during the fixed codebook search in which \( G_1 \) and \( G_2 \) and \( k \) are all jointly determined. This is similar to an approach suggested in [14] where a very small (32 entries) fixed codebook was used, and a one tap IIR filter was used instead of the adaptive codebook.

- Method C. We find \( \alpha \), \( k \), \( G_1 \) and \( G_2 \) as in Method B, and then once \( k \) is known \( \alpha \) is updated by finding \( G_1 \), \( G_2 \) and \( T_{ah} \) for each possible \( \alpha \), and choosing the delay \( \alpha \) which maximises \( T_{ah} \).

It can be seen from Table 1 that the full joint codebook search offers an improvement of about 1 dB over the sequential codebook search. However it increases the complexity of the codec by a factor of sixty. Method C, which increases the coder complexity by only about 40%, gives almost as good performance as the full search. Finally it can be seen that even Method A, which increases the codec complexity by only 2%, yields a significant performance improvement.

4 Conclusions

In this work we have studied two ways of improving the Analysis-by-Synthesis loop in CELP codecs. Several papers have appeared in the past considering updating the synthesis filter parameters once the excitation signal is known. We found the maximum segmental SNR gain possible through such an update, and proposed a method which obtains almost this full improvement but has a lower complexity than other methods which have been proposed [4, 8]. A significant improvement in the codec's performance can be achieved, similar to the improvement that is obtained with the commonly used techniques of LSF interpolation and bandwidth expansion. Although our LSF update results in a codec that is slightly more complex than one using interpolation and bandwidth expansion, it does not increase the delay of the encoder as interpolation schemes usually do.

Secondly we studied ways of improving the joint adaptive and fixed codebook closed loop searches. Again, initially we found the maximum improvement possible by carrying out a full joint codebook
search. A gain of just over 1dB was achieved over the usual sequential search procedure. We then suggested three sub-optimal search methods. The simplest of these increases the codec's complexity by only 2% but gives almost half a decibel improvement in the codec's segmental SNR. The most complex of the three increases the codec complexity by 40% but gives almost the same improvement in performance as the full joint codebook search.
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