IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS—PART A: SYSTEMS AND HUMANS, VOL. 33, NO. 6, NOVEMBER 2003 709

Automating Negotiation for M-Services

Shamimabi Paurobally, Phillip J. Turner, and Nicholas R. Jennings

Abstract—Mobile electronic commerce (m-commerce) is an may either prefer to be presented with traffic updates for the
emerging manifestation of internet electronic commerce that whole route to the destination or only local information updates
bridges the domains of Internet, mobile computing and wireless for the next two miles. Moreover, these updates may take into
telecommunications in order to provide an array of sophisticated i L - A
services (m-services) to mobile users. To date, much of the &ccount Mr. Smith’s driving skills (e.g_., driving in the fast or
research in the area has concentrated on the problem of service Slower lanes on the motorway) and his preferences of how to
discovery. However, once a service has been discovered, it needpresent the information (e.g., graphically and/or as audio).
to be provisioned according to the goals and constraints of the  |n order to offer m-services with such properties and, at the

service provider and the service consumer. Since, in general, these : : "
will be different stakeholders (with different aims), the de facto same time, to be effective at the speeds and capacities demanded

provisioning method will be some form of negotiation. To this end, in wireless systems, the processes of service discovery, service
this paper develops automated negotiation protocols and strategies Provisioning and service execution need to be automated to a sig-
that are applicable in m-commerce environments. Specifically, nificant extent. Since these operations have to be performed in
we develop and evaluate time-constrained bilateral negotiation a highly dynamic, uncertain and unpredictable environment it is
algorithms, that allow software agents to adapt to the quality of oo rant that the software systems can act and interact in flex-
the network and/or their experience of similar interactions. . . . . S . L
ible ways in orderto achieve their objectives. Tothis end, the indi-
vidual service producers and consumers can naturally be viewed
assoftware agents(sincethese are exactly the propertiesandtypes
|. INTRODUCTION of environment that lend themselves to an agent-based approach
. . L 2]). Specifically, these agents are able to meet their design ob-
UTURE generation mobile telecommunication SyStens tves by having control over their own behavior (autonomy),

hi ﬁrehlncre_asmgly Eerl]nglgdweweddas oper:j market places_HQving the ability to respond to changes in their environment (re-
which the various stakeholders produce and consume SEVIEERvity), and the ability to actin anticipation of their aims (proac-
[1]. This view yields a convergence of electronic commerc

: fivity) [3]. Now, since the agents are autonomous and because
wireless networks and the Internet. Examples of such m-s

. nclud bile Shoppi ith ‘ ey representdifferentorganizations, with differentaims and ob-
vices include mobile shopping (e.g., Mr. Smith’s so twarFe tives, thede factomeans by which they will interact is some

agent books a flight from a PDA, then reserves a rental car oPm of negotiation [4] (here defined as aform of decision making

a restaurant on his arrival), location-sensitive information (e. there two or more agents jointly search a space of possible solu-
obtaining map services, local hotels, and weather informatiOIﬂ ns with the goal of reaching a consensus)

telemetry (e.g., receiving traffic updates and logistics tracking) Against this background, this paper investigates the require-

and mobile banking (e.g., billing of services, buying stocks ar}ﬂents and mechanisms for automated negotiation for m-services

Cozgafﬂggebzzﬁnthreosu?r: Toagebdee\:lrlCJ?S)éffective m service!n a m-commerce environment. In particular, we focus on bilat-
P Py, y ral negotiations (since these are common in such environments

ha\(e to be .b.Oth customised and personalised, while being Q]') and given our aim to deploy such systems we focus on the
cation-sensitive and context-aware. For example, in terms of erformance aspect of the negotiations. In more detail, we first

cation sensitiveness and personalization, en route (o the airigrt, <o yhe characteristics of wireless communications that ef-

'rw' dsvr\?nrrll S i%evr\]lt ”:Lgr;tigfcren'qviiuﬁdgtenst oxr; tf\]; trragﬂc r?l\lljtef%ct agent negotiations. Taking into account the quality of the un-
oadworksa eatherinformation. t-ontext-awareness woy rlying communication network and an agent’s interaction ex-

fo; etﬁamlale,scu.fﬁor:n ise the mformatlﬁn .dlipllay at;gordmgl eriences, a bilateral protocol is developed and combined with
whether Ir. Smith has a passengerwho IS heping him aha &gcision-making mechanisms for evaluating and generating ex-

thel- trsﬁ'c ang Weatr:grbupgat(els (e.é;._, i I\/:r. Sm";h 'St al?rr:e, th anged sets of negotiation issues. We then evaluate these algo-
only keywords would be displayed in a farger font, otherwiSgy, ..o i respect to the key performance metrics for this do-
if there is a passenger then more details would be given, alor[ﬂ%in
with a map and landmarks, for the passenger to read and anap, . paper advances the state of the art by proposing an
lyze). In terms of customization and personalization, Mr. Smith

automated negotiation facility that allows agents to adapt to
their prevailing situation in mobile telecommunication envi-
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was supported by Mobile Virtual Center of Excellence in Mobile and Persona . . ..
Communications including that of EPSRC. This paper was recommended%’rrent research in software-based mobile telecommunications
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infrastructure. In particular, the objective is to demonstrate th N Speech Act

automated negotiation permits a high degree of flexibility ir N ovipose

establishing new m-services. Toward this end, we extend tl [ lcommoigean ) [ e T Netiton Subjct
alternating offers protocol that is normally used in time-con et et [ i ‘.] :s;(lma‘imjmm'
strained settings [6]—-[8] to incorporate an interaction statt e / \ e 3000) '
For example, in the stateless alternating offers protocol, it N\ 4 . A\

always possible to perform offers and counter-offers, to ma! i "Jk ' \\ y/4 [ %
agreements and send rejections. In constrast in our protocol & i A (=l -
agent has to take into account previous actions and past st Issue ST T maria

in order to infer the next possible actions and states. Morevo'gr, - _ - _
the time, experience and network aware negotiation strategigs‘ 1. Negotiation by exchanging speech-acts and a negotiation subject.
we develop can also refer to previous, current and allowable
future sequences of interaction states in order to determm&sented to the user. For example, animations, banners and
how to respond. Thus, for different negotiation threads, simillists of results from search engines are difficult to present on
sequences of states may yield different results depending raobile phones. For this reason, customers need to be presented
the run-time dynamics. Such adaptation to limited resourcedth services that are relevant to their current locations, prefer-
is important in m-commerce environments because there areces and activities. This, in turn, requires smarter interfaces
inevitably strong resource-bounds and a high degree of vaaind applications that learn from users’ behaviors [11].
ability in the underlying infrastructure. When taken together, To achieve such personalization, negotiation can be used in
these characteristics mean adaptation is essential if an agetiéstrading of both telecommunications services and high-level
to effectively achieve its goals. services between participants in an open electronic market. As
The remainder of the paper is structured in the following wagn illustration of the former, consider the case of Mr. Smith who
Section Il relates the m-service and the agent paradigms. Sextinely undertakes a train journey. The agents on his PDA
tion 11l discusses the various technologies and requirements foay negotiate for bandwidth so that he can watch the news,
automating m-service negotiation. Sections IV and V specifyithout interference from other used frequencies, as he travels.
the bilateral negotiation mechanisms — covering both the prohus, the agents can provide smart and dynamically config-
tocol and the decision making algorithms. Section VI discussesable networks for increased performance and robustness, fore-
the performance of the algorithms with respect to the identifieteing faults and changes in the environment. As an illustration
set of metrics. Section VII summarizes related work and Sewfthe latter, Mr. Smith’s agent may learn the types of films and
tion VIII concludes. documentaries that he likes to watch and (bilaterally) negotiate
to receive such multimedia presentations from different content
providers. The agents may also learn how Mr. Smith would like
the MPEG-4 files to be displayed (e.g., full-screen, brightness
M-commerce is concerned with the set of applications add sound-level).
services accessible from Internet-enabled mobile devices [1]. IAchieving this vision is a difficult task. Wireless networks
has a number of requirements over and above those of more pgesent a significant challenge for automating agent interactions
ditional e-commerce including services that are accessible ol&cause such mobile communications fall prey to low band-
wireless networks and that are adaptable according to the chatidth, bounded coverage, latency, error rates and spurious con-
acteristics of the mobile devices for which they are configurgiections (as discussed more fully in Section IlI-B). For this
and on which they are run [9]. reason, negotiation models that are specifically tailored to the
In this area, I-Mode [10] by NTT DoCoMo is an examplen-service domain need to be developed.
of an early m-commerce application, offering wireless web
browsing and e-mail from mobile phones, where the users are
charged according to the volume of data transmitted. As the
technology progresses, location-sensitive and context-awaré\s discussed previously, negotiation is fundamental to the
services will become a more routine part of the offering. Fdovision and management of m-services in a marketplace
example, users of location-sensitive devices will be able fodel. However, automating this negotiation is a challenge that
search for directions to nearby restaurants, banks and simfguires the following components to be exploited.
listed events in their area. Moreover, the limited screen size, « Agent languagefl2], usually in the form of speech-acts
low data rates associated with mobile Internet devices, rapid [13], specify the structure of exchanged messages and per-
deployment of accurate location-tracking technology, as well formatives (see Fig. 1).
as the time critical nature of many of the tasks in which mobile ¢ Protocolsdefine the norms that govern a negotiation. They
users engage, are all likely to contribute to the increasing specify the actions (sequences of messages) permissible
demand for mobile location-sensitive services [1]. by an agent leading to some state [14]. If all agents comply
As it currently stands, the limitations of the mobile devices  with the same interaction protocol, they can expect certain
constrain the accessibility of m-services. Therefore, m-com- responses from others and carry out a conversation.
merce does not support the full hyper-, multimedia found on the ¢ A group of agents negotiate abousat of issuegalled
wired Internet and requires well-targeted and concise content a negotiation subjectThis set of issues can be in the

Il. M-COMMERCE AND SOFTWARE AGENTS

I1l. AUTOMATED M-SERVICE NEGOTIATION
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Ji Interaction Flow

Bank Airport TABLE |
7 On arriving in New York, Agent Smith requests the airport

W i
/ agent to book a taxi to go to the hotel.

. ---I g INTERACTIONS IN THE TRAVELING CUSTOMER SCENARIO
s
¢
g J2 The airport agent negotiates with agents from taxi companies
- -
’a‘@ﬁ;‘

for an available taxi to drop Mr. Smith to his hotel. The taxi
- company debits the fare from Mr. Smith’s bank account.
Agent Smith T~ Taxi 73 The taxi picks up Mr. Smith after the taxi agent identifies Mr.
Traffic Smith from the details uploaded by Agent Smith.
Ja The taxi agent dynamically downloads the map and best
T route from a traffic monitoring agent. At the same time, the
T~ s ? taxi agent offers various radio channels, depending on their

-

location, to Agent Smith for Mr. Smith to listen to the news
via his headphones.

Js(i) Whilst in the taxi, Agent Smith informs the hotel agent of its
Evening Organiser imminent arrival and negotiates room rates.

J(s(is) | While Agent Smith is negotiating the room rates, it is

concurrently negotiating with its bank to transfer cash from
S Mr. Smith’s bank account into local currency (which is to
THENTRE 2
friend

- be picked up at the nearest American Express branch). On
= arriving at the hotel, Agent Smith checks in with the hotel
Restaurant Theatre agent, uploads its credentials and downloads fire instructions,
breakfast and checking out times.

Jje The hotel checks that Mr Smith has enough funds to cover
Fig. 2.  M-commerce scenario involving negotiation for a travelling customer. his hotel bill.

Jr() There is an open network of online agent platforms hosting
diverse agent-based services in New York, available via an

form of name-value pairs, e.g., renting a car with attributes evening organiser. Agent Smith contacts and negotiates with
the evening organiser for eating and entertainment services.

{(commodity, car), (color, black), (engine, bmw), (price, 5=~ En route to the theatre, Agent Smith concurrently negotiates
10000)}as in Fig. 1. At the beginning of a negatiation, with the evening organiser for the play Mr Smith is going

. to watch and the seating arrangements. Agent Smith also
the set of issues each agent sends to the other may no investigates a sight-seeing tour for the next day.

fall in the intersection zone of their preferences (meaning j7(;;;) | While negotiating for the sight-seeing tour, Agent Smith

Tour guide

f ; i~ negotiates with Mr Smith’s friend to accompany him. They
an agree_ment _IS not pOSSIbIe_)' Usua”y' the participants deliberate on when and what they wish to visit in New
can modify the issues and their values, for example, when York. Agent Smith has to take into account the wireless
evaluating and generating responses in an interaction. Ne- communications between the evening organiser, the sight-

seeing company and Mr. Smith’s friend.

gotiations terminate when the set of issues satisfies all the

agents’ preferences (an agreement is reached) or when

one of the parties teminates the encounter (for whatevgg prevailing network. Specifically, the interactions involving

reason). For the sake of conciseness, in the rest of W}@ent Smith are shown in Table I.

paper, we refer to values for sets of issues as sets of ISy ore detail, Fig. 3 shows an instance of a conversation be-

sues or the issue set. , __ tweenAgentSmithand other parties, while Mr. Smithistravelling
* Each agent needs avaluation functiorfor a negotiation i, e taxi to the restaurant. In particular, we show a subset of the

subject that reflects the agent's preferences. An agqfbssagessentinthe three concurrent negotiation thrgag
chooses itsstrategies privately for evaluating, gener- .

. o ) ) Jr(idy In Fig. 3. In this situation, Agent Smith is simultaneously
ating and deciding on its next course of action. An ageﬂiegotiatingwith the evening organizerabouttheatretickets, atour

uses some decision process to determine its positiofgide for a visit of New York on the next day, and with a friend,
concessions and criteria for agreement and since it i5enq, )to accompany him onthe visit. WhilstMr. Smithisin the
self-interested, it will choose the strategy that gives it trl%xi, the quality of his wireless connection via his PDA changes
best return. with migration between networks (covering the business district,
the old town and the suburbs). Tothis end, letus consider the more
detailed message exchange when the taxi is travelling in the old
town (centre box in Fig. 3). At this point, the performance of the
Having defined the basic building blocks of automated né€tworkisaroundaverageandthis allows Agent Smith to conduct
gotiation, this subsection examines in more detail the negotiMultaneous negotiation threads with the evening organizer, the
tions involved in a typical m-service scenario (Fig. 2). In thitour guide and his friend
context, the labelg; on the arrows represent a particular order ¢ Message exchange between Agent Smith and the evening
of exchanges between the participants. Thus, information flows organizer.

A. Automated M-Service Negotiation Scenario

between the entities as they negotiate with each other for ser— J7(i)a- The evening organizer proposes to Agent Smith
vices. Here Mr. Smith wishes his agent on his PDA to plan his tickets to watch the play Othello at $70.

New York trip while he travels to and around the city. As Mr — J7is-AgentSmith can affordtobargainandreplies with
Smith moves through different wireless networks, his agent has another proposaltowatch the play Hamlet, with balcony

to adapt its negotiation behavior to the quality of the service of seating at a price of $30.
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o discuss T m On the other hand, if Mr. Smith’s taxi travelled to the busi-
: e Galir i ness district (top box in Fig. 3), it may experience a more effi-
o cient and reliable network connection. In this case, Agent Smith
. i can not only keep its existing negotiation threads, but may also
Travelling in taxi increase its number of negotiations and decide to bargain more.
- — , Henc_e, Agent _Smith migh_t discuss and bargain more with the
e il ol (play,Othello), t evening organizer to obtain an even better deal. For example,
E o S eS| {price.70) - w Agent Smith can now dpwnload bigger files faster, and may ask
: e Wi 0 . Evening Organiser for an MPEG presentation of New York from the tour guide and
- \\ : ,///’ B st may vv_is_h to discuss ir_1 more details the tour fqr the_next day.
(places, (TimeSquare. ChinaTown]), ~ N = (price.30), In addition, Agent Smith may now negotiate witlo friends
(ks L e )] t R concurrently, instead of sequentially, so as to plan the rest of his
: s o stay in New York.
: Old Town e W P v = In summary, the scenario shows that there can be many dif-

e W ferent parties that need to negotiate. These negotiations are often
B aGiaontl™ m bilateral and they may also be concurrent. Each negotiation has
(e L1-00am tomomon)) its own parties, subject of negotiation, history and current ne-

: gotiation state. In addition, each negotiation is differently influ-
"""""""""""" AT RIS enced by environmental factors such as the quality of the net-
network QoS o work, the market dynamics or the neighboring agents.

Gﬂ; Travelling in taxi

B. Wireless Operational Factors Effecting Negotiation

= Evening Organiser

Suburb o In earlier generation networks, low data rates and long con-
. 7_/_,/-/’"’;ﬂkc_il_or_lm_”_m[ nection set-up times in mobile devices gave rise to concerns

(play.Othello), for optimization of the quality of the network (especially when
son - persistent connections were needed for downloading from the

Internet). Currently, some of these problems have been alle-

viated, but nevertheless mobile and fixed hosts still have dif-

Fig. 3. Instance of a message exchange in the travelling customer scenarif2f€nt constraints in terms of power supply, latency or available
memory. Therefore, since the agents have to operate in such en-

) vironments, these factors need to be taken into account when

* Messageexchangebetween AgentSmithandthetourguiggsigning the system (in general) and its interactions (in par-

= Juia: The tour guide suggests to Agent Smith a visifcyjar). In our context, this means different negotiation algo-

to the Times Square and China Town at 9:30 the nexfms have to be specified for different situations. For example,

morning. it makes sense for mobile devices to be involved in short nego-

Jriyy- AgentSmithalso choosestobargainwiththe toyfaiions whereas fixed hosts can take part in continous and com-
guide and requests avisitto the Times Square and Ch'ﬁ‘@tationally expensive encounters.

Town, but at 11:00 the next morning.
» Message exchange between Agent Smith and fiiend

Given this, when designing negotiation mechanisms for mo-
> - ] k o bile environments, the peculiar characteristics of wireless de-
Jr(iiiya’ Friend wishes to discuss avisit to Long Island,jces and networks must be considered. In particular, the con-
and the Gold Coast at noon the next day. straints of mobile telecommunications are often inter-related
Jaiie: Agent Smithinstead proposesitiend; toac-  \yhere the quality of service (QoS) may itself be parameterised
company him to the Times Square and Chinatown &fi, the other characteristics of the network (e.g., bandwidth,
11:00 the next morning. range, frequency of disconnections, costs of connection, data

As Mr. Smith’s taxi travels in the suburb (lower box inintegrity, and security) [15]. For example, the variation in band-
Fig. 3), the quality of the network decreases and there iswédth and QoS of the underlying network means negotiation
loss of performance in the communication layer underpinnimgechanisms should adapt to the varying environment conditions
Agent Smith’s conversations. As a consequence of this degsa-as to adopt compensating actions and still find mutually ac-
dation, Agent Smith suspends its negotiation threads with theptable agreements. That is, the QoS of the network could be
tour guide and his friend for visiting New York the next daysed to influence the rates of concession and the decisions of an
(because they are less urgent). Agent Smith continues negatient of whether to agree to a suboptimal deal. For example, if
ating with the evening organizer, but to expedite the procett®e QoS is low then an agent might agree to the first acceptable
it sends an ultimatum (take it or leave it offer) to buy Othellaffer, while if the QoS is high, then it may try to bargain, search
theatre tickets for $60 with seating in the stalls. Thus it céfor the best deal and maximize its profit. Bandwidth limitations
be seen that the environment limits Agent Smith’s resourcasd fluctuations could also restrict the number of simultaneous
and the agent has to respond accordingly (by decreasing tisers involved in a negotiation and the number of messages re-
number of concurrent negotiations, conceding more quickly quired to terminate the negotiation. For example, if the battery
reaching an agreement fast). is running out, then an agent may decide to concede and quickly
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find an agreement or notify the others that it will soon suspeitateral protocol. The agent designer is free to choose which of
the negotiation. If the memory and processing power are partibese strategies should be used for evaluating, generating and
ularly limited in a mobile device, then an agent can choose niéciding on its next action or an agent may be designed to au-
to adopt complex strategies. In the case of increased latency tsmbmously vary its strategies depending on its constraints and
loss of network performance, an agent may choose to timedlé environment. This choice is private to the agent.

or increase its time to compute its strategies and plans while1) Time-dependent strategy, considers the deadline of an

waiting for a message. agent. This strategy may be extended to consider the re-
o ) o sources of an agent, its opponent’s behaviors or trade-off
C. Application Level Features Effecting Negotiation deals instead of successive concessions.

There are also a number of features of the application (agent)2) Network-aware strategy, allows an agent to take into
level that effect the negotiation in this domain. While some of account the variations in the quality of the network in its
these features can also apply to wired networks, they tend to be  concessions.

more prominent in mobile telecommunications. 3) Experience strateg¥, takes into account the experience
« Scalability and availability The system must be able to of an agent gained from previous and parallel negotia-
cope with a large number of negotiations at any one in-  tions, possibly with similar parameters (for example, the
stant. same opponents, similar subjects of negotiation, prefer-
* Graceful DegradationMobile communications systems ences and constraints).

are characterized by temporary failure, arbitrary or inten- We choose the above strategies for several reasons. Strategies

tional transience of connectivity and reduced network pe¥- andQ are useful in m-commerce since an agent has time con-
formance due to resource shortages. In such situations, $@ints and has to adapt to a varying network (as discussed in
negotiations must degrade gracefully with only bounde®ection Ill). The strategy emphasises an agent’s social envi-
loss. ronment since information about past and current negotiations
¢ Fraud prevention and detectioRobustness against frauda”OWS an agent to make informed decisions, minimize the risk
is essential if negotiation services are to be widely trust&@f disagreements and avoid wasting resources (which are lim-
and accepted. Thus, a malicious party (supplier or cuéed in m-commerce settings). The strategies may be combined
tomer) should not be able to make significant fraudule@nd given weights to take into account the relative importance of
gains from repeated induced failures or by exploitingarious environmental aspects. For example, the two strategies
the fact that wireless communications are more prone &andé may be combined to obtain a hybrid strategy- £ that
disconnections than wired ones. For example, an ag&@nsiders both the quality of the network and the previous expe-
should not be able to negotiate to learn about the prefélences of an agent. Such a hybrid strategy allows more flexible
ences of its opponents and then pretend that the wirel@gent behavior, since more operational factors are considered.
communication has failed just before an agreement li§owever, hybrid strategies also require more resources in terms
made. Knowing that its opponent is desperate for a servigbcomputational time, power and space and these may not al-
(e.g., its deadline is close), the agent then restarts anoth@ys be available in m-commerce domains.
negotiation' after purposefu”y Waiting for some time, and The rationale for the formulation of these Strategies lies with
exploits the constraints of its opponent. our focus on automating negotiation for m-services rather than
« DeadlinesDeadlines, as part of the resources of an age0POsing new negotiation theories and analysisinm-commerce.
are important determinants of behavior. For example, &#oting from [16], “a key issue here (in multiagent systems) is
agent needs to consider whether its deadline is close éhat, since we are interested in actuaIIy bU|Id|ng agents that will

reach an agreement fast or whether it has enough timed® capable of negotiating on our behalf, it is not enough simply
bargain. to have agents that get the best outcome in theory—they must be

In summary, both the characteristics of the telecommunicable to obtain the best outcome in_ practice.” Therefore we pur-
tion and the market environment influence the choice of negg@Sefully choose to develop practical strategies and to concen-
tiation mechanisms and the behaviors of the negotiating ageffate on how they adapt and learn from experiences in their en-

Given this, the next section develops negotiation mechanisii@onment. Thus, this paper is not concerned with a solely theo-
that are suitable for m-commerce. retical formulation and analysis of the strategies. Rather, we are

concerned with how the negotiating agents evaluate and generate
values for sets ofissues, given sequences of states and a variety of

available speech-acts.
This section specifies mechanisms for negotiating for m-ser-

vices between two agents. First, we specify a bilateral negotia- ..

. ; . Bilateral Protocol

tion protocol as a pattern of high-level message exchange that

two agents may follow in interacting with one another. The pro- Generally speaking, protocols are used to coordinate the activ-
tocol may be regarded as the set of public rules or guidelingies of a group of agents as they try to satisfy their goals. In par-
indicating the conduct of an agent toward other agents whecular, this section specifies a protocol [17] between two agents
carrying out the negotiation. Then, we design three possilitmking for an agreement over a negotiation subject. The protocol
strategies (adaptive to time, adaptive to time and quality of t#lows requests, proposals, offers and agreements and may form
network, and adaptive to past experience), within the same thie basis for further customization to allow richer interactions.

IV. NEGOTIATION MECHANISMS
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X.initial_propose
[

® Xinitial_offer issues to respond with. As in [20], we consider a negotiation
between two agen® andb over a changeable set of issues
An issuej, (j € J), can take values betweemin;, max;],
which define the domain);, of a quantitative issue and is ef-
fectively the reservation values of an agent. The domain of a
qualitative issue is defined as an ordered set of possible values as
inD; = {q1,...,qx}. Currently in our experiments, an agent’s
reservation values and the domain of the qualitative issues are
provided by the designer. However, in long-running simulations,
these values can be learnt by an agent via its experience strategy.
1) Evaluation MechanismsSimilar to [20], leta andb des-
ignate two negotiating agents; lebe a set of pairs of issues and
their values, as in {price,30), (quantity,2) Let j designate an
In more detail, Fig. 4 gives the statechart of a bilateral prgssue and let:[;] be the value of thgth issue in the set. Let
tocol between agents andY. The protocol is portrayed in athe term (_, ) denote the negotiation subject, a set consisting
statechart (instead of in other notations such as sequence gfgyalues associated to independent issues, sent from agent
grams or Petri nets because of the lack of expressiveness ofghg timet.
latter notations for ShOWing multiagent interactions [114]) Evaluation of (L‘Z—m) involves summing the valuation (Score)
Entry in the negotiation is through either agent performingf each issue in the negotiation subject. The evaluation function
an initial_request initial_offer or initial_propose message of agenta about an issug is given byV* whereVe : D; —
leading to anopenstate and more precisely toraquested [0, 1]. A weightw? is associated by ageatto issuej where
offeredor proposedstate respectively. For example, the procesge sum of weights of all issues is 1. An agent can change its
X.initial_requestmeans that agenX sent aninitial_request preferences for an issue by changing the weights associated to

leading to arequested(Xptate. The stateequested(X)s read that issue. A set, consisting of issueg, is rated by agerd as
as agentX has triggered the statequestedEach state may

be interpreted as conveying a level of commitment toward an a(,) — ayra(, s
agreement. For example agreedstate entails more commit- Vi) = Z wiVieliD- )
ment than aequestedtate. Arejectaction ortimeoutevent can
occur at any sub-state of apenstate. From aequestedstate, 2) Offer Generation MechanismsAn agent may adopt a be-
both agents can continuously makeggestactions to remain havior, according to its strategy and constraints such as time
in that state while modifying the subject of negotiation untiere, when generating a set of issues and in calculating how
one of them wants to move to a higher level of commitmemguch to concede (e.g., it concedes more nearer to its deadline, as
through anoffer or propose The proposedstate is a sub-state the level of its resource diminishes or as its opponent concedes).
of offeredand both of these states may allow an agreemenére, we develop time-dependepg;,..., and opponent-depen-
to follow in the next action (leading to amgreedstate). The dent,p,pponent, PENaViors. The following defines a time-depen-
difference betweerpffered and proposedis that from the dentbehavior. Let? , . denote agerd’s deadline(z! ;)7 de-
former state, an agent can ordgreeor reject whereas from notes the set of issues, an agent sends to ageri at timet,
the proposedstate, an agent maggree reject or return to a according to strateg¥ [18]. («%,_,,)[j]7 denotes the issugin
requestedstate through a request. We also allow the two agentse set(z!_,)r.
to restart atimedoutnegotiation through forking into another
bilateral negotiation with the negotiation subject being whether , ) . a
to restart the interaction. (zq—p)j]lr =min] + P
if V" is decreasing (2)
B. Time-Dependent Strategy . ’ . min(t, tmax) .
This section specifies the decision making mechanisms for &#e—) 717 =minj + (1 . ) (max(j — minj),
agent according to its resources or its opponent’s behavior (and if V¢ is increasing (3)
is broadly based on [18]). The strategy depends on an agent’'s

deadline or its reservation values. Decision theory [19] is usedat the start of a negotiation, an agent does not normally con-
under uncertain conditions and unknown outcomes of an actiggit.
As discussed earlier, the structure of a negotiation subject is 8, the opponent-dependent behavior, an agent determines its

set of issue-value pairs. A rational agent aims to maximize ggncessions based on the previous attitudes of its opponents
gain which depends on the result of an evaluation of the agre@ém s > 1 steps ago).

set of issues. Such evaluation functions allow an agent to eval-
uate messages from other agents and to generate a new s%tyafg 4]

X.initial_request

X.counter_
o]

X agree »{ agreed(X)
X.reject
rejected

timeout

> 4

restart

closed

Fig. 4. Bilateral protocol.

1<j<n

M(maﬂ — minj)
J 7

T =

1For example, in these notations, the roles are not bound to an agent’s identity, tn—25 [J] .

timeouts and reject messages are hard to represent and, in their standard formsin | max ]f’_’# x x5 s min§ | ,max§ | . (4)
there is no concept of an agent performing an action. Lb:a + [J]
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TABLE I throughput, timeliness, reliability, cost and perceived quality are
WEIGHTS ASSOCIATED TOTIME AND OPPONENTSTRATEGIES the foundations of QoS [15].
Time left Dtime | Popponent In this context,(z’,_,,)[j]r denotes the response computed
much-time left 0.2 038 by agentito agenb for issuej at timet using the above strategy
middle_time_left 0.4 0.6 T Similarl i P d h db
Tess time Jofi 08 03 - Similarly, (z,_,;)[jlo denotes the response computed by
no_time left 1 0 agentto agenbforissuej attimet using the strateg@ below.

Agentaadjusts its computed respon(gé _,)[j]r according to
strategyQ to obtain a new network-aware respofisé_, )[j]o-
The set of issues ageagenerates at timg, ., is withina’s e take care that adjustments to obtaif) _, )[j]o do not yield
acceptable values and proportionally imitates behaviors. gz set of issues outside the reservation values of agentad-
An agent generates its response by using a weighed combigi&on, the new set of issues computed from strat€gyt time
tion of the time-dependentp{;,,..) and opponent-dependent; should not undo the concessions at time-(1) and previ-
(Popponent) DENAViOrS. The weights associated to the two behaysly. For example, i decreased the price from $25 to $20 at
iors depend on the amount of time left until an agent’s deadlifighe (¢ — 1), then the network-aware strategy at timesturns
(ordered increasingly by the predicatesuch_time_left, 3 price not more than $20. This is necessary because otherwise
middle_time_left, less_time_lefind no_time_left For ex- an agent would erratically concede and nullify its previous con-
ample, if there isno_time_left then an agent prefers thecessions with improvements in the network quality. This would,
time-dependent behavigu;,.) so as to show more adaptationn turn, reverse the convergence toward an agreement between
to the limited time. Whereas if there much_time_leftan the parties. Given this constraint, two cases arise: 1) there is no
agent places more importance on the opponent-dependgigious message at £ 1) i.e., (z% )il is the first mes-
behavior so as to gain more when time is not scarce. F§gea is sending td in that negotiation instance; 2) there is a
example, Table Il shows how the preferences of an agent fop@vious message:’~%, )[j]. Let Q embody the quality of the
strategy can be varied with the closeness of its deadline, whgegwork between agentgsandb and be parameterised from the
the weights are normalized and grounded in this case. Broaglndwidth, latency, error rates and rate of disconnections (as

speaking, this strategy shows that as time elapses, an agegfisgussed above). The responsa tafb according to strateg®

behavior becomes predominantly time-dependent. _ is calculated as below. The final response for the network-aware
For more general functions, at tinie the weights associ- pehavior considers botl? _,,)[j]7 and(z!_,,)[j]o depending

ated to time-dependent or opponent-dependent strategies follythe criticality of the deadline versus the quality of the net-
simple decay functions with a rate of growth denoteddy \work.

These functlons_ reflect th_e relative |rr_1porta_nce place_d on eachl) No previous messages at{ 1)
strategy according to the time left, which is itself the difference

between an agent’s deadline and the current time. We use decay (Q X (2 x max? — min?)) + min

functions since they are simple to compute. t_)ilo = ,
1 if V;* is decreasing (7
Prime = (Bt +1) ©) . ) (@ x (2 x min§ — max$)) + max}
3 (xa—ﬂ))[J]Q = )
oppoment = ©®) (9+1)
opponent — . . a i~ .
(Bt+1) if V" is increasing (8)

From (1)—(6), it can be seen that strateﬁyeval’uates and  2) Previous Message:’~L,)[j]
generates a set of issues according to an agent’s deadline, the

importance it attaches to an issue, its reservation values and the (Q x (2 x :Efl—_)lb)[j] _ mm;)) + min®

opposing agent’s concession rates. 2t ilo = Ey

C. Network-Aware Strategyd) ifv; is decrtealsmg ©)
The time-dependent strateg, can be modified into anet- (¢ 1], _ (@ x (2 x (2,2)lj] — max)), +maxj

work-aware strategyQ, in which an agent adapts its negotia- - . o '(Q +1)

tion behavior to variations in the quality of the network (as dis- if V" is increasing. (10)

cussed in Section I11-B). Since our focus is on the influence of

the underlying mobile environment, we extend only the time-de- StrategyQ exponentially adjusts the value of an issue as the
pendent strategy to be network-aware, although more comp(@asS of the network varies. However it is ensured that the value
strategies that are independent of the network [21] could be siaf-the issue is between its reservation values, but not less than
ilarly extended. From the listin Section I11-B, we choose qualitwhat was sent by that agent before (to ensure consistent con-
of service of the network as a parameter in our algorithms beessions). For example, if an agent prefers a high price, then
cause QoS encapsulates many of the other features (in particulith increasing quality of the network, the value of the issue
latency and bandwith variations [15]). Moreover, there are ahat an agent generates tends to what it last sent or its maximum
ready substantial research efforts that relate QoS to the charadue. Similarly if the QoS tends to zero, then the value of the
teristics of mobile computing environments where bandwidtigsue tends to its minimum acceptable value. Thus as the quality
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TABLE Il TABLE IV
HISTORY ABOUT OPPONENT FORUNSUCCESSFULNEGOTIATIONS HISTORY ABOUT OPPONENT FORSUCCESSFULNEGOTIATIONS
Criteria Label | Weight Criteria Label | Weight
Times Y’s offer was not chosen Sr1 w1 Times Y said yes Sa1 w4
Times Y’s offer was not cheapest in band | Sp2 w2 Times Y said yes in a particular band | S,2 ws
Times Y rejected Sr3 w3 Times Y said yes for specific item Sa3 we
of the network degrades, the agent concedes more and a better TABLE V

quality of the network implies less tendency to concede. QUALITY OF THE DEALS

Criteria Label | Weight
D. EXperience Strateg)fﬁ Total number of agreements with Y So1 wr
. _ Number of items obtained from Y for a particular band | So2 ws
The strategy models the experience of an agent regardin( Number of specific items obtained from Y Sos | wyg
negotiations in general and similar or parallel negotiations in
particular. Thus, an agent may have experience about previous TABLE VI
negotiations for the same items, with the same opponents, with INFORMATION ABOUT AN OPPONENT

similar preferences and environmental constraints. Such expe- Seore Label | Welght
rience may also be gained from parallel concurrent negotiation Trrespective of item and band
threads in which an agent is engaged. For example, an agent g::e:::lb)antl(w X8a1) + (w1 X 8r1) | Sm1 | wa2
may know that negotiation W!th ageiusually requires 10 s or (g X 502) + (105 X 8a2) + (w2 X 8r2) | Sra | wit
20 messages or thhtis unreliable. An agerd may also have Based on Item Type
some idea of the preferences of its opponents and this can be {9 X $03) + (We X $a3) + (w3 X sr3) | Sr3 | wio
: Based on Quality of Network ST4 w13

used to provide a faster convergence to an acceptable response.
Added to network-awareness, agamay also know the quality
of network between itself ankl from concurrent or recent ne- criteria iswy . Table IV records details of previously successful
gotiations or from information gathered from other neighbors Gegotiations with agent. For example, row 2 in Table IV refer-
opponents ob. For example, agerst may know from past ex- ences the number of times'(;) thatY agreed in a particular
perience that the network connection between itself and aggand and weightv; is attached to it. Table V represents the
b deteriorates over time and therefarehooses to concede fastquality of the deals obtained from previous negotiations With
or not to bargain so as to reach a satisfactory agreement with@t example, the number of deals for a particular item is shown
minimum number of messages exchanged. in row 3 as §,3) and is given weightvy. Table VI aggregates

In more detail, let quantify the influence of an agent’s ex-the various information on ageNt Row 1 records positive re-
perience on its decisions. The highér not only the more ex- sponses fronY, row 2 the positive responses per band, row 3
perienced is an agent, but also the more it chooses to applytite positive responses based on the type of the items and row 4
experience rather than ignore it (as in the case of no time or Idaksed on the quality of the network connection with
of computational power). The measutds thus quantified ac- The measurd’ is computed and normalized frofy, w2,
cording to how much experience an agent both has and usesSog, w11, St3, w10, ST4 @ndw;s. For example, agent mod-
that particular negotiation instance. An agent’s experience d#ing negotiations with agentcalculatest” as follows:
pends on a number of factors and below we list those that are
relevant to automated service negotiation. These factors are uked x(
to compute an agent’s experienég for the experience strategy whereE — [0,1].  (11)
(&). The experience of ageKtabout dealings with an opponent

. » . :
Y is divided into three categories which broadly cover most of The set of .|ssue§qu_,b)g (using the experience st.rategy)
the features of previous negotiations with is calculated in a similar way to the network-aware issue set

1) when negotiations witl ended with a rejection: (z! _,)o, butinstead substituting@ by E. For example for the

a—b
H a 1 H H tr1
2) when the opponent accepted offers: case of decreasing;" anda’s previous message being ()
3) quality of the deals withy. These experiences and the

the issuej that a generates at timeé using the experience
corresponding weights attached to them are detailedﬁgategyz’ Is calculated as
Tables IlI-V (for each category) and Table VI. . . (E x (2 x (xf;lb)[j ) — min}) + min{)
Note that an agent can vary the importance attached to the dif(xaﬂb)b]f = (E+1) :
ferent aspects of previous negotiations by varying the associated (12)
weights. An item is associated to a band, for example, a low, Therefore, the above strategyconsiders previous negotia-
medium or high price band. tions with a particular agent in order to guide its responses in
Let X denote the agent whose experience is being modelagrent negotiations with the same opponent. The experience
and, thereforeX records information about the history of its nestrategy£, may be combined with the network aware strategy,
gotiations with opponent. Table Ill records the causes for pre-Q, for a hybrid strategy to behave flexibly to more than one op-
viously unsuccessful negotiations with agénhtFor example, erational factor. For example, the hybrid stratéggndQ could
the first row labelsS,.; as the number of timeg made an offer allow an agent to infer that given that the quality of communica-
to X butX did not choose to agree. The weight associated to thisn is currently poor (from the network-aware strategy) and it

S11 X w1z + St2 X win + Sz X wig + Sra X wiz)
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TABLE ViII

has been so for the last 2 h (from the experience strategy), then
BILATERAL ALGORITHM FOR ACCEPTABLEISSUESET (AC)

it will most likely remain so for the next 10 min. This would be
egpemally useful if the agent’s deadline lies before the next 1 GFDS @) then
min. next-action, = timeout ; exit;
if not (V®(x}f_,,) lies within D) then
sub-procedure algorithm .AC in Table VIII; exit;
else
if (state == offered(b) A —proposed(b))
V((no-time-left) V better-thanA
(a.agree € set-of-possible-next-actions) then
next-action, = a.agree with x}_,
elseif (no-time-left V better-than)
next-actiong = a.offer x{
elseif (distance == close V middle) V less-time-left
if (a.propose € set-of-possible-next-actions) then
next-actiong = a.propose x;:lb
else next-action, = a.counter_propose x. Y
elseif (distance == far) A (middle-time-left V much-time-left)
if (a.suggest € set-of-possible-next-actions) then
next-actiong = a.suggest x;tlbl
else next-actiong = arequest x2'
endif

V. COMBINING THE PROTOCOL AND THE STRATEGIES

The two negotiation algorithmglC and N AC in, respec-
tively, Tables VII and VIII combine the bilateral protocol of
Fig. 4 with either of the three strategi@s Q and& (in Sec-
tion IV). These algorithms specify the decisions by agenith
deadlinet® .., on receiving a set of issueg_,, and a state
state(e.qg.,offeredor requestejifrom agent at timet. Agenta
responds withz“ 1!, if needed. Let the flagpetter-thanbe set
to Ve(zt ) > Ve(«'th) (i.e., agenta has received a re-
sponse fronb better than it would have sent). A set of issues
received fromb is compared witha's goals to analyze the dif-
ference (given bylistancg between what received at time
and what it will send next at time+ 1 (i.e., the variablalis-
tancemeasures, with respect to the score of the issue set re-
ceived and sent, how farandb are to an agreement). Hedles-

TABLE VI
ALGORITHM FOR UNACCEPTABLE ISSUESET (A .AC)

if state == (of fered(b) A —~proposed(b)) then

tancehas delimiterslose, middlendfar, ordered increasingly
with the difference of the valuation & between its own and
b's responseg V% (z%_,,) — V*(2:T,)]). The domain (prefer-
ences) ofais denoted byD®. The set of possible next actions,
set-of-possible-next-actionsan be derived from the bilateral
protocol andnext — action, denotes the decision for the next
state-triggering action bg.

In algorithm AC, a sends aimeoutif its deadline has ex-
pired. Otherwise, i’*(z}_, ) is not acceptable themfollows
algorithmA/ AC. A set of issues is acceptable if each issue lies
within the reservation values or in the qualitative seaofhe
rest of algorithmAC considers the decisions afafter it has

nezt-action, = reject z¥_, ; exit;
elseif no-time-left then
if (a.offer € set-of-possible-next-actions) then
next-action, = a.offer xttl

a—b 1
else next-action, = a.propose x_ '\
elseif (distance == close) V less-time-le ft then

if a.propose € set-of-possible-next-actions then
next-action, = a.propose x;t}b
else next-action, = a.counter_propose x
elseif (distance == middle V far)A
(middle-time-le ft V much-time-le ft)
if a.suggest € set-of-possible-next-actions then
next-action, = a.suggest x;tl
else next-actiong = a.request x;“:b
endif

t+1
a—Db

received an acceptable set of issues. If the statdfésed(b)
and notproposed(b)take it or leave it acceptable offer from
b), thenaagreeslf V*(z}_, ) is better than whaa would have
sent petter-thanholds) or ifa’s deadline is close, thesasends
an agree, if the state affered else an offer. Ifa does not have
much time left obetter-tharholds, thera does not bargain and
sends an offer with whdtsent it. However if's deadline is not
an

close, thera makes a proposal if they are close or midde to variations in the quality of the network. As a result, our algo-

agreement. In so doingmovesto a higher level of Comm'tm?ntrilpms AC and N AC and the three specified strategies can be
than asuggesto as to reach an agreement faster. Otherwise, It . . X
) o ) ) bﬁmblned with other strategies so that the latter strategies be-
an agreement is not within reach and there is enough time le : . . o iy
. . tOme adaptive to time-constraints, communication capabilities
thena bargains withrsuggestaindrequest or the social environment
Algorithm N AC portrays the decisions & at timet + 1, '
when it receives an unacceptable set of issues rattimet.
In this algorithmadoes not find it worthwhile to agree i,
and responds with a more favorable set of issu&s), . If a's
deadline is close, themrefrains from bargaining and sends an This section is an initial evaluation of our m-commerce ne-
offer or proposal Withzflfb, as a penultimate step to terminagotiation mechanisms. It concentrates on varying the adaptative
tion. Otherwise if an agreement is close, tlagriggers thepro-  capability of the agents in relation to the quality of the network
posedstate. If an agreement is not near and there is enough timad their negotiation experience. More specifically, the perfor-
thena bargains through requests and suggestions. mance of the algorithms is analyzed with respect to a set of iden-
The characteristics of the network or an agent’'s experientied performance metrics for automated negotiation. The task
are used when evaluating the set of isstfes, and generating of such a performance analysis is to explain the run-time be-
z*1  which are then used in algorithr&C and A AC and in  havior of the system configurations, compare between strate-

r
the conditiondetter_thamanddistance An agent can flexibly gies, and ultimately to validate and optimize our algorithms.

choose its strategies privately and reuse the above two algo-
rithms given that the protocol is public and complied with. The
calculated set of issues from other strategies can be adjusted to
take into account the m-service’s domain through the eventual
combination with strategy. Thus, in our approach, it is easy

to adjust the response of an agent if it chooses to consider the

VI. PERFORMANCE ANALYSIS OF THE
NEGOTIATION MECHANISMS

“a—b?
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There are a number of parameters that affect the performance e —
of an m-service negotiation. However, in conducting our exper- elvery Time
iments, we choose to vary those that we believe are the most o

obvious in this domain. These include the following.

Various characteristics of mobile telecommunication net-
works(including QoS, latency and error rates as discussed
in Section IlI-B). These are used in strate@ywhen cal-
culating the rate of concessions.

Adaptability of an agenfThis depends on which strategies B
an agent Choose.s and range from no negotiation at a||_,'_1|0. 5. Thirty concurrent buyer—seller negotiations.
complexcalculationsaboutexperience, observed behaviors

andquality of service. The strategiesin SectionVarevaried
and combined to analyze their performance relative to each

other. We are then able to analyze the benefits of adaptingTh

h i he f i ion IlI-B. . . P
tothe environment and the features in Section spect to the above metrics, of the strategies identified in Sec-

Complexity of the tasks and the agents’ workloddese tion IV, while varying the above parameters. In the simulations
are varied by altering the number of issues in a negoti uyer ,and selle?/agents condu?:t multiple .concurrent ne otia,\-
tion, the dependency between the issues and the difference 9 P 9

" . tions with each other by exchanging a set of issues over an item.
between the agents’ preferences. In particular, we eprche

how varying the initial preferences and the number of IS_ets denote the seller armidenote the buyer. The items are sep-

: . arated into price bands low, medium and high. The issues being
sues influence the quality of the deals reached. : : : . :
- . : . : negotiated are price, delivery and quantity. We choose these is-
Resources of the participantscluding their deadlines,

. . i sues because they occur frequently in our motivating scenarios
money and reservation values (as discussed in Sé&c-

tion 111-C). The deadlines and reservation values of th%nd they are reasonably generic. Each agent has an initial pref-

agents are varied to see how the negotiation degrac?ergnce over the issue set where buyer agents are designed to

as the quality of the network decreases or the deadlir%rsefer low prices, short delivery times and low quantity. Sellers

are designed to prefer high prices, long delivery times and high
becomes closer. : X . )
. . uantity. Each agent has its own (private) deadline to conclude a
Knowledge and beliefs of an agent about its opponen . 2 ) I
. , o articular negotiation. Finally, seller agents start the negotiation
This includes experience from past negotiations fqr . . S
rediction about future ones and trust of other agen sending a message according to their initial preferences and
P 9 resources. Let denote the seller artildenote the buyer.

The experience of the agents is captured thrakighs in : o .
the strategy€) and varied versus the quality of the deal The behavior of the negotiation model is evaluated by con-

. ducting a series of experiments. First, in Section VI-A, we
reached and the quality of the network. investigate if the agents manage to converge or find agreements
Number of concurrent threads per agelmtthis paper, we 9 9 g 9 9

. . astheirdeadlines vary orwhen anagenthasavery close deadline.
choose thirty concurrent negotiations between buyer ang. . \ . . ) :

. X o . Jhisistoanalyzethe agents’ behaviors given different constraints
seller agents, with the set of issues consisting of price

delivery time and quantit oh time. Second, in Section VI-B, we explore how the agents
y q Y- vary the set of issues they exchange as their available resources

888588388

B

* Number of message exchanges per negotiafidis is
simply the sum of the messages sent by both agents.
e remainder of this section presents an evaluation, with re-

A_S we vary the above parameters, we analyze the adap“"_e Pﬁénge over a negotiation instance. We measure the utility of
havior of the agents through the following performance metrigg,o exchanged set and the deals reached and we compare the

Whether an agreement has been reacAédis we analyze agents’ behavior with respect to different negotiation threads. In
whether the negotiating parties manage to converge to i context, different negotiation threads show different agents’
agreement. behaviors when their preferences varies. Therefore to compare
Values of the issues and the utility of the exchanged setftd$ resources used for different levels of interactions, third, in
issues over timeThe utility of an exchanged issue set is>ection VI-C we analyze the processing costs for a negotiation
computed by the receiver agent using the evaluation furiat consists only of an offer-agree interaction and for more
tion defined in Section IV-B. These values and utilitieénteractive forms of negotiation. Naturally, we expect the costs
are measured for each negotiation thread and include #fenegotiation to be more than the fixed price model, but we
utility of the deals that are agreed upon. also expect some benefit from negotiation in terms of obtaining
Rates of concessions of the buyer and seller ag@hisse information aboutthe participants (whichin essence is part ofthe
can be calculated from the difference between consecutR¥perience strategy). In addition, for evaluating the experience
setsofissues sentby anagentdivided by the time period og&tegy, we conduct concurrent negotiations so as to both reflect
whichtheyaresenf{®(zt_ ) — V(xt_,)/t' — t|). realistic situations and to observe how the experience of parallel
Times takerio evaluate, generate, send and receive md¥gotiation instances influence an agent’s behavior.

sages, and time for agreements to be produced. , . )

Processing costs of negotiatioFhese include the addition - Reducing Negotiation to a Single Offer

of the costs for evaluating and responding to a received sefAn alternating offers bargaining model is used in [22] and
of issues and for message exchange. [23] for computationally limited negotiations. It is shown that
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the equilibrium strategies for the model result in a single shot TABLE IX
take-it or leave-it strategy. Thus the agents wait without ex- ~ RESERVATIONVALUES FORPRICE FORBUYERS AND SELLERS
changing offers until one of their deadlines arrives and then the Agent | Band Minimum | Maximum
agent with the earlier deadline concedes and makes an offer that gﬁy: Iﬂf:i] _ }& Z%
. . . U]
the other_agent may accept. Fig. 5 reflects this behavior for the Buie, Tigh 300 500
agents with closer deadlines. The top (dotted) graph represents Seller | Low 80 130
the final issue set obtained by the seller agent and the lower Seller | Medium | 380 580
Seller | High 780 880

one the final issue set obtained by the buyer agent. In this ex-
periment, the deadline of at least one of the parties, the seller
here,t; .., iS varied so as to lie close to the start of the negotia-

tion. This means that one party has significantly less resources

TABLE X
INITIAL PREFERENCES OHBUYERS AND SELLERS

than the other and, therefore, is at a disadvantage or both partie: gﬁ;’;‘: foread D: | Band f(;igce suantly '1)3";““’
have close deadlines. In this way, we can analyze the behaviolguyer T2 Medium | 362 3 105
of the agents when they have no time @i, time_lefis true, SBul{er 3 High 805 5 81

: : o : - o Seller | 1 Low 100-200 | 1-20 5-120
or there is a Fhspanty in thelr_relatlv_e amount of resources avail- <5— Modom 3005001130 =155
able. Specifically, we investigate if th€ strategy allows the Seller | 3 High 800-900 | 1-20 5-120
agents to still be able to find a deal. Here, we observe that they
do so by one party, the one with the closer deadline, making TABLE XI
a large concession and basically sending a take-it-leave-it offer WEIGHTS OFISSUES BYAGENTS
that precluges any barga!n!qg. If both agents .have close degd— Agent | Price | Quantity | Defivery
lines, the first agent that initiates the negotiation (the seller in Buyer | 0.3125 | 0.625 0.0625
this case) makes a large concession. Seller | 0286 | 0.571 0.143

Reducingthe bilateral negotiation mechanisngimgleoffer-
acceptor reject strategy, without prior suggestions and iteratiobayer and seller agents. Table IX gives the minimum and
has the advantage of decreasing the costs by sending fewer mesximum prices of the selleri(fin, .., max?,;..]) and buyer

sages and allowing agreements to be found without delay. Hognin® max? . ]) agents for low, medium and high item

ever assuming that deadlines are common knowledge is not piggnds. We choose three threads to study the agents’ behavior
tical, as found in [6]. We do not assume this here. Moreovergr each band.
single shot negotiation does not embody bargaining. NormallyTable X shows the initial preferences of the buyer and seller
the two agents have different preferences and their intersectigpeach of their negotiation threads. For example, the first row
is not guaranteed since the agents have no sure information aliutable X shows that in the first negotiation thread, the buyer
their opponents’ strategies and preferences. In such cases, nggent prefers a low band item, with price 109, quantity 6, and
tiation allows agents to probe each other’s range of acceptabilifglivery time 131. Similarly the 6th (last) row shows that in its
sothatthey may move their demands and issue set to create aifi¢d negotiation thread, the seller prefers a high band item, price
tualacceptance region. This process could take the form of a “tiidtween 800 and 900, quantity 1-20 and delivery time between
and error” exchange of messages where the agents are proviging20. Table X! indicates the weights each agent associates with
feedback and learning what is acceptable. Given this, itis hardf@ various negotiation issues. These weights are the same for a
see how asingle offer negotiation allows the agents to revise thgilfen agent, for all its concurrent negotiation threads. Moreover,
beliefs and preferences to converge toward an agreement. Mefie-agent associates the same importance to an issue in all its
over, proactive agents that negotiate inadvance of their deadlingsacurrent negotiations. Specifically, the weightsto w1 in
so as to plan ahead or schedule their tasks, are discouraged Pyifle VI, used in the experience strategy, for the buyer arg, (
reactive strategy. Also, in parallel negotiations, a seller or buyet), (w,, 5), (ws, —1), (ws, 20), @ws, 5), ws, —1), (w7, 20), s,
may find other interesting deals rather than wait for a deadlinesy, (wq, —1), (w10, 20), @11, 5), (w12, 1) and for the seller are
arrive. (w1, 20), (a2, 5), s, 20), (w4, 5), ws, 20), (ws, 5), (w7, 20),

In summary, the aim of this simulation is to observe how thg,, 5), (ws, 20), @0, 10), (w11, 2), -2, 20).
agents adapt when they have close deadlines. This relates to thgg. 6 shows the values of the issues in the set received by
feature in Section I1I-C that negotiations in the m-commerce dghe buyer agentlc"_)b) during its concurrent negotiation threads
mainusually have deadlines. Some ofthese deadline may becq®@yer Thread 1, Thread 2 and Thread 3). The axes denote the
close because ofrepeated disconnections, increasedlatency okéees price, quantity and delivery. Recall the seller prefers high
terioration of the network due to a change in location. From tWﬁices and h|gh de|ivery times. As can be seen, each negotiation
set of experiments, we can conclude that the time-aware strat@gepead produces a different surface in the graph corresponding
T ensures that agents can still find agreements in such time-c@ithe band of the item being traded; thread 1 has a low band
strained environments. Itdoes so by conceding and making afipgte, thread 2 a medium band price and thread 3 a high band
offer that is acceptable to its opponent. (as given in Table X).

. L In Fig. 6, on all three surfaces, there is one point with a high

B. Valuation of Deals for Concurrent Negotiations delivery time that stands out. This point shows the seller starting

This section focuses on the exchanged set of issues and thigérnegotiation (say at timg) by sending a set of issuesiLb)
valuation within three concurrent negotiation threads betwearar to its preferences (since it has no knowledge of the initial
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Buyer Thread 1 —— Seller Thread 1| ——

Buyer Thread 2 ------- Seller Thread 2 ----=--

Buyer Thread 3 ------- Seller Thread 3 «-----
Delivery Delivery

140

Fig. 6. Buyer's issue-value dynamics received from the seller for thrég@g. 7. Seller issue-value dynamics for three negotiation threads.
negotiation threads.

Buyer Thread 1 —+—
Buyer Thread 2

preferences of the buyer). When the seller receives the firstissue Bujer Thead 3~
set from the buyera' ), it updates its issue set to reflect the Dot Sallr Thread s o

knowledge it has just learnt about the buyer. This explains the
large difference, on each of the surfaces, between the first and
second issue setf_)b) received by the buyer.

After sending the second issue set, the seller consistently con-
cedes. It decreases the price at a lower rate than both decreasing
the quantity and increasing the quanity. These consistentchanges
in values lead to an overall concession by the seller, when multi-
plied by the relative weights of each issue [as per (1)]. The same i
behavior regarding the seller’s concessions (from evaluating the Piica 200 520
messages received by the buyer) is reflected for all three nego- _ _ o
tiation threads and the corresponding three surfaces in Fig. 6%% 8. Buyer and seller issue-value dynamics for three negotiation threads.
should also be noted that for the high band item, fewer messages
are received by the buyer, than for the medium priced item apdir shows the message exchange between these two threads.
even fewer for the low priced item. For a high-priced item, thas in Fig. 6, the graphs show the initial set of issues received
agents perform more computation before sending a message (b)é’;,b) and evaluated by the buyer to be especially close to the
cause they risk more money), resulting in fewer messages besafjer’'s preferences. After the seller’s first message, each pair of
sent in that negotiation. surfaces show the convergence of the two surfaces toward each

Ina similar vein, Fig. 7 shows the seller’s version of the valuegher. This means that the buyer and seller are conceding ac-
of the issue set it received:f(;s) during the three concurrent cording to the time they have left, and they are therefore showing
negotiation threads (Seller Thread 1, Thread 2, and Thread t8he-aware behaviors. Each pair also shows a similar number of
Again there are three distinct surfaces to reflect the fact that imessages being exchanged per agent and negotiation instance,
item in each negotiation thread has a different band price. Sirarad indicates the total amount of message exchange per negoti-
the buyer does not start the negotiation, it consistently conced#i®n instance.
toward the seller’s preferences. Thus, there is no initial point un-Fig. 9 shows the scores of the points in Fig. 8 along time. It
commonly near to the buyer’s preferences at the start. As a egpresses the score of the issue set received and evaluated by
gotiation progresses, the buyer responds to the seller's messaaggh agent versus time, for each negotiation thread. The lines
by asking for less quantity without proportionally decreasinigbeled with Buyer Thread 1 to Thread 3 show, for each thread,
the price, but increasing its delivery time to the buyer’s advathe sequence of the buyer’s evaluations of the messages it re-
tage. Overall, the buyer moves toward the seller’s preferencesdgives from the sender as the negotiation progressesatis
“conceding” in offering less price, but with less quantity. This isnutandisfor seller Thread 1 to Thread 3). For the same nego-
offset by asking for a lower delivery time, since the buyer placdiation instance (e.g., sellerBhread,, and buyer'sThread,),
more relative importance on delivery times and less on prie@ agreement is reached with a particular issue set, say issue
and quantity than the seller. In addition, Fig. 7 shows, for easktz. Each agent obtains a different score for this agreement,
thread, the number of messages received by the buyer matdw=ording to their chosen weights for an issue and their utility
the number received by the seller in Fig. 6 (as would be expecfedction (V*(z) or V*(z)). Similarly to Fig. 8, the lines labeled
given the alternating nature of the protocol). BuyerThread, and SellefThread, are coupled, since they are

Fig. 8 aggregates the two graphs, in Figs. 6 and 7, and is talexchanges regarding the same negotiation instance, about the
from a particular angle. The graph shows six threads — thre@me item. The band price determines the region in which the a
concurrent negotiations run by each agent. The surfaces in fzér of lines lie.
graph are grouped in pairs with Threadl < z < 3) for a The lines labeled Buyerhread, demonstrate that as time
buyer agent coupled with Threador a seller agent. Thus eachelapses, the buyer believes the seller is conceding and gaining
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Fig. 9. Buyer and seller deal value dynamics for three negotiation threads Fig. 10. Processing costs when negotiating and not negotiating.

less. Although the gradient of the three Buyiiread, lines preferences. The resources that vary in this domain include time,
are negative, the rate of concessions by the seller differ for edbg price an agent can afford, how soon does it needs the item
negotiation thread. We observe that the line labeled with Buyilelivery time) and the desired quantity of the item. As these
Thread 3 is less steep than that for Buyer Thread 2. This me&fgources vary, we see that the agents concede accordingly, de-
that in time-constrained environmentise seller adapts by con- Pending on the importance they place on each issue. Having no
ceding more for a low band and less for a higher baretause experience experience, the first message sent by an agent often
the seller is selling more low band items than high band ondi§s outside the other agent’s acceptable region. Therefore expe-

Therefore the seller is ready to concede more for a lower bafi@nce-awareness helps to start the negotiation with an accept-
item so as to avoid a rejection. able issue set, especially in situations where the agents have low

The lines labeled with Sell&hread, shows the seller’s eval- resources even at the start. Furthermore, experience awareness

uation of the issue set it receives from the buyléf (@i, ). allows the initiator to conceal its preferences from its opponents
According to the Se”er, the buyer gains over time during a n§iﬂC€ the initiator does not start the negotiation with an issue set
gotiation (given by a positive gradient). Similarly for the selleglose to its own preferences. We also conclude that in m-com-
threads, it can be shown that the gradient of the lines are |888rce environments (where timeouts, disconnections, the time
steep for a higher price bands than lower price bands. Thud® message exchange, and latency affect the time an agent has
time-constrained negotiations, contrary to the sefte,buyer to find an agreement) then by using our strategies, agents can
adapts by conceding more for h|gher band pridmause |t better adapt to the time-constraints to find agreements.
buying less higher band items and therefore can afford to con- . L
cede more, depending on the total price. C. Processing Costs for Negotiation

It should also be noted that each line in a pair, expressing eacfThere are two types of interactions that can take place in this
agent’s response in an instance, converge toward an intersectsimulation — with and without negotiation. When not negoti-
This shows the score for each buyer and seller moves towardadimg, the buyer makes a one-shot offer to the seller (as per Sec-
agreed set of issues. This agreed set yields a different scoretion VI-A). The seller then either accepts or rejects it. Fig. 10
each participant, depending on their preferences. shows the processing costs incurred by agents undertaking 30

Fig. 9 also shows that it is not necessarily the least expenssimultaneous purchase/provision processes (i.e., they are each
items that produce a higher score. For example, Buyer and Sellaying or selling 30 items in parallel). As above, the buyer and
Threads 2 produce a higher score than Threads 1 and Thread®Ber are given the same preferences and reservation values.
We can thus conclude thiats more profitable for both the buyer Buyer agents retain preference for low price and quantity and
and seller to negotiate about medium band items, than eitr&rort delivery times, and sellers prefer high prices and quantities
high or low band itembecause Figs. 6 and 7 show that they botwith long delivery times. In Fig. 10, the vertical axisogical
obtain more quantity for medium band items than in the oth&rference¥represents resource utilization by agents- including
two bands. In addition, according to the weights in Table Xhoth processing (evaluation and response generation) and mes-
they both attach more importance on the quantity of items thaage exchange. The lower line shows the total costs for all seller
the price. Hence by (1), they achieve more for medium baiahd buyer agents utilizing fixed pricing, while the higher line
items. In turn,it is more profitable for them to negotiate aboutshows the costs for the negotiating agents (using the experience
low band items than high band iterbgcause the quantity of strategy¢).
items in the final deal is higher for a low band item than for a With fixed pricing, the agents reach deals as soon as possible
high band one. It makes sense that the buyer cannot affordwath retry on rejection). This is respresented by the sharp spike
buy high-priced items. on the left hand side. The agents then continue to incur some re-

In summary, in this experiment, we consider how the stratseurce costs whilst they monitor for the correct delivery of items
gies for time7 and experience-awarenesSallow an agent to (buyers) or payment (sellers). All payments and deliveries are
adapt given it has different negotiation instances and differezdncluded by time 110. In comparison, the resource utilization
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of the negotiating agents is spread throughout time until all out- s

standing deliveries/payments are closed (at time 152). (Delivery FinalVeluation (Agroe)
times with the negotiating agents cover a wider range than their
fixed price counterpart because this issue is negotiable). As can
be seen, resource usage decreases with time because the number
of open negotiations decrease as agreements are reached. There-
fore there is a steady decline as deals are finalised and items are
delivered or paid for.

Incomparing the operational costs of negotiating and nonnego-
tiating agents, it is evident that negotiation is more costly. For o
this implementation, comparing the processing cost of agent if- 11-  Successful past negotiations.
total (i.e., including all other costs associated with the running
agent) yields the following: a negotiating agent uses 4.96 timgsue/value set exchanged between the customer and supplier
more resources than its fixed price counter-part. If the base gp7° (2% ;) — V*(2}L,,)|). As can be seen, supplier 2 requires
erating cost of the agent (i.e., without resource costs relateddfger exchanges than supplier 1 and also results in a lower
other agent functionality) is removed from this calculation, neruality deal. Intuitively, it would be sensible for the customer
gotiation is 14.8 times more costly than the fixed-price methotb approach supplier 1 instead of 2. Yet, this does not take into
Thisvalueis high because negotiating agents retain state informécount other operational factors that are important for agents in
tion that is necessary to enact their strategies (fixed price retaingbile domains. For example, the cost of communication (time,
negligible state information). Thisincludes information aboutthghancial cost, etc) may differ according to the recipient and
exchangedvalues duringanegotiation (for purposes ofexamining agent’s local context. Secondly, the need for predictability
concession rates, obtaining feedback for adaptation, etc.) as wedly be paramount. Thus, it may be necessary for an agent to
as reasoning processes for ensuring coherence with the negejéaable to plan more effectively by reasoning more accurately
tion protocol. Itis critical to be mindful that these specific operabout future expected resource costs. This would allow (and is
ating figures cannot be assumed to hold beyond the context of iguired for) agents to actively manage risk [24]. (A risk averse
software used for this simulation. Although we believe that thggent may nevertheless choose to select supplier 2 because the
broad trend is generic. region defining the costs associated with negotiating is less

However, these results do not lead us to conclude that negpread out than for supplier 1. Therefore it may be more certain
tiation is bad. First negotiations allow the agents to change thkout the costs it will incur during negotiation.) The agent may
set of issues so as to fall within the acceptable region of batherefore trade utility for predictability thereby allowing it to
parties. This flexibility is lost in fixed price trading since mosplan its future resource commitments more effectively.
of the time the agents do not know their opponents’ preferenceA third advantage of negotiation in this context relates to
and utilities which often leads to rejections. Such rejections attee time taken for fixed price exchanges versus negotiation. In
adrain on the system’s resources. In our negotiations, the agehts example above, the fixed price mechanism is assumed to
perform inferences so as to store the state, the history of a negeeur as far in advance of delivery time as possible. In this sit-
tiation, and the information about their opponents, the environation the customer and supplier agents must incur additional
ment and how they themselves adapted to a resource-bounpietessing costs where nonpayment or nondelivery is possible.
environment. Thus, the agents accumulate experience. This Bgcause there is no contact between the customer and supplier
perience is especially useful when using our experience-awaegween the time when a deal is reached and the delivery/pay-
strategies since they allow adaptation to specific m-commenent time, there is an increasing degree of uncertainty present
environments. For example, knowing its opponent preferendéthe agent is operating in a domain where failure to deliver is
and rates of concessions, an agent no longer needs to makaraacceptable reality. At the other extreme, an agent that under-
overly large concession if its deadline is very close. Rather,gbes commodity/service acquisition just-in-time runs the risk of
only needs to make a concession that is just enough to obtainca reaching a deal in time. In contrast, the negotiating agent is
deal. Also for agents initiating a negotiation, where these ageiiscontact with the dialogue partner for a manipulable period
have a close deadline or their underlying connection limits th&lsy managing time-outs and increasing negotiation time length
communication capability, then knowing what is likely to be &y modifying concession rates). When combined with levels of
successful deal is crucial. commitment associated with different speech-acts of the pro-

Second, although extra facilities and costs are requiredttaol [24], both agents are able to manage uncertainty by having
support the strategies presented in this paper, (when compaeszently been in contact and also being able to infer information
to the costs for not negotiating), these facilities are likely tabout the commitment to a deal of the negotiation partner.
be required by other functional aspects of intelligent agents.In summary, this simulation evaluates the various costs of
Thus, much of the additional cost of negotiating using ouregotiation and compares them with a fixed price offer-agree
strategies may be shared with other adaptive mechanismsnieraction. We place our evaluation in the context of the ex-
agents. For example, Fig. 11 shows a buyer agent’'s expgrérience strategy. Using such a strategy, an agent can adapt to
ence of negotiating with two suppliers. It portrays the finad change of resources or limited resources as is frequently the
value of each deall{®(z)) against the number of message&ase in m-commerce. Our model ensures an agent does not need
exchanges required versus the initial distance between the fitstoncede more than it should if it is running out of resources.

230888868
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In addition, a seller can hide its true valuation or spend less &ayesian equilibria for auctions, load balancing or resource
sources on negotiation by sending an issue set nearer to a knearing bi-lateral negotiations. It would be useful to exploit
customer’s preferences. Finally, the experience strategy alsosaleh work for a theoretical evaluation of our different envi-
lows an agent to accumulate information about its network coronmental strategies. However, there remain a humber of open
nection with its opponent. Thus an agent may choose not to desslues regarding with such work (including the generation
with a specific opponent because it knows that there is a faulify appropriate utility functions [24]). It is also notable that
network connection between them which often results in thiee agents in our scenarios are not negotiating for sharing a
breakdown of their interactions. Moreover given concurrent neesource [29] or performing a joint task such as delivering
gotiations, an agent may restrict the number of parallel thregurcels [23]. Although we could say the trading of an m-service
it operates depending on the bandwidth limitations and fluctuia-a joint task of exchanging the service, the competition is not
tions (as discussed in Section 111-B). in accessing the service but is rather in its profitable purchase
and sale. Therefore, we adopt the intuitive service-oriented
approach and notation in [20] and [21], which embodies the
concept of electronic transactions.
VII. RELATED WORK Finally, most of the existing work on bargaining strategies
applies to a single negotiation process or computing a single re-
Much of the related work regarding m-services is concerng@onse. Generally speaking, it does not consider the possibility
with service discovery. For example, [25] provides an evaluati@fconcurrent negotiation threads. This is a shortcoming because
of the Jini discovery infrastructure and develops a framework fgiwe ability to exploit concurrent negotiation threads allows an
dynamic service discovery through a hybrid of service-orientegjent to use the experience-strategy to achieve better deals (as
and agent-oriented architectures. Other work on service diiscussed in Section VI-C).
covery includes [26] which surveys exisiting service discovery
architectures, [27] which implements location aware agents
embedded in mobile devices and seeking information via ad-hoc
networks and teams, and [9] that presents an architecture for

m-service discovery and brokering. Our work considers the nexthis paper proposes m-service negotiation as a key enabling
step on from m-service discovery, namely m-service negotiatiaBchnology for electronic commerce via agents located on mo-

There is substantial research on automated negotiation [4je devices. In this domain the characteristics of wireless com-
[7], [21], [28], but none of this work specifically considers thenunications constrain interactions between agents and, there-
m-service domain and the particular set of requirements it ifore, this paper we identify and discuss those characteristics
duces. As such, there are many different forms of negotiatigiiat most affect automated negotiation. Given these constraints,
(including auctions and bi-lateral encounters) that are tacklggvel protocols and strategies for peer-to-peer negotiation be-
using many different techniques (including game theory, heurigyeen two agents are developed. In particular, three strategies
tics and argumentation) (see [4] for an overview). Here, howre proposed that enable agents to adapt to their deadlines and
ever, we focus exclusively on bilateral encounters (since Weeferences, to the quality of the network and to their experience
found these to be especially prevalent in this domain [5]).  regarding similar negotiations. These negotiation mechanisms

Some approaches to automated negotiation assume perégetthen analyzed and we can conclude that they allow negoti-
rationality of agents, where the strategies and the best actionsatigg agents to adapt to time and resource limitations in order to
computed instantaneously [7]. Although these lead to importaind agreements. Their concessions are dependent on both the
theoretical contributions to negotiation strategies (such as optmount of available resources but also on their preferences.
mality and equilibrium in constrained environments), the un- Further work includes the development of resource-bounded
derlying assumptions are often inappropriate for practical costrategies that may be useful for the m-commerce domain, the
texts. Thus, our work seeks to develop models that can be usedign of an agent’s utility functions and dynamic levels of com-
in practice (the downside of which is that results tend to concemitments associated to speech-acts (as mentioned in [24]). More
trate on typical performance with few guarantees and outcomesyotiation simulations are being executed on our test-bed and
need to be determined empirically). Therefore, we concentrdigure work includes more extensive analysis of the reliability
on ways to implement m-service negotiation and obtain empisf the algorithms and different strategies with respect ot the pa-
ical results. We do not assume that participants adopt a singdéneters and metrics in Section VI. Specifically, we aim to pro-
dominant strategy because we are interested in how to desigiie more performance results regarding various values for the
the various strategies that allow participants to bargain. Alsguality of service of the network to show the agent’s adaption
current research in Al negotiation and agent interaction tendsusing both the network-aware and the experience-aware strate-
separate the design of intelligent strategies and the specificatifidss. We can also analyze more complex forms of evaluating
of agent communication languages and protocols. Such weikd generating the responses in the various strategies through
tends to focus on either one or the other. In constrast, we seektarket-oriented mechanisms and refinement of the strafegy
bridge this gap with a richer bilateral protocol, associated with analyze other forms of experience in m-service negotiations.
resource-bounded strategies. Finally, we are also evaluating the robustness of m-service ne-

There is also significant research carried out in Al regardirgptiation through synchronization layers for message exchange
dominant strategies, Nash equilibria, Bayes-Nash equilibrend belief revision in the agents [30].

VIIl. CONCLUSIONS AND FURTHER WORK
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