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Abstract. Large-scale, dynamic and open environments such as the Grid and Web Services build upon existing computing infrastructures to supply dependable and consistent large-scale computational systems. This kind of architecture has been adopted by the business and scientific communities allowing them to exploit extensive and diverse computing resources to perform complex data processing tasks. In such systems, results are often derived by composing multiple, geographically distributed, heterogeneous services as specified by intricate workflow management. This leads to the undesirable situation where the results are known, but the means by which they were achieved is not. With both scientific experiments and business transactions, the notion of lineage and dataset derivation is of paramount importance since without it, information is potentially worthless. We address the issue of data provenance, the description of the origin of a piece of data, in these environments showing the requirements, uses and implementation difficulties. We propose an infrastructure level support for a provenance recording capability for service-oriented architectures such as the Grid and Web Services. We also offer services to view and retrieve provenance and we provide a mechanism by which provenance is used to determine whether previous computed results are still up to date.

1 Introduction

Grids and Web Services are evolving into large-scale dynamic and open environments providing services owned and managed by multiple stakeholders [5]. The concept of virtual organisation (VO) is being anticipated by many [8,5] as the computational model for coordinating the complex interactions of such services. A typical VO's lifecycle consists of the following steps: VO participants are discovered, the purpose and the terms of the VO are negotiated, the VO is created and then executed to deliver some result, before it is disbanded. At the end of a VO's lifetime, users potentially find themselves in the awkward situation in which they have access to the result of the computation without any information on why and how such a result has been obtained. The lack of information about the origin of results does not help users to trust such open environments, and therefore may hamper the deployment of advanced services [15].
Workflow enactment has become popular in the Web Services [1,4] and Grid communities [11]. Workflow enactment can be seen as a mechanism offering a simpler form of virtual organisation: it is capable of composing Web Services, potentially discovered dynamically, according to data and control flows specified in a workflow language, such as WSFL [1,4] or BPEL4WS [4]. Similarly, users are confronted with the problem of determining the origin of a result produced by such enactment. Furthermore, deciding when results of computation, whether a scientific analysis or a business transaction, are no longer valid becomes an important concern.

Against this background, provenance is an annotation able to explain how a particular result has been derived; such a provenance information can be used to better identify the process that was used to reach a particular conclusion. Specifically, in a service-oriented architecture, provenance identifies what data is passed between services, what services are available, and what results are generated for particular sets of input values, etc. Using provenance, a user can trace the “process” that led to the aggregation of services producing a particular output.

It is our belief that provenance recording should be part of the infrastructure, so that users can elect to enable it when they execute their complex tasks over the Grid or in Web Services environments. Currently, the Web Services protocol stack and the Open Grid Services Architecture [7] do not provide any support for recording provenance, though the need has been acknowledged by that community, as illustrated by a recent workshop on provenance [18], and some Grid projects such as myGrid (www.mygrid.org.uk). Additionally, producing provenance data is of no use, if we do not provide the means of exploiting it — an activity referred to as provenance reasoning in this paper.

The purpose of this paper is to investigate the notion of provenance in service-oriented architecture, such as Grids and Web Services, and more specifically when computations are the result of workflow enactment. Our specific contributions are:

1. A service-oriented architecture for provenance support in Grid and Web Services environments, based on the idea of a provenance service;
2. A client-side API for recording provenance data for Web Service invocation;
3. A data model for storing provenance data;
4. A server-side interface for querying provenance data;
5. Two components making use of provenance: provenance browsing and provenance validation.

This paper is organised as follows. In Section 2, we discuss the notion of provenance and identify some of its requirements. In Section 3, we present the architecture for provenance support in a service-oriented environment. We then discuss some implementation aspects of our provenance system in Section 4. Finally, in Section 5, we analyse our design and conclude the paper by identifying issues that need further investigation.
2 Background

Provenance is primarily concerned with data derivation. It provides a proof of origin for a segment of data and a record of its history. This section looks at what provenance is, why it is useful and how it might be provided in a dynamic and open environment such as the Grid and Web Services.

2.1 Provenance

Provenance allows us to take a quantity of data and examine its lineage. Lineage shows each of the steps involved in sourcing, moving and processing the data [17]. In many of today’s modern information systems, particularly those concerned with business and scientific data handling, data can be collated from a variety of distributed and diverse resources and processed to form new data. We can consider the sequence of taking a dataset, processing it and producing a dataset product as a dataset transformation. In order to provide provenance, all datasets and their transformations must be recorded. Saltz [19] suggests that we can achieve a sound lineage record by recording enough information to ensure that any dataset transformation is reproducible.

The storage and maintenance of provenance records is an important consideration. Frew and Bose [10] propose the following requirements for provenance collection:

1. A standard lineage representation is required so data lineage can be communicated reliably between systems (currently there is no standard lineage format).
2. Automated lineage recording is essential since humans are unlikely to record all the necessary information manually.
3. Unobtrusive information collecting is desirable so that current working practices are not disrupted.

The concept of providing provenance is relatively new and unexplored. It has attracted interest from both the academic and business communities where speculation about its benefits is widespread. Scientists are often interested in provenance because it allows them to view data in a derived view and make observations about its quality and reliability [3]. Göble [12] presents some notable uses for provenance:

- **Reliability and quality**
  Given a derived dataset we are able to cite its lineage and therefore measure its credibility. This is particularly important for data produced in scientific information systems.
- **Justification and audit**
  Provenance can be used to give a historical account of when and how data has been produced. In some situations, it will also show why certain derivations have been made.
- **Re-usability, reproducibility and repeatability**
  A provenance record not only shows how data has been produced, it provides all the necessary information to reproduce the results. In some cases the distinction between repeatability and reproducibility must be made. In scientific experiments results may be different due to observational error or processing may rely on external and volatile resources.

- **Change and evolution**
  Audit trails support the implementation of change management.

- **Ownership, security, credit and copyright**
  Provenance provides a trusted source from which we can procure who the information belongs to and precisely when and how it was created.

It could also be said that provenance significantly increases productivity by facilitating the discovery of existing derivations, which can save times, computational effort and storage. With a standard lineage representation, collaboration of resources is also made considerably easier [9, 6].

### 2.2 Workflow Enactment and Provenance

The Grid [11] and Web Services communities [14, 21, 4] have identified workflow enactment as a key concept, essentially offering a scripted form of virtual organisation [8]. Workflow enactment is the automation of a process during which documents, information or tasks are passed from one participant to another for action, according to a set of declarative or procedural rules. In Grid applications, this task is often performed by a "workflow enactment engine". The enactment engine uses a workflow script, such as WSFL or BPEL4WS, to determine which services to call, the order to execute them in and how to pass datasets between them. Each of these services can be invoked by using their respective WSDL interface documents. This concept can be seen in Figure 1. This diagram shows a workflow enactment engine using a workflow script to control the flow of data between two Web Services. Each Web Service is passed an input and returns an output.

In terms of provenance, we can consider the input for a Web Service as a dataset, the Web Service itself as the transformation and the result as the data product. Therefore, provenance for a service-oriented architecture can be provided by logging all of the Web Services invoked by the enactment engine, the inputs given and the outputs returned. In order to meet the requirement that the provenance records enable the recreation of any dataset transformations, the WSDL documents for the services invoked must be recorded along with the workflow script describing their invocation context.

### 2.3 Accessing Provenance Records

Assuming that a system is capable of recording provenance, we should consider how these records are accessed and what they might be used for. A standard lineage representation should be formulated that is capable of recording the diverse
range of services possible and the multifarious data structures used. Since the current workflow languages and service descriptions are represented using XML, the obvious syntactic framework for a provenance record is also XML. Some form of querying interface should be supplied that enables the retrieval of provenance records by both content and type. For example, it would be useful to query a provenance repository for records about a particular invoked Web Service, a specific workflow script used for enactment, or an exact observed output. It would also be desirable to provide an automated service to reproduce datasets and re-run dataset derivations.

2.4 Related Work

Other work [2] on provenance has concentrated on models grounded on database architectures in which queries are used to extract information. In general, if a query \( Q \) is applied to some database \( D \), we can obtain the view \( V \) such that \( V = Q(D) \). In this scenario, the provenance of a specific piece of data \( d \) in the output \( V \) shows which parts of the database \( D \) contributed to it. In [2], the
important distinction between "why" provenance (the set of tuples that contribute to the result) and "where" provenance (the location(s) in the source databases from which the result was extracted) is made. Using the explicit notions of location defined in the deterministic model [1] and a formal query language, a precise definition of provenance is formulated using a general data model that applies to both relational databases and hierarchical data structures such as XML.

MyGrid ([www.mygrid.org.uk]) aims at providing a personalised environment for biologists to perform in silico experiments [16]. In myGrid, provenance is stored in a user's personal repository and provenance generation is tightly integrated with the enactment engine [13]. In that context, the focus is not on the architecture and protocols required for supporting provenance in service-oriented architectures, but on personalising provenance information when presented to the scientist.

3 Architecture

A provenance capability in a Grid or Web Services environment has two principal functions: to record provenance on dataset transformations executed, e.g., during workflow enactment, and to expose this provenance data in a consistent and logical format via a query interface. In this section, we discuss the design of a provenance architecture for Grid and Web Services, which is dictated primarily by where the data provenance is held, how this provenance is collected, what exactly constitutes a provenance record, and how provenance can be queried and reasoned over.

Provenance needs to be stored, and two possible solutions can be envisaged for storage. On the one hand, the data provenance is held alongside the data as metadata, whereas on the other hand, the data provenance can be stored in a dedicated repository, made accessible as a Grid or Web Service. The first solution requires the holders of any such data to maintain the integrity of the provenance records as transformations take place, and it imposes significant changes to any existing data storage structures. Such a kind of provenance can be useful for a user to remember how a result was derived, and what steps were involved. It is unclear that such provenance can be trusted by any third party, since the data and provenance owner has to be trusted to have recorded provenance properly.

Alternatively, the provenance service solution requires any party performing a dataset transformation to update the provenance service, with any new derivations and how they were performed. Many provenance services may exist over the Grid, some more trusted than others, and users may select which one to adopt when executing their workflows. By adopting a suitable protocol to submit provenance, some desirable properties can be enforced by the provenance service, such as non-repudiation (to be discussed in Section 5); the provenance service could therefore be used as a generalised auditing mechanisms, which can be trusted by any third party. While such protocols are interesting, they are beyond the scope of the current paper; and we will only focus on provenance being submitted by a workflow engine.
Architecture Overview Our service-oriented provenance architecture is shown in Figure 2. As far as provenance creation is concerned, the architecture is composed of a server side and a client side. The Provenance Server holds the provenance records and provides methods to access and update them via a Web Service. The records themselves are held in a relational database. The Provenance Client Interface is responsible for submitting to the Provenance Server provenance records about any Web Service invocation executed by a client such as a workflow enactment engine. To this end, the Client Side Interface uses the Provenance Recording port provided by the Provenance Server.

![Provenance Architecture Diagram]

Fig. 2. Provenance Architecture

In order to provide data provenance on workflows, our approach is to record enough information to be able to re-create any dataset transformation (cf. Section 2.2). We are making here a simplifying assumption: we assume that all dataset transformations are carried out by invoking Web Services or workflows.
The order in which these services are invoked, the control flow and the data flow between services are governed by a workflow script, expressed in a workflow language such as WSFL or BPEL4WS. For any workflow execution, we store records in the provenance repository defining the workflow details, with precise information on each activity carried out. Any datasets passed to an activity will be logged along with the outputs that are received. We define a workflow trace as the conglomeration of provenance records for both the workflow itself and each of the activities it executed.

As far as provenance retrieval and reasoning is concerned, two facilities are provided. First, a browsing interface is offered so that users can navigate provenance traces. Second, a provenance validation capability is provided in order to decide if the results logged in a workflow trace are still up to date; such a capability is for instance beneficial to users who have run a workflow, but would like to decide if they need to re-enact the workflow because some of its services now produce different results. Both the browsing interface and the provenance validation capability make use of a common Provenance Querying Interface.

From a practical viewpoint, although a provenance service may result in the redundant storage of data, it does not demand any alterations to the services invoked by workflows; only those components which invoke these services require modification — namely the workflow enactment engine.

**Provenance Recording Port** The recording port provides the means to record a provenance trace in the provenance service. A set of key operations are provided, which we describe below. The interface was designed so as to support asynchronous and transactional submission of provenance data. Asynchronicity is required so that the performance of Web Services intensive workflow application is not penalised by frequent submission of data. Transactional capabilities provide for simple cancellation of trace recording.

The `beginTrace` operation is called by the Provenance Client Interface (PCI) when a new workflow is started. It requires the workflow script, its description, and workflow inputs as arguments. These are used to create a new trace in the provenance database, for which a unique workflow Trace Id is returned. This Id must be used by the PCI in subsequent activity registrations.

The `registerWSActivity` operation is called by the PCI whenever a Web Service invocation is about to be made. It requires the trace Id (returned by the previous method), the workflow activity name corresponding to this Web Service invocation, the URI of the WSDL interface specifying the Web Service, the operation that is going to be called and further information needed to invoke the Web Service (the service namespace, the service name, the port type namespace and the port type name). A unique activity Id is returned which is used later to register the activity inputs and outputs.

The `registerSubWorkflowActivity` operation is called by the PCI whenever a sub-workflow activity is executed. The trace Id and activity name are passed as arguments along with the sub-Workflow Trace Id. A unique activity Id is returned.
The `registerWSInput` operation is called by the PCI just before a Web Service invocation is made. It takes as argument the activity ID (allocated when the Web Service is registered) the message parts and the operation increment. All message parts are supposed to be encoded in XML, like they would be for the message invocation, which allows the provenance service to be able to store any complex data type.

The `registerWSOutput` operation is called by the PCI just after the results of the Web Service invocation have been received. The arguments are the same as the `registerWSInput` operation.

The `commitTrace` operation is called by the PCI when the workflow enactment has been completed. Once this operation is called, the workflow status is changed from 'active' to 'committed'. It takes the workflow outputs in XML format in the arguments along with the trace ID for the trace which is to be committed.

The `abandonTrace` operation may be called when a workflow status is 'active' after which it will be changed to 'abandoned'. Once this operation has been called, the trace is abandoned and no further logging can take place.

The interaction between the Provenance Server and the Provenance Client Interface during workflow execution is best shown using the sequence diagram in Figure 3. The interaction can be divided into three major phases: the first initializes the provenance recording, the second registers workflow activities and the third commits the workflow trace. From the perspective of the enactment engine, the interaction is simple. When a new workflow is started, the 'Begin Trace' method is called on the Provenance Client Interface. For every unique Web Service invocation, a new client-side stub is requested from the PCI by calling the 'Get New Port Invoker' method, passing the WSDL document location and desired operation as arguments. The input message can then be created in the usual way with the message parts being set using the 'Set Message Parts' method on the client-side stub. Consequently, the operation is executed using the 'Execute Operation' method and the result message is returned. On completion of the workflow, the enactment engine must notify the PCI that the provenance trace has to be committed by calling the 'Commit' method.

The Provenance Client Interface interacts with the Provenance Server by making Web Service invocations on the Provenance Recording Port. When the workflow is started, it calls the 'Begin Trace' operation and stores the unique trace ID allocated. When a new client-side stub is created, the PCI registers the new activity with the Provenance Server by using the 'Register WS Activity' operation, storing the unique activity ID allotted. When asked by the enactment engine to invoke a Web Service, the PCI first registers the inputs with the Provenance Server using the 'Register WS Input' operation. It then invokes the desired Web Service and registers the results using the 'Register WS Output' operation before passing them back to the enactment engine.

**Provenance Query Port** The Query port supplies a set of operations by which a client can retrieve workflow trace information. The operation `getTraceListXML` can be used to query the workflow repository for a list of trace ID numbers. These
Fig. 3. A Sequence Diagram showing the interaction between the Enactment Engine, the Provenance Client Interface, and the Provenance Server.

numbers identify traces that must satisfy some properties specified in the query interface, such as start and end time, etc.

It is possible to retrieve workflow trace information in two ways. The operation `getFullTraceXML` takes a trace ID as input and returns a complete XML representation of the workflow trace. For a complex workflow, this XML document could be very large, so a set of operations are also provided to request parts of a workflow trace. With these operations, it is possible to extract a list
of activities composing a trace, details for each activity, including inputs and outputs. To this end, the Provenance Query Port offers a querying API which we use in the deployment of the provenance reasoning components.

4 Implementation

The Provenance Server receives provenance data via the Provenance Recording port and stores it in the Provenance Repository. The repository is a relational database that uses the tables and relationships shown in Figure 4.

![Provenance Database Diagram](image)

**Fig. 4.** Provenance Database

It is designed to store all the information necessary to provide provenance data on workflows, activities and all datasets passed between them. There follows a brief overview of the role of each table. The `traceIndex` table holds the
workflow trace information for every workflow enacted. The trace ID is automatically allocated by the database incrementally and provides a unique handle to each workflow trace. The inputDataset and outputDataset fields are references to entries in the datasets table. The status field can take one of three values - active, committed or abandoned. The activityIndex table links activities executed to their given workflow by the trace field. The type field references an entry in the activityTypes table to specify the activity type. The activityTypes table holds descriptions of the possible activity types. In this implementation, there is only two types: Web Service invocations and sub-workflows. It would be feasible to add extra activity types such as JMS or RMI providing extra tables were created to hold the relevant provenance data. The wsInvocation table is used to store details on activities that invoke Web Services such as the WSDL document and operation name. The wsInput and wsOutput tables are used to link a Web Service invocation inputs and outputs to the corresponding entries in the datasets table. The purpose of operation increments (field operationInc) is to accommodate activities where multiple calls are made. The subWorkflow table is used to link activities which call sub-workflows to their respective entries in the traceIndex table. Again, an operation increment is recorded to allow multiple sub-workflow calls. The dataset table holds any datasets recorded. These might be datasets passed to and from Web Services or to workflow themselves. The partAsXML field stores the dataset in a serialized XML format.

As a workflow is executed and the Provenance Client Interface updates the Provenance Server with invocation details, the database is filled with provenance data. With this data in place, we are able to generate workflow traces in an XML format by querying the database using SQL statements.

An example workflow trace, as displayed by the trace browsing interface, can be seen in Figure 5. On the left-hand side, we see a pretty-printed hierarchical view of a trace with its inputs, outputs and invoked activities; on the right-hand side, the XML representation is shown, with explicit representation of data types.

4.1 Client Side Dataset Encoding

A challenging task was finding an appropriate way to submit the recorded datasets in a structured manner. In simple cases, the inputs and outputs to a Web Service are primitive data types such as integers and strings. However, WSDL also provides the ability to define and use complex types, which are formed of primitive or other complex types. As far as the client side library was concerned, we needed a mechanism to convert arbitrary data types into a serialized format that enabled easy re-creation and re-use. To this end, we adopted Java Record Object Model (JROM) from IBM's Alphaworks. This provides methods to serialize Java Objects used in Web Service invocations into XML format.

A typical Grid or Web Service client relies on a communication layer, such as wsIF or JAX-RPC, to invoke Web Services using using their respective WSDL documents. We have provided a wrapper class, making use of wsIF for invocation.
of Web Services, and at the same time implementing the PCI for submitting provenance data.

Using JROM to construct the XML representations of Java objects also has an added advantage: The JROM API also provides methods to convert XML representation back into JROM values. This allows the datasets recorded to be easily re-used for other tasks such as provenance validation.

4.2 Logging Mechanism

There are two possible ways in which the Provenance Client Interface can submit provenance trace to the the Provenance Server. (i) In a synchronous submission, the Provenance Client blocks workflow enactment, while updating the Provenance Server. This is the submission mode that underlies the sequence diagram of Figure 3. (ii) Alternatively, using an asynchronous submission mode, the enactment can continue in parallel with submission of data to the Provenance Server, which takes place in another execution thread.

Synchronous recording can have significant detrimental effect on the performance of the enactment engine, but it provides timeliness as the provenance information is recorded as enactment proceeds, and therefore can be seen as a detailed progress log. On the other hand, with the asynchronous mode, an extremely lazy manner of submitting provenance data would only to schedule the transfer of such provenance data at enactment time. The provenance data to be submitted could be stored temporarily in a local database; when network traffic is reduced, the data could then be transferred, possibly well after completion of the workflow. Such an asynchronous mode of submission is particular appealing for large data sets.

4.3 Retrieving and Reasoning over Data Provenance

As an experiment into the uses of Data Provenance, we designed and implemented two additional system components: a set of web pages to provide a browse-able workflow trace interface and a provenance validation mechanism which checks each of the Web Service invocations still provides the same results. A screenshot of the web page interface is supplied in Figure 5, it shows the workflow trace for a simple workflow with only one activity that invokes a Web Service to add two integers together. The left frame shows the workflow trace in a familiar tree-view format, while the right frame shows the raw XML for the trace. It is possible to use this interface to browse workflows that are still in progress and therefore it also provides a way to monitor long and complex workflows.

Provenance Validation allows a user to check that each Web Service invocation made during a workflow still produces the same results. It iteratively re-executes each Web Service invocation made, using precisely the same inputs as those recorded. The output produced by the re-invocation is compared with the output stored in the provenance trace. A difference in the result is notified
Fig. 5. A screenshot of the web interface showing a tree-view of a workflow trace.
to the user. By re-using the existing Provenance Client Interface, we are able to record provenance on this re-execution and hence compare it with the original.

A typical example of the use of this facility is the following. A user having been informed that new data are available in a database (accessible as a Web Service), or that a new version of a service has been deployed, may decide to use the provenance validation facility to verify if the results produced by a previous execution of a workflow are still up to date. The workflow activities that produce results that differ from those stored in the provenance database indicate points in the workflow at which re-enactment should occur.

It is important to distinguish provenance validation from workflow re-enactment. The former only uses the information recorded in a provenance trace to detect which Web Service produces outputs that do not match the ones in the trace for the same inputs. Web Services can be invoked in any order, and this activity does not require knowledge of the workflow script and service dependencies. On the contrary, workflow re-enactment requires the understanding of a workflow script; it typically requires the enactment engine to be provided with a runtime state (i.e., its continuation) to resume the execution at a specific point of the workflow.

5 Discussion and Conclusion

In this section, we study how the proposed architecture meets the requirements identified in Section 2; we then summarise our contributions, and discuss how our work can be extended.

The principal requirement for a provenance recording facility is that data lineage must be recorded and stored. We adopted the position that a sound lineage record can be achieved by logging enough information to enable the recreation any dataset transformation. For a service-oriented architecture, in which Web Service invocations are used to perform these transformations, this means collecting all the invocation details. Our Provenance Client Interface does this autonomously, supplying the user with the option to turn provenance recording on or off as desired. The data model put forward in Section 4 provides a means to store this provenance, accommodating complex workflow activities and arbitrary data types. With the client-server interaction described in Section 3, we are able to reliably record and store all Web Service invocations carried out by a client and hence describe all dataset transformations. We also designed our system so that it could be integrated with any existing components simply and unobtrusively.

The second major requirement is that the data provenance is made available through a query interface. This is provided through the Provenance Query Port; an API that allows a user to extract data provenance according to content and type via Web Services. The provenance records are made available in the form of a workflow trace, an XML formatted data structure that shows precise details of all aspects of a complex data processing task such as workflow enactment. Although our workflow trace definition is by no means an attempt at a standard lineage
representation, it does uphold the requirement that it allows data provenance to be communicated reliably and consistently between platforms.

The greatest testament that our architecture meets the requirements is demonstrated through the Provenance Validation component. By enabling the validation of any dataset transformation, we show that the records have been recorded correctly, stored in a reliable format that facilitates re-use, and exposed via a user-friendly query interface.

In this paper, we have defined a notion of provenance for service-oriented architectures such as Web Services and the Open Grid Services Architecture. Based on this definition, we have proposed a provenance architecture, composed of two key components: (i) a provenance server capable of recording provenance information and offering a querying interface over the provenance information it stores; (ii) a client-side API that allows clients invoking Web Services to submit provenance records to the provenance server. We demonstrated the use of provenance data by providing two further components making use of the querying interface: (i) A browsing interface allows users to navigate provenance records as they are submitted; (ii) a provenance validation capability is able to decide if the results produced by previous workflow enactments are still up to date by re-executing all invoked services and comparing their outputs with the ones stored in the provenance trace.

Provenance is a rather new topic in service-oriented architectures, and a number of issues still need to be addressed. In our implementation, the provenance service is acting as a single point of contact, and therefore may become a bottleneck and a single point of failure. Provenance information need not be stored at a single location, and could be distributed. It makes however life easier for the implementor of the querying interface if all provenance records are stored at a single location.

In Section 3, we motivated the existence of a provenance service by the possibility of auditing provenance information by third parties. The architecture includes a Provenance Client Interface, which allows a client, such as a workflow enactment engine, to submit provenance records. In such a context, provenance can only be trusted if the provenance service and the enactment engine are trusted. It is desirable to reduce the trust assumptions so that the provenance service can be accepted as properly auditable by third parties. In particular, not having to trust the enactment engine to conformity execute a workflow will make the system more attractive. To this end, we could request from the invoked services to contribute to the provenance record submission process, in order to certify the records submitted by the enactment engine. There is here an interesting similarity with Mobile Agents having to run on non-trusted platforms [20]: provenance protocols could be inspired by protocols designed to verify that the results returned by a mobile agent have not been corrupted by the environments in which it operated. Distributed systems properties are sought such as mutual authentication of all parties involved in the computation, and non-repudiation, by which we can retain evidence of the fact that a service has committed to executing a particular invocation and has produced a given result.
Section 4.2 evolved the problem of large data sets, for which the transfer of
data could be performed asynchronously. In some cases, it may not be desirable
to duplicate the data either because it is too large, or because of copyright or
intellectual property reasons. The data owner would have to commit to archive
such data, and a unforgeable digest could be submitted instead. The protocol
should be extended to accommodate such cases, and incorporate data owners in a
network of trust.

We propose a provenance validation component capable of re-invoking Web
Services and compare their results with the results stored in the provenance
server. Currently, our comparison relies on a strict syntactic equality check, but
this has some restrictions. Some services can be based on stochastic processes
(e.g., Monte-Carlo simulation), and therefore generated results may not be syn-
tactically equal, though they could be considered equivalent. To be generic, a
provenance architecture must be able to support domain specific comparisons, so
that from a domain’s viewpoint, one can decide whether two results are similar.
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