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Abstract—This paper investigates the possibility of using a truncated finite impulse response (FIR) model approximation to implement a well-known gradient type repetitive control algorithm. As a new result it is in fact shown that the algorithm iteratively solves a Model Predictive Control related cost function. Furthermore, it is shown how accurate the FIR approximation of the original system has to be in order for the algorithm to converge to zero tracking error. Under certain assumptions on the plant model it is shown that the algorithm results in monotonic convergence in the $l_\infty$-norm. The algorithm is applied in real-time to a non-minimum mass-damper-spring system, and experimental results are compared to the theoretical results.

I. INTRODUCTION

Many signals in engineering are periodic, or at least they can be accurately approximated by a periodic signal over a large time interval. This is true, for example, of most signals associated with engines, electrical motors and generators, converters, or machines performing a task over and over again. Hence it is an important control problem to try to track a periodic signal with the output of the plant or try to reject a periodic disturbance acting on a control system. In order to solve this problem, a relatively new research area called Repetitive Control has emerged. This field concentrates on a well-known gradient based Repetitive Control algorithm. As a new result it is shown that the algorithm iteratively solves an MPC related optimisation control using a sliding window. However, this algorithm can only be implemented causally (without prediction) if the original plant has a finite impulse response (FIR). In this nominal case the algorithm will converge to zero tracking error exponentially. If the original plant does not have a finite impulse response, the causal implementation of the algorithm requires a truncation of the response. This, however, can lead to instability, as [1] demonstrates. Therefore, as a new result, this paper establishes a sufficient condition for the the FIR approximation to be accurate enough for convergence. The algorithm is also applied in real-time to a non-minimum phase spring-mass-damper system, and the experimental results give near perfect match with the theoretical findings.

II. PROBLEM DEFINITION AND MOTIVATION

As a starting point in discrete-time Repetitive Control (RC) it is assumed that a mathematical model

$$\begin{align*}
    x(k + 1) &= \Phi x(k) + \Gamma u(k) \\
    y(k) &= C x(k)
\end{align*}$$

(1)

of the plant in question exists with $x(0) = x_0$, $k \in [0, 1, 2, \ldots, \infty)$. Furthermore, $\Phi$, $\Gamma$, and $C$ are finite-dimensional matrices of appropriate dimensions. For notational simplicity, it is assumed from now on that relative degree of the plant (1) is unity.

The design problem is to make the system (1) track a reference signal $r(k)$, and it is known that $r(k) = r(k+N)$ for a given $N$ (in other words the actual shape of $r(t)$ is not necessarily known). In other words, the objective is to find a feedback controller that makes the system (1) to track the reference signal as accurately as possible (i.e. $\lim_{k \to \infty} e(k) = 0$, $e(k) := r(k) - y(k)$), under the assumption that the reference signal $r(k)$ is $N$-periodic. As was shown by [4], a necessary condition for asymptotic convergence is that a controller

$$[Su](t) = [Re](t)$$

(2)

where $S$ and $R$ are suitable operators, must have an internal model or the reference signal inside the operator S. Because $r(k)$ is $N$-periodic, its internal model is $1 - \sigma_N$, where $[\sigma_N v](k) = v(k-N)$ for $v : \mathbb{Z} \to \mathbb{R}$. In the discrete-time case this requirement results in the algorithm structure

$$u(k) = u(k-N) + [K e](k)$$

(3)

and if it is assumed that $K$ is a causal LTI filter, the algorithm can be written equivalently using the $q^{-1}$ operator formalism as (see Section III for notation)

$$u(k) = q^{-N} u(k) + K(q)e(k)$$

(4)

In this case the design problem is to select $K(q)$ which results in accurate tracking but is not prone to uncertainties in the plant model. One particular way of achieving this is the algorithm (see Section III for notation)

$$u(k) = q^{-N} \left( u(k) + \beta G(q^{-1}) e(k) \right)$$

(5)

discussed in [1] and references therein. As is shown in Section III, this algorithm is causal, if the impulse response of the plant model $G(q)$ goes to zero in $N$ steps. Section III shows that in this case the algorithm converges exponentially to zero, and in some special cases the convergence is monotonic in the $l_\infty$-norm.
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However, in practice it is quite rare that the plant model would have a finite impulse response (FIR), and the algorithm (5) becomes non-causal. An intuitive way of rectifying this problem is to truncate the plant model, or more precisely, to set the impulse of the plant model \( G(q) \) to zero after \( N \) steps, which results in causal algorithm (see also Section III). Thus this paper establishes exact conditions on how accurate the FIR approximation of \( G(q) \) has to be in order to guarantee that the algorithm converges exponentially.

**III. CONVERGENCE ANALYSIS**

**A. Nominal convergence**

In order to introduce the necessary mathematical notation for this section, consider an arbitrary sequence \( f(k) \in \mathbb{R}^n \). The \( Z \)-transform \( f(z) \) of \( f(k) \) is defined to be

\[
f(z) = \sum_{i=0}^{\infty} x(i)z^{-i}
\]

where it is assumed that \( f(z) \) converges absolutely in a region \( |z| > R \). Dually, \( f(k) \) can be recovered from \( f(z) \) using the equation

\[
f(k) = \frac{1}{2\pi i} \int_{\Omega} f(z)z^{k-1}dz
\]

where \( \Omega \) is a closed contour in the region of convergence of \( f(z) \). Finally, if

\[
f(z) = f_0 + f_1z^{-1} + f_2z^{-2} + \ldots
\]

then

\[
f(z^{-1}) := f_0 + f_1z + f_2z^2 + \ldots
\]

Consider now the standard left-shift operator \( q^{-1} \) where \((q^{-1}v)(k) = v(k-1)\) for an arbitrary \( v(k) \in \mathbb{R}^n \). Using the \( q^{-1} \)-operator, the plant equation (1) can be written as

\[
y(k) = G(q)u(k) = C(qI - \Phi)^{-1}\Gamma u(k)
\]

where it is assumed that \( G(q) \) is controllable, observable and stable. As a more restrictive assumption, suppose that the plant has a finite impulse-response (FIR), and the length of the impulse-response is less than the length of the period \( N \). In other words, \( C\Phi^{i}\Gamma = 0 \) for \( i \geq M, M < N \). In the following analysis this assumption is named as the ‘FIR assumption’.

Note that the adjoint algorithm (38) can be written using the \( q^{-1} \)-operator as

\[
u(k) = q^{-N}u(k) + \beta G(q^{-1})q^{-N}e(k)
\]

It is important to realise that even the algorithm contains a ‘non-causal element’ \( G(q^{-1}) \), the algorithm (11) is causal, because it can easily be seen from (11) that \( u(k) = f(e(s)) \) for \( k - N \leq s \leq k \).

The multiplication of (11) from the left with the plant model (10) together with some algebraic manipulations (note that \( q^{-N}r(k) = r(k) \)) results in the error evolution equation

\[
e(k) = q^{-N} \left( 1 - \beta G(q)G(q^{-1}) \right) e(k)
\]

This equation can be used to establish the convergence of the algorithm under the FIR assumption on \( G(q) \):

**Proposition 1:** Assume that the condition

\[
\sup_{\omega \in [0,2\pi]} |1 - \beta |G(e^{j\omega})|^2| < 1
\]

is met. In this case the tracking error \( e(k) \) satisfies that \( |e(k)| \leq Ma^k \) for some \( M, \alpha \in \mathbb{R}, M > 0, \alpha > 0, |\alpha| < 1 \), and in particular, \( \lim_{k\to\infty} e(k) = 0 \).

**Remark 1:** This condition can always be met, if \( \beta < 1/\sup_{\omega \in [0,2\pi]} |G(e^{j\omega})|^2 \).

**Proof.** Note that by restricting time index \( k \) to lie in \([0,1,2, \ldots, \infty)\), the error evolution equation can equivalently represented as an autonomous system

\[
(1 - q^{-N}(1 - \beta G(q)G(q^{-1}))) e(k) = 0
\]

with initial conditions \( e(0) = e_0, \ldots, e(N - 1) = e_{N-1} \), where the initial conditions are dependent on the ‘initial guess’ \( u(0), \ldots, u(N - 1) \). According to the Nyquist stability test (see [2]), the poles of the system (14) are inside the unit circle (which guarantees that \( |e(k)| \leq Ma^k \) for some \( M, \alpha \in \mathbb{R}, M > 0, \alpha > 0, |\alpha| < 1 \), if the locus of \( z^{-N}(1 - \beta G(z)G(z^{-1})) \) encircles the critical point \((-1,0)\) \( K \) times, where \( K \) is the number unstable poles of \( z^{-N}(1 - \beta G(z)G(z^{-1})) \). Due to the FIR property of \( G(z) \), \( z^{-N}(1 - \beta G(z)G(z^{-1})) \) does not have any poles outside the unit circle, and therefore, for stability \( z^{-N}(1 - \beta G(z)G(z^{-1})) \) is not allowed to encircle \((-1,0)\)-point. A sufficient condition for this is

\[
\sup_{\omega \in [0,2\pi]} |(1 - \beta |G(e^{j\omega})|^2)| < 1
\]

which concludes the proof. \( \square \)

In summary, if the algorithm satisfies the FIR assumption, the algorithm will drive the tracking error to zero in the limit. The next subsection demonstrates that the adjoint algorithm converges monotonically to zero, if the finite impulse response of \( g(k) \) of \( G(q) \) is non-negative on the positive time-axis and goes to zero inside \( N \) time steps.

**B. A note on monotonic convergence**

Consider again the error evolution equation

\[
(1 - q^{-N}(1 - \beta G(q)G(q^{-1}))) e(k) = 0
\]

Assume without loss of generality that the impulse response of \( G(q) \) has a length of \( N \). In this case it is easy to see that the polynomial \( q^{-N}(1 - \beta G(q)G(q^{-1})) \) has a degree \( N + N - 1 \) (i.e. it is always odd) and therefore \( q^{-N}(1 - \beta G(q)G(q^{-1})) \) can be written as

\[
q^{-N}(1 - \beta G(q)G(q^{-1})) = \alpha_1q^{-1} + \alpha_2q^{-2} + \ldots + \alpha_{2N-1}q^{-(2N-1)}
\]

\[1302\]
This allows one to construct the following state-space representation for (16)
\[ \bar{e}(k+1) = A \bar{e}(k) \]  
(18)
where the ‘state’ \( \bar{e}(k) \) is defined as \( \bar{e}(k) := [e(k) e(k-1) \ldots e(k-(2N-1))]^T \) and \( A \in \mathbb{R}^{2N \times 2N} \) is of the form
\[ A = \begin{bmatrix}
0 & I & 0 & \cdots & 0 \\
0 & 0 & I & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots \\
\alpha_{2N-1} & \alpha_{2N-2} & \ldots & \alpha_1 & 0
\end{bmatrix} \]  
(19)
Iterating (18) \( 2N-1 \) times results in
\[ \bar{e}(k+1) = A^{2N-1} \bar{e}(k-(2N-1)) \]  
(20)
which is a mapping between two consecutive cycles of length \( 2N \). For monotonic convergence it is required that the mapping \( A^{2N-1} \) has a norm less than unity in a suitable norm. Here the focus is on the \( l_\infty \) norm of \( A^{2N-1} \).

**Proposition 2:** Assume that \( \sum_{i=1}^{2N-1} |\alpha_i| < 1 \). Then the absolute sum of each row of \( A^{2N-1} \) is less than unity, which implies that \( \|A^{2N-1}\|_\infty < 1 \)

**Proof.** Omitted due to space limitations. \( \square \)

Note that this condition can be checked numerically before applying the algorithm to the real system. The next step is to construct a connection between the condition \( \sum_{i=1}^{2N-1} |\alpha_i| < 1 \) and \( \sup_{\omega \in [0,2\pi]} |1-\beta G(e^{j\omega})|^2 < 1 \), i.e. when the latter inequality implies that the first inequality holds:

**Proposition 3:** Assume that impulse response \( g(t) \) of \( G(q) \) is positive, i.e. \( g(t) \geq 0 \) for \( t \in [0,N] \) and \( \beta \) satisfies
\[ \frac{1}{\sum_{i=1}^{N} g(i)^2} \leq \beta < \frac{1}{\sup_{\omega \in [0,2\pi]} |G(e^{j\omega})|^2} \]  
(21)
In this case \( \sup_{\omega \in [0,2\pi]} |1-\beta G(e^{j\omega})|^2 < 1 \) implies that \( \sum_{i=1}^{2N-1} |\alpha_i| < 1 \).

**Proof.** Note that \( \sup_{\omega \in [0,2\pi]} |1-\beta G(e^{j\omega})|^2 < 1 \) implies that \( |1-\beta G(1)|^2 < 1 \) and that
\[ |1-\beta G(1)|^2 = |1-\beta(\sum_{i=1}^{N} g(i)^2 - 2\sum_{i=1}^{N-1} \sum m-n=k g(m)g(n))| \\
= \beta \sum_{i=1}^{N} g(i)^2 - 1 + 2\beta \sum_{k=1}^{N-1} \sum m-n=k g(m)g(n) \]
\[ := \Omega \]  
(22)
where \( 0 < m \leq M \) and \( 0 < n < N \). Note that last equality in (22) is due to the assumption that \( g(i) \geq 0 \) for \( i = 1,2,\ldots N \) and that \( \sum_{i=1}^{N} g(i)^2 \leq \beta \). Furthermore, by expanding \( q^{-N}(1-\beta G(q)G(q^{-1})) \) as a finite power-series it is easily seen that
\[ \sum_{i=1}^{2N-1} |\alpha_i| = \Omega \leq \lambda < 1 \]  
(23)
which concludes the proof.

In summary, if the impulse response is finite and positive (positivity is quite common in practical applications), and \( \beta \) is tuned properly, the algorithm results in monotonic convergence in the \( l_\infty \) norm for the vector \( \bar{e}(t) \) defined above. Note that this result should be taken as an existence result, because in practice most of the systems do not have a finite impulse response. However, if the impulse response is positive and decays quickly to zero, it can be argued that the algorithm should result in near monotonic convergence. The experimental results in Section V support this conjecture.

**C. Robust convergence**

Consider not the case when a nominal plant model \( G_o(q) \) is is used to approximate the true plant model \( G(q) \) (which possibly has an infinite impulse-response, IIR), where \( G_o(q) \) satisfies the FIR assumption defined in the previous subsection. In this case the plant model can be written as
\[ y(k) = G(q)u(k) = G_o(q)U(q)u(k) \]  
(24)
where \( U(q) \) is a multiplicative uncertainty that reflects the uncertainties caused by modelling errors and truncation. Again, it is assumed that each of these transfer functions are controllable, observable and stable. In this case the control law (11) with nominal model \( G_o(q) \) results in the error evolution equation
\[ e(k) = q^{-N} (1-\beta G(q)G_o(q^{-1})) e(k) \]
\[ = q^{-N} (1-\beta U(q)G_o(q)G_o(q^{-1})) e(k) \]  
(25)
The following result shows a sufficient condition for convergence in the presence of multiplicative uncertainty:

**Proposition 4:** Assume that the condition
\[ \sup_{\omega \in [0,2\pi]} |1-\beta U(e^{j\omega})|G(e^{j\omega})|^2| < 1 \]  
(26)
is met. In this case the the tracking error \( e(k) \) satisfies that \( |e(k)| \leq M\alpha^k \) for some \( M, \alpha \in \mathbb{R}, M > 0, \alpha > 0, |\alpha| < 1 \).

**Proof.** The proof is a trivial modification of the proof for Proposition 1. This is due to the fact that the stability assumption on \( U(q) \) guarantees no right-half poles are introduced to \( q^{-N} (1-\beta U(q)G(q)G(q^{-1})) \). \( \square \)

The problem, however, is that this proposition does not reveal any information of \( U(q) \), i.e. which are the properties of \( U(q) \) that guarantee that the convergence condition in Proposition 2 is met. The next proposition shows that the phase of \( U(q) \) is the property that can cause either convergence or divergence:

**Proposition 5:** Assume that \( U(e^{j\omega}) \) satisfies that \( \text{Re}(U(e^{j\omega})) > 0 \) for \( \omega \in [0,2\pi) \). Then there always exists \( \beta \) so that the convergence condition in Proposition 2 is met.
Proof. Note that
\[
(1 - \beta U(e^{j\omega}) | G(e^{j\omega})|^2 = (1 - \beta U(e^{j\omega}) | G(e^{j\omega})|^2\} + \beta^2 |U(e^{j\omega})|^2 |G(e^{j\omega})|^4
\]
(27)
where \( z^* \) is the complex conjugate of a complex number \( z \in \mathbb{C} \). This shows immediately that if \( \text{Re} \{ U(e^{j\omega}) \} > 0 \) for \( \omega \in [0, 2\pi) \), \( \beta \) can be be to chosen to be small enough in order to satisfy the convergence condition in Proposition 2. \( \square \)

Note that the condition \( \text{Re} \{ U(e^{j\omega}) \} > 0 \) for \( \omega \in [0, 2\pi] \) is equivalent to the condition that the Nyquist-diagram of \( U(z) \) lies strictly in right-half plane. This is, on the other hand, equivalent to the phase of \( U(q) \) being inside \( \pm 90 \) degrees. In summary, if the phase of the nominol model \( G_o(q) \) lies inside \( \pm 90 \) degrees ‘tube’ around the phase of the true plant \( G(q) \), there \( \beta \) can always made sufficiently small so that the algorithm will converge to zero tracking error. Note, however, that \( \beta \approx 0 \) implies that \( u(k) \approx u(k - T) \), which is an indication of a slow convergence rate.

IV. A CONNECTION TO MODEL PREDICTIVE CONTROL

In this section it will be shown that the truncated version algorithm (5) is in fact an iterative solution to a Model Predictive Control (MPC) problem. In order to achieve this, define the control vector
\[
\vec{u}(k) := [u(k) \ u(k + 1) \ \ldots \ u(k + N - 1)]^T \in \mathbb{R}^N \tag{28}
\]
and the corresponding tracking error vector
\[
\vec{e}(k) := [e(k + 1) \ e(k + 2) \ \ldots \ e(k + N)]^T \in \mathbb{R}^N \tag{29}
\]
where \( e(k) := r(k) - y(k) \). Consider now the following cost function
\[
J(u(k), \ldots, u(k + N - 1)) := \sum_{i=k+1}^{k+N} |e(i)|^2 \tag{30}
\]
which can be written in a more compact form as
\[
J(\vec{u}(k)) := \|\vec{e}(k)\|^2 \tag{31}
\]
The decision variable for the cost function is the control vector \( \vec{u}(k) \) and the constraint equation is the plant model
\[
e(k) = r(k) - y(k) = r(k) - \sum_{i=0}^{k} h(k - i) u(i) + x_0(k) \tag{32}
\]
where \( x_0(t) \) describes the effect of non-zero initial conditions. Solve now this optimisation problem using the gradient method, which results in
\[
\vec{u}(k) = \vec{u}(k - N) - \beta J'(\vec{u}(k - N)) \tag{33}
\]
Note that the plant model (32) can be written equivalently as
\[
\vec{e}(k) = \vec{r}(k) - \vec{y}(k) = \vec{r}(k) - (\vec{G}e \vec{u}(k) + X_0(k)) \tag{34}
\]
where
\[
\vec{G}_e = \begin{bmatrix}
    CT & 0 & 0 & \ldots & 0 \\
    C\Phi\Gamma & CT & 0 & \ldots & 0 \\
    C\Phi^2\Gamma & C\Phi\Gamma & CT & \ldots & 0 \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    C\Phi^{N-1}\Gamma & C\Phi^{N-2}\Gamma & C\Phi^{N-3}\Gamma & \ldots & CT
\end{bmatrix}
\]
(35)
and \( X_0(k) \) is the initial condition response. Using this description it is easy to see that
\[
-\beta J'(\vec{u}(k - N)) = \beta G_e^T \vec{e}(k - N) \tag{36}
\]
and the overall algorithm becomes
\[
\vec{u}(k) = \vec{u}(k - N) + \beta G_e^T \vec{e}(k - N) \tag{37}
\]
Furthermore, parallel to Model Predictive Control, it is proposed that a receding horizon principle should be used: in this approach only the first element \( u(k) \) of \( \vec{u}(k) \) is applied to the plant, and at \( k + 1 \) the optimisation problem is solved again for \( \vec{u}(k+1) \). This receding horizon principle results in the following algorithm
\[
u(k) = u(k - N) + \beta \sum_{i=1}^{N} g(N + 1 - i) e(k - i) \tag{38}
\]
where \( g(i) = C\Phi^{i-1}\Gamma \), and by inspection it can bee seen that this algorithm is equivalent to (5). Note that in gradient based methods \( \beta \) is also optimised with respect to the cost function, and it becomes time-varying. In the RC case, however, it is not yet clear how this should be done.

V. EXPERIMENTAL WORK

The experimental test-bed has previously been used to evaluate a number of RC schemes and consists of a rotary mechanical system of inertias, dampers, torsional springs, a timing belt, pulleys and gears. The non-minimum phase characteristic is achieved by using the arrangement shown in Figure 1 where \( \theta_i \) and \( \theta_o \) are the input and output positions, \( J_1 \) and \( J_g \) are inertias, \( B \) is a damper, \( K \) is a spring and \( G \) represents the gearing. A further spring-mass-damper system is connected to the input in order to increase the relative degree and complexity of the system. This system has been modelled using a LMS algorithm to
fit a linear model to a great number of frequency response test results. The resulting nominal continuous time plant transfer function has thus been established as

$$G_o(s) = e^{-0.06s} \frac{1.202(4-s)}{s(s + 9)(s^2 + 12s + 56.25)} \quad (39)$$

A PID loop around the plant is used since this has been found to produce superior results. This also allows the adjoint algorithm to be used with no pole-placement since the nominal closed-loop system, termed \(G_o(s)\), therefore has a FIR. The PID gains are \(K_p = 137, K_i = 5\) and \(K_d = 3\). The impulse response of the discretized plant \(G_o(z)\) is shown in Figure 2. In the experiments, the sampling frequency is set at 250 Hz \((T_s = 0.004)\), whilst the only demand used is a repeating sequence of period 3 seconds (shown as one of the signals in Figure 7). The total number of cycles has been limited to 400.

![Figure 2. Impulse responses of \(G_o(jw)\) and \(\Phi_o(jw)\)](image)

Figure 3 shows cycle error results when the adjoint algorithm (38) is applied to the actual plant \(G(z)\). The normalised error (NE) is simply the total error produced in a period multiplied by a scalar chosen so that a constant zero plant output produces a NE of unity. The results when using increasing values of \(\beta\) are shown and the lack of convergence can be observed for \(\beta \geq 0.65\) whilst instability is obvious in the case of \(\beta \geq 1.15\). It follows from (13) that a sufficient condition for convergence is that, for \(\omega \in [0, 2\pi]\)

$$-1 < 1 - \beta |G_o(e^{j\omega T_s})|^2 < 1 \quad (40)$$

and since \( |G_o(e^{j\omega T_s})| \geq 0 \)

$$0 < \beta < \frac{2}{\sup_{\omega \in [0, 2\pi]} |G_o(e^{j\omega T_s})|^2} \quad (41)$$

The Bode plot of \(G_o(e^{j\omega T_s})\) is shown in Figure 5. Since the maximum value of \( |G_o(e^{j\omega T_s})| \) is 1.326 (2.451 dB), in this case \(0 < \beta < 1.137\) guarantees convergence for the nominal plant model. Instability, however, is seen to occur for smaller values of \(\beta\) when using the actual plant.

Figure 4 shows the effect of truncation on the adjoint algorithm, using \(G(z)\) and \(\beta = 0.5\). The impulse response of \(G_o(z)\) has been truncated to \(P\) seconds in the implementation of the adjoint algorithm. Since the same demand is used in each case, there is no actual need for the truncation, but it is important to compare the effects of truncation under the same conditions. It has been noticed [5] that

In order to reduce the effect of truncation, the impulse response of \(G_o(z)\) will be shortened by using State Variable Feedback (SVF) in order to reduce the magnitude of its phase at low frequencies. Consider the plant model in (1) and the following state-feedback control law

$$u(t) = -Kx(t) \quad (42)$$

It is a well-known result that if the system (1) is observable and controllable, the state-feedback law (42) can be used to place the closed-loop poles anywhere inside the unit circle. For the maximum reduction in the impulse response, deadbeat control could be used to place all the poles of \(G_o(z)\) at the origin. The contribution to the gain of this system would solely be from the zeros of the original plant. Since this contribution \(\rightarrow \infty\) as \(w \rightarrow \infty\) it would be necessary that \(\beta \rightarrow 0\) for stability. This would result in negligible convergence. This suggests that the emphasis should be on the convergence over the system bandwidth with the condition that the IR is sufficiently truncated to meet the FIR assumption. A pole-placed system, with nominal model \(\Phi_o(z)\) has therefore been designed to have similar magnitude, and therefore convergence, as \(G_o(z)\) over the system bandwidth, but with a shorter impulse response. The magnitude of \(\Phi_o(z)\) is shown in Figure 5 whilst the impulse response of \(G_o(z)\) is shown in Figure 2.
It can be seen that the impulse response of $\Phi_o(z)$ has been made nearly twice as short as that of $G_o(z)$.

The adjoint algorithm has been implemented on the pole-placed system instead of the original. Figure 6 shows the effect of truncation on the cycle error results, using $\beta = 0.5$. The same comments as were made for Figure 4 regarding its interpretation are valid here. Truncation appears not to affect the performance of the pole-placed system for the 400 trials used. This suggests that SVF can be used successfully as a way of avoiding the problem of truncation when using the adjoint algorithm. This method can also be used to manipulate the system gain in order to improve convergence, although the robustness of the approach is not yet clear.

Figure 7 highlights the initial convergence of the plant output to the demand using $G(z)$ and $\Phi(z)$ and the adjoint algorithm with $\beta = 0.5$. It shows data from the 1$^{st}$ cycle and every 5$^{th}$ thereafter. Since the magnitude of $\Phi_o(e^{jwT_s})$ is closer to $\sqrt{2}$ than that of $G_o(e^{jwT_s})$ for many of the frequencies present in the demand, the RHS of (40) is reduced, and it is unsurprising that its convergence is superior.

VI. CONCLUSIONS

This objective of this paper has been to analyse the convergence properties of a well-known Repetitive Control algorithm. Due to the non-causal nature of the algorithm, the algorithm can be applied only to systems that have a finite-impulse response (FIR). Furthermore, the impulse response has to go to zero at most in $N$ steps, where $N$ is period of the reference signal. If the plant satisfies these assumptions, the tracking error converges to zero exponentially. When the impulse response of the plant is positive, as new result it has been shown that the algorithm results in monotonic convergence in the $l_\infty$-norm.

If the plant does not satisfy the FIR assumption, the algorithm can be still applied by using a plant model where the impulse response is truncated after $N$ time steps. As new result it has been shown that if the phase of the multiplicative uncertainty, which is caused by truncation, does not exceed $\pm 90$ degrees, the algorithm still converges exponentially to zero.

The algorithm has been applied to a non-minimum phase spring-mass-damper system. The experimental results show that the algorithm is capable of producing near perfect tracking after a small number of cycles, demonstrating that the algorithm should be applicable to industrial problems.
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