Editorial

Licklider and the Grid 

In the 1960’s, J.C.R.Licklider provided the inspiration for the construction of the ARPANET and this activity led more or less directly to the creation of the Internet as we know it today.  Larry Roberts, one of his successors at DARPA, described Licklider’s role in the following terms [1]: 

“Lick had this concept of the intergalactic network … everybody could use computers anywhere and get at data anywhere in the world. He didn’t envision the number of computers we have today by any means, but he had the same concept – all of the stuff linked together throughout the world, so that you can use a remote computer, get data from a remote computer, or use lots of computers in your job. The vision was really Lick’s originally.”

As everyone now knows, the ‘killer’ applications for the Internet were first email and then, in the early 1990’s, the World Wide Web. However, as the quotation from Roberts makes clear, Licklider envisaged an infrastructure that enabled resource sharing on a much more ambitious scale. Licklider did not, of course, forsee the huge strides in processor and memory technology embodied in Moore’s Law, nor the huge increases in network bandwidth made possible by optical fibres and erbium-doped fibre amplifiers. These advantages in hardware technology are now an everyday fact of life: unfortunately software technologies have not advanced at the same pace. However, under the banner of the Grid, the world-wide computing community is now trying to implement Licklider’s original vision of a global ‘cyberinfrastructure’ for e-science. 
An early Grid project in the USA was NASA’s Information Power Grid whose vision was to promote a revolution in how NASA addresses large-scale science and engineering problems. It intended to do this by providing a persistent infrastructure for “highly capable” computing and data management services that, on-demand, could locate and co-schedule the multi-Center resources needed to address large-scale and/or widely distributed problems. In addition, the infrastructure would support the ancillary services needed to support the workflow management frameworks required to coordinate the processes of distributed science and engineering problems. This is still a valid vision for the type of collaborative middleware infrastructure that the global computing community is trying to create. Since this pioneering project there have been many Grid projects funded in the USA covering a wide range of communities and funding agencies. The Globus project, led by Ian Foster and Carl Kesselman, the Condor project, led by Miron Livny, and the Storage Resource Broker project, led by Reagan Moore, have all played an important role in providing early realizations of some of the required Grid middleware. These efforts have spurred many significant international Grid activities.

In Europe, for example, the UK has embarked on an ambitious £250M e-Science programme where John Taylor defined e-Science as follows [2]:

‘e-Science is about global collaboration in key areas of science, and the next generation of infrastructure that will enable it.’
By being applications-led, the UK programme has played a prominent role in broadening the vision for the Grid infrastructure from one that is pre-dominantly concerned with compute cycles to an infrastructure that is more supportive of data access and integration. In addition, many of the UK projects are concerned with provision of high-level information and knowledge services – the so-called ‘Semantic Grid’ [3]. 
The European Union has also taken a lead in funding major Grid infrastructure projects - including the EGEE project led by CERN which plans to create a pan-European ‘Grid of Grids’. Many other European countries now have e-Science/Grid programmes and a similar picture emerges in the Asia-Pacific region with early Grid projects in Japan and Australia followed by major initiatives in many other countries.

There are many genuine Computer Science research challenges to be overcome before the Grid vision can be realized. At the current, largely experimental stage, the major focus of most projects is primarily on achieving a reasonable level of functionality. However, issues related to efficiency and performance are becoming increasingly important for the Grid now that significant amounts of performance data are being collected from the many experimental test-beds. Performance has been a concern from the earliest days of computing and too often has been given insufficient attention in the design of major IT systems. It is therefore important that Grid architects focus on the issues surrounding application performance on Grids. Acceptable solutions to the many issues, such as monitoring, benchmarking, scheduling and accounting, need to be found before Grid technologies will be widely accepted in either academia or industry.

A Grid Performance Workshop

To promote discussion of performance issues relating to the Grid, a workshop was held at the National e-Science Centre in Edinburgh in December 2002, sponsored by the UK e-Science Programme. At the workshop, experts in performance studies from the US and Europe met and exchanged ideas on this topic. One of the themes of the workshop was to examine to what extent the expertise accumulated over the years on the performance of parallel and distributed systems could be applied to Grid applications. Other themes included performance metrics, evaluation techniques and tools. This Special Issue is a collection of papers authored by speakers at the workshop and reflects the current status of debate on Grid Performance. The papers in this special issue discuss various aspects including performance evaluation tools, methodologies and projects.
In his paper, Allen Malony and colleagues discuss issues related to the performance of distributed software components. Over the last decade there has been a significant shift in software industry towards component based software technology. A clear indication of this trend is the success of Web Services. In this respect it is likely that a component based approach will be the dominant software technology under-pinning the Grid.  The authors of this paper advocate the need for a close integration of software components with performance characteristics. The paper describes a performance engineering methodology Common Component Architecture (CCA) and the implementation of this approach using the TAU performance monitor.

Michael Gerndt analyses the requirements and architecture of performance analysis tools applicable for the Grid environment. The author introduces the APART Specification Language (ASL), suitable for the composition of measurements of events in parallel and distributed systems. The paper presents several case studies illustrating the use of ASL in various parallel applications. 
Thomas Fahringer and his colleagues describe the architecture of a Grid performance tool called ASKALON. This tool consists of several modules that encompass the major stages of performance evaluation cycle: instrumentation (SCALEA), experiment-management (ZENTURIO), performance-analysis (AKSUM), performance-prediction, modelling (PerformanceProphet) and parameter studies. The paper also investigates the use of UML for performance modeling.

Erwin Laure et al. describe the main factors determining Grid performance and give an overview of techniques, tools and lessons learned during the construction of the European Data Grid. The authors focus on the analysis of issues related to replica management/optimization, networking costs and task scheduling. 

Geoffrey Fox et al. describe the architecture and performance of NaradaBrokering, which is a messaging system based on event brokering. The paper gives a detailed performance evaluation and compares the results of similar systems. The architecture is based on cooperating nodes which provide support for a variety of transport protocols, JXTA interactions, audio/video conferencing, XPath, SQL and regular expression queries. The paper demonstrates the applicability of NaradaBrokering to a wide variety of application scenarios. 

Graham Nudd and Stephen Jarvis describe a middleware system for performance prediction which enables optimization of task throughput in a heterogeneous distributed system. The authors present an architecture based on a network of agents that use performance cost models for scheduling. The middleware infrastructure is based on the PACE (Performance Analysis and Characterisation Environment) tool. The performance data generated by the PACE tool is collected and managed by the Globus Toolkit and then utilized by the Condor scheduling system. The authors provide several detailed case studies that demonstrate the efficiency of predictive scheduling in a heterogeneous environment. The resource management is handled by the Titan scheduler which uses a genetic algorithm for task allocation. 

Jack Dongarra et al. describe a software environment that enables the adaptation of application execution according to the resource loading. The system can detect performance problems, make re-scheduling decisions and migrate applications. The migration policy takes into account the load of the system, characteristics of the application and the possible benefits of task migration. 

Graham Riley and his colleagues investigate issues of performance control in coupled simulations. The paper introduces a notation for a General Coupling Framework (GCF) suitable for describing various modeling scenarios. The authors examine the idea of controlling the performance dynamically at runtime in contrast to traditional post mortem analysis. These ideas are illustrated on the case study of Ocean-Atmosphere simulation. The paper presents PerCo (Performance Control System), which offers dynamic control of application performance. The system also provides a task reallocation mechanism enabling task suspension and migration. 
Tony Hey and his colleagues present an overview of performance related research of parallel and distributed systems at the University of Southampton and investigate the applicability of these techniques to the Grid environment. The paper presents three case studies which provide an insight into Grid performance.  These studies involve capacity engineering of financial transaction processing, task scheduling of large scale engineering applications and business processes on the Grid.
These papers are not the last word on performance issues for the Grid but they do provide an overview of the research issues and progress that has been made. We hope this special issue will stimulate further research into these important problems - pragmatic soilutions need to be found before the Grid vision of Licklider can become a reality.
References
[1]
Segaller, S. (1998). ‘Nerds: A Brief History of the Internet’, New York: TV Books.

[2]
John Taylor, Director General of the Research Councils, OST, see http://www.nesc.ac.uk
[3]
de Roure, D., Jennings, N. R. and Shadbolt, N. (2003) ‘The Semantic Grid: A future e-Science infrastructure’, in Berman, F., Fox, G. and Hey, A. J. G., Eds. Grid Computing - Making the Global Infrastructure a Reality, pages pp. 437-470. John Wiley and Sons Ltd.
PAGE  
6

