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Key Results: One-Class Machine Learning techniques are applied to classify whether a subject is 
performing a task or not by looking solely at the raw fMRI slices of his brain. 
 
How does the work advance the state-of-the-art?: Attains the ability to decode the ‘state of 
mind’ of an individual without the need of learning the non-active state of a task.  
 
Motivation (Problems addressed):  Current methodology for identifying active and non-active 
fMRI requires images acquired during a resting state.  
 
 
Introduction  
Functional magnetic resonance imaging 
(fMRI) is an imaging technique that can be 
used in principle to map different sensor, 
motor and cognitive functions to specific 
regions in the brain. fMRI allows the 
carrying out of specific non-invasive studies 
within a given subject while providing an 
important insight to the neural of basis  brain 
processes. The current methodology used to 
identify such regions is to compare, using 
various mathematical techniques the 
elevation of oxygen consumption during a 
task with that used during a resting state. 
Mitchell et. al 2004 applied machine 
learning techniques to this problem, when 
considering the classification of the 
cognitive state of a human subject. Thus, in 
order to determine the elevation of oxygen 
consumption during a task, images acquired 
during a resting state are required.  
In this work we further consider the problem 
of identifying fMRI scans that have only 
been acquired during the “active” state, i.e. 
scans acquired during the duration when the 
human subject has performed the given task.  
The basic intuitions are that, if available, 
two-class classification should perform 
better; although not always (Japkowicz  
1999). However, as is the case under 
consideration here, often we have some 
reasonable sampling of the positive 
examples; i.e. the distribution of positive 

examples can be estimated; while the 
negative examples are either non-existent or 
episodic; i.e. not necessarily representative. 
For the fMRI classification described above, 
this problem is particularly non-trivial as we 
expect the data to be of very high dimension 
and extremely noisy, as the brain 
concurrently works on many given tasks.   It 
is also quite natural to assume that there is 
only representative data of the task of 
interest; and not necessarily representative 
data of the negation of this task thus making 
the one-class learning techniques 
appropriate. 
 
Method 
Our primary technique for the one-class 
approach is the compression neural network 
method (Cottrell et. al 1988, Japkowicz et. al 
1995, Manevitz & Yousef 2000).  We apply 
a design of a feed-forward neural network 
where in order to accommodate the usage of 
only positive examples we use a  
“bottleneck” with assumption that the 
images are represented in a m dimensional 
space where we choose a three level 
network with m inputs, m outputs and k 
neurons on the  hidden level, where m > k. 
Figure 1 gives a graphical example of the 
bottleneck network. This network is then 
trained using the standard back-propagation 
to learn the identity function on the sample 
example. 
 



          
Fig 1. Bottleneck NN Architecture  
 
We compare the compression neural 
network to the one-class Support Vector  
Machine (SVM) method (Scholkopf et. al 
1999).  Under this method, instead of 
separating positive and negative samples in 
the kernel feature space, as in standard (two-
class) SVM, the origin is the only negative 
sample and therefore the method separates 
the positive samples from the origin via 
using relaxation parameters in SVM.  
 

Experiments 
The fRMI scans are of a volunteer flexing 
their index finger on the right hand inside a 
MR-scanner while 12 image slices of the 
brain were obtained from the MR scanner. 
The time-course reference of the flexing is 
built from the subject performing a sequence 
of 20 total actions and rests consisting of 
rest, flex, rest, … flex.  Two hundred fMRI 
scans are taken over this sequence; ten for 
each action and rest. A split of 80 positive 
scans for training and 20 positive and 20 
negative for testing was used. The obtained 
results are an average over all the slices. 
Each slice was averaged over 10 repeats 
where in each repeat a random split of 
training testing was selected. The NN was 
used with a 60% compression on the hidden 
layer, while both SVM classifiers were used 
in their default setting as set by the OSU-
SVM 3.00 package with a linear kernel with 
C=1 and a radial based (RBF) kernel with γ 
= 1, the one-class SVM was used with 
relaxation parameter µ = 0.5. The entire 
experiment was rerun in a separate session 
with the same individual.  The two sessions 
are analyzed in Table 1. 
 

 Session1 Session 2 
NN 56.19%±1.26% 58.92%±2.03% 
1-SVM 59.18%±1.47% 54.81%±1.18% 

2-SVM 68.06%±2.10% 69.56%±4.12% 

Table 1. Motor Data: Session 1 & 2 results 
 

Conclusion 
We showed that raw fMRI slices can be 
classified according to user tasks based 
solely on one-class information. The 
compression NN and the one-class SVM 
achieve about the same level of success. 
Detailed analysis of the errors (not presented 
here) indicates that the two one-class 
techniques make distinct errors, which 
suggests the possibility of combining the 
techniques in the future for better results. 
The compression NN by its nature performs 
a high-level feature extraction. Analysis of 
these features could lead to feature selection 
in the original data domain. 
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